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ABSTRACT Collaborative filtering (CF) is the most commonly used technique for online recommendations.
CF works by computing the interests of a user by gathering preferences or taste information of other users.
In this technique, similar users or items are discovered by exploring the user-item rating matrix. Based on
the computed similarity, a prediction is made for the unknown or new product. There are many similarity
computation methods, such as the Pearson correlation coefficient (PCC), Jaccard, Mean square difference,
Cosine, etc. however, the accuracy of product recommendations using these methods is not very promising.
This work introduces an improved product recommendation method for collaborative filtering, which is
based on the triangle similarity. However, the downside of triangle similarity is that it only considers the
common ratings of users. The proposed similarity measure not only focuses on common ratings but also
consider the ratings of those items that are not commonly rated from pairs of users. The obtained similarity
is further complemented with the user rating preference (URP) behavior in giving rating preferences.
To evaluate the accuracy, experiments are performed on the six commonly used datasets in the field of CF.
Experimental results prove that the proposed similarity measure performs well as compared to the existing
similarity measures.

INDEX TERMS Collaborative filtering, recommender systems, triangle similarity, user preferences.

I. INTRODUCTION
The modern world is relying significantly on the world wide
web (WWW) that hasmillions of pages carrying an incredible
amount of information. Progress in technology and availabil-
ity of gadgets (such as smartphones, laptops, and tablets)
allows people to spend time in search of objects of their
interests. Information overload, as a result of these develop-
ments, gets problematic among users to reach a point of rele-
vance [1], [2]. The randomness of this large amount of data,
frustrate the users to choose what they want. These issues
might be resolved if the most relevant recommendations are
made to the users based on their preferences. Recommender
systems do this job by analyzing the already provided data
on the web by the user. These systems then recommend
something the user might prefer to check out. By using such
systems, both the service provider and user will be benefited
mutually. A service provider would attain recognition of his
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products and possibly increased sales. On the other hand,
the user’s time would be saved in discovering products and
services of his interest [3].

Collaborative filtering (CF) is one of the most widely used
technique in recommender systems, owing to its simplicity
and accuracy [4]–[7]. It is a personalization technique that
counts on the set of ratings the user has provided for certain
products and services [8]. These ratings can be achieved
based on feedback provided by the user. One way to get
this feedback is implicit feedback in which a user clicks
on a particular object. Another way is the explicit behavior
of a user, where user rates a particular object in terms of
numbered or starred values. CF uses two techniques for a
recommendation. One is a model-based technique, which
uses attributes of items/users [9]. The second technique is
memory-based, in which the similarity between the active
user and other users in the user-item rating matrix is cal-
culated. Based upon computed similarity, users are catego-
rized as neighbor users of the active user, after which the
recommendation is made according to the preferences of the
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active user [10], [11]. CF requires a lot of computational
analysis for calculating the similarity between users. The user
ratings are recorded and a comparison is applied to those
ratings with the help of various similarity measurement meth-
ods. These methods include Jaccard similarity [12], Pearson
correlation coefficient [13], Cosine [8], Euclidean similar-
ity [14], PIP method [15], Heuristics based similarity mea-
sure method [35], TMJ similarity [32] etc. CF is being used
successfully in many web systems such as Netflix, Amazon,
etc. Besides enormous success, CF encounters problems of
cold start, data sparsity, and scalability.

Our proposed work aims to improve the accuracy of
CF-based systems. The fundamental of CF is to evaluate
the similarities between the users or items that have the
same interest. The conventional measures of similarity, for
example, Pearson (PCC), Cosine, Jaccard, Mean square dif-
ference(MSD), are unable to gather fruitful similar users
or items, particularly for cold start systems or users, who
rate only a few items. This research introduces an improved
product recommendation method for CF. Our aim in this
research is to improve the triangle similarity method. Triangle
similarity works only on items that are rated by both users
and ignore items that are rated by either user. The proposed
improved triangle similarity measure not only focuses on
common ratings but also considers the rating of those items,
which are not rated by any user from a pair of users. After that,
we complement improved triangle similarity measure with
user rating preferences (URP) behavior, which triangle simi-
larity also ignores. We carried experiments on six datasets,
namely, Filmtrust, CiaoDVD, Epinions, MovieLens-100K,
and MovieLens-1M, to evaluate the performance of the pro-
posed similarity measurement method. The list of notations
used in this study is mentioned in Table 1. This research
paper is divided into the following sections. I. Introduction
(which already cover-up), (II) Literature Review, (III) Pro-
posed Method and Formalization (IV) Experimental setup
(V) Experimental results and discussion (VI) Conclusion.

TABLE 1. List of notations.

II. LITERATURE REVIEW
Despite being widely used recommendation techniques,
CF faces a significant reduction in user practice. It is due
to specific problems like data sparsity, where users hardly
rate an item. Thus, there is not much information about user
ratings in the database. Other issues like scalability and cold
start are also present. Table 1 present the list of different

notations, which are used for the proposed similarity measure
method.

A. RELATED WORK AND DRAWBACKS OF EXISTING
SIMILARITY MEASURES
Researchers have proposed various similarity measures. One
such measure is Pearson’s correlated coefficient (PCC) [16].
PCC measures the correlation between two user ratings by
identifying their rating preferences as differences in ratings
from average rating and user standard deviation in ratings.
The mathematical equation for PCC is given in Eq. (1).

simPCC(m,n) =

∑
i∈I (rm,i − rm)(rn,i − rn)√∑

i∈I (rm,i − rm)
2√∑

i∈I (rn,i − rn)
2 (1)

Weighted Pearson’s correlated coefficient (WPCC) [16], was
suggested to overcome the shortcomings of traditional PCC.
It apprehends the reliability of neighbors by giving weight
to the number of common rated items. PCC ignores the set
size of common rated items. The mathematical equation for
WPCC is given in Eq. (2).

simWPCC(m,n) =

sim
PCC
(m,n).

1
H
, |I | ≤ H

simPCC(m,n), otherwise
(2)

The value of H is set to 50 in [16], which is an experimental
value.

Sigmoid function PCC (SPCC) was introduced that weak-
ens the similarity of a small set of common rated items
between users [17]. (2)

simSPCC(m,n) = simPCC(m,n).
1

1+ exp(− |I |2 )
(3)

In PCC, the value of similarity among users is the difference
among the co-ratings of the items by these users. Generally,
the similarity tends to be higher when the value of co-rated
items is closed. To acquire better recommendations, many
manipulative calculation techniques have been evolved that
ultimately rely on absolute rating differences. The multi-level
(ML) division of PCC [34] considers the similarity obtained
from PCC and the number of co-rated items. Authors of [34]
claimed that accuracy improves if we split PCC into multiple
levels. Working of ML involves checking the number of
co-rated items, if it exceeds the pre-defined threshold, only
then it proceeds to the next level to calculate the similarity
between the users. If the number of co-rated items is quite
sufficient and the similarity value obtained from PCC is
higher than the pre-set threshold, then the recommendations
are returned. In the opposite case, where the number of
co-rated items is not enough, zero recommendations return.
Despite improving the accuracy of recommendations, this
method suffered a limitation that of not being able to provide
recommendations where users do not have enough number
of co-rated items or a specific PCC value. Moreover inherent
problems of [15] exist in ML also.

Different efforts are made to improve conventional CF
techniques, such as the Pearson correlation coefficient (PCC),

123842 VOLUME 8, 2020



A. Iftikhar et al.: Improved Product Recommendation Method for CF

to enhance the accuracy of the recommendations. Systems
that utilize PCC, technically consider the absolute ratings
between the users while giving the recommendations [33].
However, the modification involved the division of user simi-
larity into multiple levels and adding constraints to each level.
In this way, the accuracy and quality of recommendation were
improved [34].

To overcome the shortcomings of cosine similarity, the
adjusted cosine similarity measure used to include prefer-
ences of user rating [15].

simACOS(m,n) =

∑
i∈I (rm,i − r i)(rn,i − r i)√∑

i∈I (rm,i − r i)
2√∑

i∈I (rn,i − r i)
2 (4)

Here I is the set of total items, rated by both users m and n.
Jaccard and Mean Square Difference (MSD) are also the

two techniques of similarity measures. Jaccard only counts
the number of common ratings between the two users and
does not count the absolute values of ratings. This leads to a
complication while differentiating between users. MSD uses
absolute values that are rated by users, and not count the
number of common ratings. The disadvantage of MSD is that
it reduces the weight of similarity. JMSD, which is a combi-
nation of both Jaccard and MSD solves the partial problems
of both Jaccard and MSD. JMSD measure integrates Jaccard
similarity into mean squared difference to overcome the cold
user issue. In this measure, the prediction is made by initially
selecting six similarity measures, and then weights of these
measures are learned by neural network learning [18].

simJACCARD(m,n) =
|im ∩ in|
|im ∪ in|

(5)

simMSD(m,n) = 1−

∑
i∈I (rm,i − rn,i)

2

|I |
(6)

simJMSD(m,n) = simJACCARD(m,n) ∗ simMSD(m,n) (7)

rm,i, rn,i is the set of items that are rated by userm and n. From
Table 3, it can be seen that there are two types of similarity
values that occurred in Jaccard, which are 0.6 and 1.0. This
is due to the consideration of the number of common ratings
between two users and assigning the same weight to them.
The similarity between the item2 and item3, item2 and item4
are 0.6 and the similarity between item1 and item2, item1 and
item5, item2 and item5 is 1.0.
PIP measure computes proximity, impact, and popularity

of users’ ratings [15]. This work initially evaluated the draw-
backs of Cosine and PCC, followed by figuring out that these
methods are confined to the local information of ratings and
ignore global preferences of ratings. It also provides a better
solution in both the cold start and non-cold start systems.

The mathematical equation used for PIP similarity is
defined as follows:

simPIP(m,n) =
∑
i∈I

PIP(rm,i, rn,i) (8)

where rm,i and rn,i are the ratings of user m and n on a
common item i. PIP can also be defined as follows:∑

i∈I

PIP(rm,i, rn,i) = Proximity(rm,i, rn,i)

∗ Impact(rm,i, rn,i)

∗Popularity(rm,i, rn,i) (9)

Proximity examines whether the two ratings are in agree-
ment or not, penalizing cases where ratings are in disagree-
ment. Two ratings are considered to be in disagreement if one
of them lies at the lower half of the rating scale, while the
other one lies at the upper half. Remaining two factors, impact
and popularity rely heavily on the user’s agreement. Impact
considers how far from the center of the rating scale the two
ratings are, under the rationale that ratings that are towards
the upper or lower end of the rating scale convey stronger
indications of preference. The impact metric takes into con-
sideration both the arithmetic distance between the ratings
and whether the ratings are in agreement or not: if the values
of the ratings are close, then the value of the impact metric is
amplified, whereas if the values of the ratings are distant, then
the value of the impact metric is attenuated. Similarly, if the
ratings are in agreement, the value of the impact metric is
amplified, whereas if the ratings are in disagreement, then the
value of the impact metric is attenuated. Popularity examines
how close the user’s ratings are to the mean rating for the
particular item in the database, under the rationale that when
two users agree on a rating that deviates from the global view
on the item, this offers a stronger indication regarding user-
to-user similarity. These three factors are computed for each
common rated item between two users. The drawback of PIP
is that it only considers the absolute value of rating and some
time lead to the wrong results where the similarity between
two similar users may be lower as compared to the dissimilar
once.

A system called singularity based similarity measure is
suggested in [19] to improve the results of conventional
similarity measures. It has been practically verified that this
measure effectively calculated singularity values instead of
similarity values for individual users and items followed by
designating their ratings as positive and non-positive [19].

A significance based similarity measure is also presented
in [20]. This method computes the significance of the item
itself, the significance of an item for other users, and the
significance of one user to recommend to another user. After
calculating these three significances, the conventional PCC
and Cosine similarity were applied to evaluate users’ similar-
ities following the significances [20].

Another widely used technique is the data smoothing
technique. It utilizes several sparsity measures to boost the
efficiency of CF based on similarities on local as well as
global levels. It also suggests the utility of certain definitive
parameters to weigh sparsity measures. Experiments have
shown that these parameters surpass the efficiency of the
prediction of ratings achieved by keeping certain parameters
constant [11].
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Another algorithm that took under consideration the data
provided both by the user and the item was proposed in [21].
In this algorithm, similarity among items and users was
adjusted to predict missing information, if the intersection of
neighbors of users as well as the items are not left vacant. It is
called the partial missing data prediction algorithm. Another
method called the iterative prediction method uses explicit
ratings to concentrate the sparse matrix achieved from user
and item ratings. A spectral clustering algorithm is used for
that purpose [22].

A combination of singular value decomposition (SVD) and
random indexing as a hybrid method was also proposed in the
literature. This method incorporates the management of data
by monitoring the item description and users’ behavior [23].
Moreover, probabilistic matrix factorization [24], principal
component analysis (PCA) [25], singular value decompo-
sition [26], cluster-based smoothing method [27], Neural
Networking, are among the significant approaches used to
enhance the effectiveness of CF through solving various com-
putational setbacks.

Another heuristic-based similarity measure method
that simultaneously embodies Proximity-Significance-
Singularity (PSS) measures along with modified Jaccard
similarity is formalized in [35]. Traditional PIP similarity
faces serious shortcomings such as it is not normalized
and use. Consider the absolute rating of the users only and
computation is too complicated. Improved measure in [35]
entails Jaccard features, thus not only considers the absolute
rating but also takes into account the proportion of common
ratings, providing high accuracy. Moreover, the similarity is
determined not only by considering the local context only but
also by the global preferences of user behavior.

The formalization implies building a similarity measure
with a non-linear function based on initial PIP similarity,
which is linearmainly. This new similaritymeasure, named as
NHSM, is normalized and can be easily combined with other
similarity measures. Besides, this novel similarity measure
effectively overcome the shortcomings and drawbacks of
traditional ones [15].

simPSS(m,n) = Proximity ∗ Significance ∗ Singularity (10)

simJaccard
′

(m,n) =
|Im ∩ In|
|Im| ∗ |In|

(11)

simJPSS(m,n) = simPSS(m,n) ∗ sim
Jaccard ′
(m,n) (12)

simurp(m,n) = 1−
1

1+ exp(−|rm − rn|.|σm − σn|)
(13)

simNHSM(m,n) = simJPSS(m,n) ∗ sim
urp
(m,n) (14)

In Eq. (10) proximity factor corresponds to a sigmoid dif-
ference in user ratings, normalized in the range of zero to one.
The significance factor corresponds to sigmoid difference of
user ratings form median rating, normalized in the range zero
to one. Singularity factor computes the sigmoid difference
of both users’ average rating forms the average rating of the
target item. The singularity factor is also normalized in the
range zero to one.

Sparse rating datasets have always been a severe issue
for the traditional similarity measures. Another approach
known as a modified heuristic similarity measurement model
has been proposed to tackle data sparsity. It employed the
combination of three different similarity methods. One of
them is Jaccard similarity; for the computational analysis of
ratings assigned by two users. Second is the modified Bhat-
tacharya coefficient measure; to find out computationally, the
divergence between the ratings assigned by two users. The
third one is the Proximity-Significance-Singularity (PSS); for
absolute ratings given by two users during the similarity com-
putation. This improvising employed the idea of combining
the local context along with the global preferences of the user
demeanor. The model thus suggested having an improved
performance of various recommender systems by allowing
more accurate prediction of adjacent neighbors [36].

Another study proposed a hybridmodel combining triangle
and Jaccard similarities, collectively called triangle multi-
plying Jaccard (TMJ) similarity [32]. The performance of
this approach is tested using item-based CF [28], [29]. Since
triangle similarity faces a limitation of considering co-rating
of users solely. TMJ entails the qualities and benefits of
both triangle and Jaccard similarities [30], [31]. This new
hybrid measure is thus designed to provide more information
about co-rated as well as non-co-rated users effectively. It has
been shown that TMJ allows the system to surpass all the
counterparts in reference [32]. The mathematical formulation
of TMJ similarity is given below in Eq. (15), Eq. (16), and
Eq. (17).

simTRIANGLE(m,n) = 1−

√∑
i∈I (rm,i − rn,i)

2√∑
i∈I rm,i

2
+
√∑

i∈I rn,i
2 (15)

simJACCARD(m,n) =
|im ∩ in|
|im ∪ in|

(16)

simTMJ(m,n) = simTRIANGLE(m,n) ∗ simJACCARD(m,n) (17)

Different efforts are made to improve conventional CF
techniques, such as the Pearson correlation coefficient (PCC),
to enhance the accuracy of the recommendations. Systems
that utilize PCC, technically consider the absolute ratings
between the users while giving the recommendations [33].
However, the modification involved the division of user simi-
larity into multiple levels and adding constraints to each level.
In this way, the accuracy and quality of recommendation were
improved [34].

An improvement of the Jaccard index has also been pro-
posed in [37], which manifested the frequency of ratings
given by users as well as the number of items co-rated by
users. The number of commonly rated items by two users can
be calculated by this index, regardless of the rating values,
anyhow it is a fact that the rating of the common items is
normal or extreme. This modification proved to overcome
the major setbacks associated with the conventional Jaccard
index, especially the ignorance of actual rating value [37].

From the previous discussion, it can be concluded that
Jaccard similarity considers only common rating items of
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users and ignore the absolute value of rating. The researchers
consider the absolute rating values, which are equal in value,
to the total no of co-rated items. Another parameter which
included is the average rating value of users. After this,
the researcher compared the performance of the proposed
method with many traditional similarity measures. The rec-
ommendation results show that the proposed method perfor-
mance is found well in terms of several evaluation metrics as
compared to other traditional methods [38].

Another novel similarity measure method was proposed
in [39] which considers user RPB while calculating the sim-
ilarities among users. This method state user RPB as a func-
tion of cosine taking user average rating value, and variance
or standard deviation as an input value. The user RPB is
then combined with an improved model of standard PCC.
Improved PCCweighted with RPB (IPWR) is the name given
to this method. The qualitative and quantitative analysis of
the IPWR similarity measure method is tested on six datasets
i.e. MovieLens-1M, Epinions, CiaoDVD, MovieLens-100K,
FilmTrust, and MovieTweetings. The result shows that the
performance of the IPWR similaritymeasuremethodwas bet-
ter than the traditional similarity measure methods in terms of
several evaluation metrics.

III. PROBLEM FORMALIZATION AND METHODOLOGY
A. THE MOTIVATIONS
The proposed similarity measure introduces an improved
product recommendation method for CF, which is based on
improvement in the triangle similarity. The results of triangle
similarity are although better as compared to some other
similarity measurement methods developed up-to-date, but
there is still a space to improve the result accuracy of this
method. The downside of triangle similarity is that it only
considers the common ratings of users. The proposed simi-
larity measure not only focuses on common ratings but also
find the rating of those items, which are not commonly rated.
For this purpose, we built a union set of items rated by either
user. In this way, we aim to incorporate ratings of those items,
which are not commonly rated.

As discussed in section II, TMJ was applied on item-
based CF, due to its better performance as compared to user-
based CF. There is no doubt TMJ performance is tremendous
when we compare the results with the other similarities. TMJ
similarity is the product of Jaccard and Triangle similarity,
due to which it takes the advantages of both similarities
while producing recommendations [32]. Triangle similarity
recommendations are based on common ratings of users and
ignore the remaining ratings of users. On the other hand,
Jaccard’s similarity is the ratio of an intersection of the
items to the unions of the items rated by the user. Jaccard’s
recommendation is based on the non-common ratings, but it
ignores the absolute values which are rated by the user. This
hybrid measure was designed to provide more information
about co-rating as well as non-co-rating items, but accuracy
is still an issue. In our work, we improve recommendations

by eliminating the downside of the triangle. The obtained
similarity is further complemented with the URP of the user
to achieve the best performance.

Similarly, if we look at Jaccard similarity as in Eq (16),
there is a symbol of intersection in the numerator. This sym-
bol enforces Jaccard’s similarity to consider those items that
are rated by both the users. The union symbol allows consid-
ering items rated by either user. As a result, the accuracy of the
recommendation is affected. Another downside of the Jaccard
similarity is that it does not consider the user’s absolute
value rating. Due to which, it assigns the same weightage to
all users regardless of the number of common ratings. For
example, if user1 rates 1.0 to item1 and user2 rates 2.0 to
item1 then the similarity between two users will be 0.5 (i.e.
1/2). Similarly, if user3 rates 2.0 to item1 and user4 rates 4.0
to item1 then again the similarity between two users will be
0.5. Therefore, the same weightage is assigned, even though
the ratings are different.

TABLE 2. Example user-item rating matrix.

Table 3 shows the results of different similarity mea-
surement methods applied to Table 2. Improved Triangle
(Triangle′) and ITR are the results of the proposed similarity
measure which takes lead on TMJ. Although TMJ performs
well as compared to the other CF similarity measure methods.

The following are some points that motivate us to improve
the original triangle similarity measure.
(1) Triangle similarity recommendations are only based

on the common ratings of users and do not uses all
ratings given by the user. Triangle similarity ignores
the ratings of those items, which are not rated by the
users commonly. Due to which accuracy of recommen-
dations is lagging. For example, from Table 3 triangle
similarity between item1 and item2 is 0.611, and item1
and item 3 are 0.698. The total rated values of item2 are
more than item 3 but the similarity is vice versa. This
is just because it ignores those ratings, which are not
rated by common users.

(2) The results of TMJ are tremendous when we compare
it with other similarity measures. As the TMJ similar-
ity is the product of Jaccard and Triangle similarity
and we already discussed the disadvantages of both
similarities individually. If we talk about the results of
TMJ, it mostly performs well, but sometimes it also
leads to the wrong recommendations. For example,
from Table 3 the similarity between item 1 and item 3 is
0.418, and item 1 and item 4 are 0.473. The sum of rated
values of item 3 is more than item 4, but the similarity
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TABLE 3. Computed values of different similarities.

is vice versa. The same is the case with item 2 and
item 3 and item 2 and 4.

(3) In TMJ, Jaccard considers those items, which are com-
monly rated by users, but it does not include the abso-
lute value of the user’s ratings. Jaccard is just a ratio of
an intersection to the union between items. Therefore,
when we combine Jaccard with another similarity then
definitely it leads to the wrong recommendation at
some places. These are the problems, which motivate
us to improve the similarity of Triangle and TMJ.
Therefore, in this paper, we will work on the trian-
gle similarity and ignore Jaccard due to its various
drawbacks.

B. METHODOLOGY
This section explains and formalizes our proposed similar-
ity method ITR. In section III (A), we discuss the prob-
lems of existing similarity measurement methods. Section III
also explains TMJ similarity methods issues in detail, which
motivate us to present the new similarity method. To avoid
those problems, which exist in the TMJ triangle similarity,
we will discuss the proposed method below, which improves
the accuracy of recommendations.

This research introduces an improved product recommen-
dation method for CF. Our work is based on triangle similar-
ity. The proposed similarity measure not only focuses on the
common rating of users but it also considers the non-common
rating of users. We named this similarity as improved triangle
similarity. The obtained similarity is further complemented
with rating preferences of users to achieve more accuracy
in recommendations. User rating preferences are calculated
by using the URP similarity as given in Eq (13). Here,

we preferred to relinquish Jaccard similarity, which was used
in TMJ, due to its multiple disadvantages. The improved tri-
angle similarity, denoted by simTRIANGLE

′

(m,n) , is computed as fol-
lows. Let P be a subset of items i, either rated by user m or n.

P = {i ∈ im ∪ in}

simTRIANGLE
′

(m,n) = 1−

√∑
i∈P(rm,i − rn,i)

2√∑
i∈P rm,i

2
+
√∑

i∈P rn,i
2 (18)

Here i ∈ P indicates the set of items rated by either
user m or n. If any user does not rate an item, then the
rating of rm,i or rn,i is considered as zero. We will use that
rating while computing the improved triangle similarity. For
example, from Table 2, five users have rated item1 and three
users rated item3. We will consider all five ratings of item1
while computing the similarity between item1 and item3.
It can be also noticed that the similarity comparison in the
improved triangle also provides fine results. From Table 3,
the similarity between item1 and item2 is 0.611, and item1
and item3 are 0.539. The total ratings given to item2 are
more than item3 and hence similarity value of item2 should
be greater than item3. Similarly, the similarity of item1 and
item2 is also greater than the similarity between item1 and
item3. Consequently, by considering all ratings of items in
an improved triangle, the accuracy of recommendations is
improved.

To get better results, improved triangle similarity is com-
plemented with the URP of users. URP is given in Eq (13).
Therefore, the total similarity of the improved triangle com-
plemented with URP is given in Eq (19), with the name given
as ITR.

simITR(m,n) = simTRIANGLE
′

(m,n) ∗ simurp(m,n) (19)
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For prediction generation, we used Resnick’s formula [39],
which is given below in Eq (20).

r̂m,i = r̄m +
6n∈NN simITR(m,n).

(
rn,i − r̄n

)
6n∈NN

∣∣∣simITR(m,n)∣∣∣ (20)

where r̂m,i denotes the predicted rating of missing item i for
user m. Here NN is a set of users having computed similarity
above than a threshold.

Suppose we want to predict the value of item3 for user n
as shown in table 2 using item-based CF. Similarities of all
items are already presented in table 3 for ITR similarity and
other similarity computation methods. Only users m, o and q
have rated item3 in this specific example. As user n has not
rated item i4 so we will not use this item for rating prediction
r̂n,i3 and r̂n,i3 , as shown at the bottom of the page.

Algorithm 1 Procedure to Predict a Rating
Input: m (target user), i (target item), Ratings dataset
Output: Predicted rating r̂m,i

1. To predict the rating of target item i, for user m find
set of users n in the training set who have rated item
i.

2. Gather a set of items Pwhich both usersm and n have
rated.

3. For each item in P, determine improved triangle sim-
ilarity, simTRIANGLE

′

(m,n) , using Eq. (18).
4. Determine the match of user rating preferences of

users m and n using Eq. (13).
5. Obtain proposed ITR similarity using Eq. (19).
6. Ignore users having similarity less than a threshold.
7. Rank set of similar users according to obtained ITR

similarity in step 7.
8. Find K nearest neighbors of target user m.
9. Make prediction r̂m,i on target item i of target user m

using Eq. (20).
10. Return r̂m,i

End procedure

Algorithm 1 describes the step by step working of the
proposed similarity measure in the recommendation process.
Discussion on computation time or time complexity of algo-
rithm 1. The computation time of step 1 is O(|N |) where n is
the number of users, as this step is repeated for each pair of
users. The complexity of step 2 to 5 will beO(|N |∗|P|) as this
step is performed for P items. The complexity of step 6will be

O(|N |) as this step is performed for only top-k similar users.
Worst-case complexity for step 7 and 8 is (log( |N | )). Overall
algorithm complexity will lead to O(|N | ∗ |P| + log |N |)).

IV. EXPERIMENTAL SETUP
A. DATASETS USED FOR EVALUATION
The five datasets used in experiments are Filmtrust,
CiaoDVD, Epinions, MovieLens-100K, and MoviLens-1M.
The sixth dataset, which is MovieTweetings, is covered in a
separate sub-section V(E). All the datasets are open source
and available for research. The first data set is Filmtrust, and
in this data set, the number of users and items is 1508 and
2071 respectively. The ratings available are 35,497, and the
rating scale is 0.5 to 4.0. The second data set is CiaoDVD
and in this dataset number of users and items is 17,615 and
16,121 respectively. The ratings available in this dataset are
72,665, and the rating scale is 1.0 to 5.0. The third data set
is Epinions and in this data set number of users and items
is 40,163 and 139,738 respectively. The ratings available in
this dataset are 664,823 and the rating scale is 1 to 5. The
fourth dataset is MovieLens 100K and in this dataset, several
users and items are 943 and 1,682 respectively. The ratings
available in this dataset are 100,000, and the rating scale is
1.0 to 5.0. MovieLens 1M (ML-1M) contain 6,040 users,
3952 movies and 1,000,209 ratings. We choose the above six
datasets just because the researchers and developers mostly
use these data sets in the field of CF.

FIGURE 1. Rating distribution in five datasets excluding MovieTweetings
dataset.

Fig. 1 shows the rating distribution of five datasets exclud-
ing the MovieTweetings dataset, whose distribution is shown

r̂n,i3 =
simITR(i3,i1) ∗ (rn,i1 − ī1)+ sim

ITR
(i3,i2)

∗ (rn,i2 − ī2)+ sim
ITR
(i3,i5)

∗ (rn,i5 − ī5)

simITR(i3,i1) + sim
ITR
(i3,i2)

+ simITR(i3,i5)

r̂n,i3 =
0.164 ∗ (5− 3.8)+ 0.22 ∗ (1− 1.8)+ 0.209 ∗ (4− 2.2)

0.164+ 0.22+ 0.209

=
0.748
0.593

= 1.261 ' 2.0
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separately in figure 5. Ratings value 4 has amajor share of rat-
ings in the Filmtrust dataset with an approximate percentage
of 26%. For CiaoDVD and Epinions datasets, the most used
rating value is 5 with an approximate percentage of 45%. The
least used rating value in these datasets is 1. For both datasets
ofMovieLens, themost used rated value is 4 having an overall
35% weightage. The least used rating value for both datasets
is also 1.

B. FIVE-FOLD CROSS VALIDATION
Cross-validation is a process that is used by many researchers
in machine learning in predicting the results or performance
of models. In the cross-validation or machine learning model,
there are two types of data sets, which are used to measure
the performance of a model. One of them is known as a test
set, and the other is known as a training set. We need to train
our model on the training set and test the accuracy of this
model on a test set. To reduce the error, several iterations are
performed on different training sets. After that, results from
all these iterations will be taken for average to evaluate the
accuracy of the model. The limitation of this K-fold is that the
test and training sets are required to measure the performance
of any machine learning model.

We performed 5-fold cross-validation on datasets, a variant
of K-fold cross-validation. In K -fold cross-validation, the
whole dataset is divided into K subsets. One subset is taken as
a test set. The remainingK -1 subsets are used as training sets.
Therefore, in our experiment, we divide each dataset into two
parts. Twenty percent of users from each dataset is selected
as a test user, and remaining are considered as training users.

C. EVALUATION METRICS
To predict the user ratings for an item, themetrics mostly used
by the researcher are Mean Absolute Error (MAE) and Root
Mean Square Error (RMSE). AlthoughMAE and RMSE both
evaluate the average magnitude of the error, the best results of
these twomethods don’t mean that they provide a satisfactory
recommendation to the user.

MAE and RMSE can be calculated as:

MAE =
1
N

∑N

i=1
|rm,i − r̂m,i| (21)

RMSE =

√
1
N

∑N

i=1
|rm,i − r̂m,i|

2 (22)

MAE and RMSE results are a numerical value in the range
of 0 to max rating scale value. Thus, we need metrics like
Precision, recall, and F-score whose output value is binary.
This binary value is measured as relevant and non-relevant
items. An item is considered as relevant if its actual value in
the test set is above the user average value and non-relevant
in the reverse case. An item declared as relevant for a specific
user means the item is a good recommendation for the target
user. These metrics are used to evaluate the satisfaction of
users. The output of most recommender systems is not a
numerical value instead output is a list of recommended
items in a ranked fashion termed as a top N recommendation

list. Recall and precision rely on the accuracy of the top N
recommendation list. So to measure the performance of the
suggested ITR method, the accuracy is measured in terms of
precision and F-Scoremeasure. The precision score is defined
as the mean proportion of items in the top N list that are
relevant. Recall score is defined as the mean proportion of
relevant items appearing in the top N recommended list. The
readings from the recall score must be high to achieve the best
efficiency. The following formula is used to calculate recall:

Precision =
n

TopN
(23)

Recall =
n
MT

(24)

In Eq (23), n is the number of items appearing in the recom-
mended list and relevant to the testing user. In Eq (24),MT is
the total number of relevant items in the testing set. We used
precision and F-Score metric to measure the accuracy of the
top N recommendation list. Precision also needs to be as high
as it can be for a resultant efficient performance.

To balance the tradeoffs of precision and recall, F-Score is
used by most of the researchers. The F-Score is mathemati-
cally expressed in Eq. (25).

F − Score = 2.
Precision.Recall
Precision+ Recall

(25)

V. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, first we will analyze the impact of the simi-
larity threshold on the proposed method. Then we will dis-
cuss the result of several experiments performed by using
five datasets i.e. CiaoDVD, Epinions, Filmtrust, MovieLens-
100K, and MovieLens-1M. This section also includes the
comparison of the proposed similarity measure method, ITR,
with other similarity measure methods, which include PCC,
TMJ, Jaccard, Singularity measure, NHSM, CPCC, Cosine,
and PIP. MAE, RMSE, Precision, and F-Score are used to
measure the performance of the proposed model. The above
accuracy measures are calculated on different values of K
nearest neighbors on proposed and competitor similarity
methods. In the experimental results, MAE, RMSE term of
accuracy has reduced and precision term of accuracy has
increased. This response is excellent and is required for an
accurate recommender system.

A. IMPACT OF SIMILARITY THRESHOLD
AS CF systems use different measures to determine simi-
larities of items or users. So determining a proper threshold
for such measures is of particular importance. Our proposed
method’s results can vary in the range of 0 to 1.0. So we
performed experiments to determine which threshold gives
the best results in this range. Table 4 gives the impact of this
threshold on MAE. Also for determining this threshold, the
value of K nearest neighbors is set to 5. By careful analysis of
table 4, we observe two trends on datasets. Trend1 applies to
ML-1M, Epinions, Filmtrust, and MovieTweetings dataset.
In this trend, an Increase in threshold either results in no
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TABLE 4. Impact of varying similarity threshold on used datasets using MAE.

change or impact or increases MAE. If MAE is increased
then we can say that accuracy of the system is decreased.
The second trend, trend 2, is only visible on the ML-100K
dataset. On this dataset, an increase in threshold from 0 to 1.0
decreases MAE thus increasing the accuracy of the system.
Keeping in view both trends, we kept the value of similarity
threshold to 0 for all other experimentation.

B. NUMBER OF K NEAREST NEIGHBOURS
In K nearest neighbors, K indicates the number of the nearest
neighbors. (KNN). In KNN, changing the values of K will
result in a different recommendation. Figs. 2(a-e) show the
performance of different similarity measure methods with
different values of K . This performance is measured in terms
of MAE in Fig 1. Similarly, Figs. 3(a-e) show the results of
RMSE on different similarity measures. Figs. 4(a-e) show
the precision of different similarity measures with different
values of K .

From all the figures mentioned above, we noticed that the
values of the MAE and RMSE of the proposed method are
reduced as compared to other methods. Therefore, we can
say that the accuracy of this proposed method is better as
compared to the traditional similarity measure. Similarly,
we also noticed that the precision of the proposed method has
got increased as compared to other methods on all the datasets
which we used in this research.

C. MAE ON DIFFERENT DATASETS
The current section discusses the results of MAE on the
proposed similarity measure method, ITR, and various other
similarity methods are discussed using previously mentioned
five datasets. The below Figs. 2(a-e) show the result of MAE
on different similarity measures with different values of K.

1) MAE ON CIAODVD DATASET
In this section, the MAE of the ITR method and various
other similar methods are discussed by using the CiaoDVD
dataset. The proposed ITR method’s performance is tremen-
dous for different values of K , which returns the least MAE
as compared to other methods. After ITR, IPWR similarity
performs better on CiaoDVDDataset. The performance of the
Cosine measure is not satisfactory on the CiaoDVD dataset.
The performance of the other similarity methods lies between

the proposed (ITR) and Cosine method as shown above. For
all methods, a slight decrease inMAEoccurswhenK changes
from 5 to 10. Subsequently, any increase in K does not
affect performance much more and remains almost constant.
Therefore, it can be concluded that an increase or decrease
in the number of neighbors does not affect the MAE of the
proposed ITR method.

2) MAE ON EPINIONS DATASET
In this section, the MAE of the proposed ITR method and
various other similarity measurement methods are discussed,
by using the Epinions dataset. Our proposed method’s per-
formance is fantastic on this dataset with all values of
K. Experiment returns least MAE for the proposed ITR
method as compared to other methods. After ITR, IPWR
similarity performs better on the Epinions dataset. Simi-
larly, on the other side, the performance of Cosine is worst
on Epinions Dataset. The performance of other similar
methods lies between the proposed ITR and Cosine sim-
ilarity method as shown in Fig. 2(b). The proposed ITR
method set back all other methods with a great margin.
Except for the singularity measure method, the performance
of all methods is almost constant after K increases from
ten.

3) MAE ON FILMTRUST DATASET
This section evaluates the MAE of the proposed method and
various other methods using the Filmtrust dataset. FilmTrust
is a smaller dataset. The proposed method performance is
also better on this dataset for different values of K . The
proposed ITR method gives the least MAE as compared to
other methods. After ITR, NHSM similarity performs bet-
ter on the Filmtrust dataset. Similarly, on the other hand,
the performance of Cosine is worst on Filmtrust Dataset.
The performance of the other methods lies between the
proposed (ITR) and Cosine similarity method as shown
in Fig 2(c). Varying values of K on this dataset has a
different behavior than Epinions and CiaoDVD datasets.
For values of K up to 15, MAE decreases and then start
increasing slightly. For proposed ITR this increase starts
from the value of K = 35. Unlikely to all other meth-
ods increase or decrease in MAE with increasing K is
small.
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FIGURE 2. (a) MAE results on the CiaoDVD dataset. (b) MAE results on the Epinions dataset. (c) MAE results on the FilmTrust dataset. (d) MAE results on
the MovieLens-100K dataset. (e) MAE results on the MovieLens 1M.

4) MAE ON MOVIELENS-100K DATASET
In this section, the MAE of the proposed ITR method
and various other similar methods are discussed using the
MovieLens-100K dataset. Our method’s performance is also
better on this dataset for each value ofK . Experiments returns
least MAE for the ITRmethod as compared to other methods.

After ITR, TMJ similarity performs better on the
MovieLens-100K dataset. On the other side, the performance
of PCC is worst on the MovieLens-100K dataset. The perfor-
mance of the other similarity methods lies between the pro-
posed ITR and PCC similarity method as shown in Fig. 2(d).
Good performance of ITR is of course due to its capability to
utilize full ratings and incorporation of URP. Unlikely to all

other methods effect of change in a number of neighbors for
the proposed ITR method is small.

5) MAE ON MOVIELENS-1M DATASET
Here MAE of the proposed similarity method and various
other similarity methods are discussed using the MovieLens-
1M dataset. The proposed similarity method’s performance
is also better on this dataset with different values of K .
Experiments on this dataset returns least MAE for our pro-
posed ITR method as compared to other methods. On the
contrary, TMJ similarity performs better on the MovieLens-
1M dataset. On the other side, the performance of PCC is
worst on MovieLens-1M Dataset. The performance of the
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FIGURE 3. (a) RMSE results on the CiaoDVD dataset. (b) RMSE results on the Epinions dataset. (c) RMSE results on the FilmTrust dataset. (d) RMSE results
on the MovieLens-100K dataset. (e) RMSE results on MovieLens-1M.

other similarity methods lies between the proposed (ITR) and
Cosine similarity method as shown in Fig. 2(e).

D. RMSE ON DIFFERENT DATASETS
This section shows the results of RMSE on the proposed
ITR method and various other similarity measure methods
on the selected five datasets. Figs. 3(a-e) show the result of
RMSE on various similarity measures with varying values of
K nearest neighbors.

1) RMSE ON CIAODVD DATASET
This section discusses the RMSE of the proposed ITRmethod
and various other similarity methods using the CiaoDVD
dataset. The experiment on this dataset returns the least

RMSE for our proposed ITR method as compared to other
methods. After ITR, IPWR similarity performs better on the
CiaoDVD dataset. On the other side, the performance of PCC
is worst on the CiaoDVD dataset. The performance of other
methods lies between the proposed ITR and PCC similarity
method as shown in Fig. 3(a). An increase in KNN initially
decreases RMSE and after KNN= 15, no change is observed.

2) RMSE ON EPINIONS DATASET
In this section, RMSE of the proposed method and various
other similarity methods are discussed using the Epinions
dataset. The experiment on this dataset returns the least
RMSE for our proposed ITR method, as compared to other
methods. After ITR, the IPWR method performs better on
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FIGURE 4. (a) Precision results on the CiaoDVD dataset. (b) Precision results on the Epinions dataset. (c) Precision results on the FilmTrust dataset.
(d) Precision results on the MovieLens-100K. (e) Precision results on MovieLens-1M.

the Epinions dataset. On the other side, the performance
of Cosine and PCC is worst on the Epinions dataset. The
performance of the other similarity methods lies between
the proposed ITR and Cosine similarity method as shown
below. When K increases from 5 to 10 RMSE decreases and
afterward becomes constant.

3) RMSE ON FILMTRUST DATASET
In this section, the RMSE of the proposed similarity method
and other competitor methods are discussed by using the
FilmTrust dataset. The experiment on this dataset returns
the least RMSE as compared to other methods. After ITR,
TMJ similarity performs better on the FilmTrust dataset.

On the other side, the performance of Cosine is worst on the
FilmTrust dataset. The performance of the other similarity
methods lies between the proposed ITR and Cosine similarity
method as shown in Fig. 3(c). For all methods increase in
KNN decreases RMSE.

4) RMSE ON MOVIELENS-100K DATASET
In this section, the RMSE of the proposed method
and other competitor methods are discussed by using
the MovieLens 100K dataset. The experiment on this
dataset returns the least RMSE as compared to other
methods. After ITR, TMJ similarity performs better on
MovieLens 100Kdataset. On the other side, the performance
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of PCC is worst on the MovieLens 100K dataset. The perfor-
mance of other similar methods lies between the proposed
ITR and Cosine similarity method as shown in Fig. 3(d).
No considerable change in performance is visible for the
proposed ITR method for the increased value of KNN.

5) RMSE ON MOVIELENS-1M DATASET
In this section, the RMSE of the proposed similarity method
and various other competitor methods are discussed by using
the MovieLens-1M dataset. The experiment on this dataset
returns the least RMSE as compared to other methods. After
ITR, TMJ similarity performs better on the MovieLens-1M
dataset. On the other side, the performance of PCC is worst
on the MovieLens-1M dataset. The performance of the other
similarity methods lies between the proposed ITR and PCC
similarity method as shown in Fig. 3(e).

RMSE of our proposed similaritymethod and various other
competitor methods are discussed by using the MovieLens-
1M dataset. The experiment on this dataset returns the least
RMSE as compared to other methods. After ITR, TMJ sim-
ilarity performs better on the MovieLens-1M dataset. Sim-
ilarly, on the other side, the performance of Jaccard is not
satisfactory on the MovieLens-1M dataset. The performance
of the other similarity methods lies between the proposed ITR
and PCC similarity method as shown in fig. 2(e).

E. PRECISION ON DIFFERENT DATASETS
In this section, the results of a precision metric on the pro-
posed similarity method and other competitor methods are
discussed using five datasets, which we used for evaluation
purposes. The below Figs. 4(a-e) show the result of precision
on different similarity measures with different values of K
neighbors.

1) PRECISION ON CIAODVD DATASET
Now the precision of the proposed similarity method and
various other competitor methods are discussed using the
CiaoDVD dataset. The experiment returns the maximum pre-
cision for the proposed ITR method as compared to other
methods with different values of K. It is noted that the small
value of K gives high precision values, while large values of
K gives low precision values. After ITR, IPWR similarity
performs better and on the other side, the performance of
CPCC is worst on the CiaoDVD dataset. The performance
of the other similarity methods lies between the proposed
ITR and CPCC similarity method as shown in Fig. 4(a). The
proposed ITR method gives the lowest precision when the
value of K is greater than 35, which shows that ITR performs
better with smaller values of K.

2) PRECISION ON EPINIONS DATASET
Now the Precision of the proposed similarity method and
various other competitor methods are discussed by using the
Epinions dataset. The experiment gives maximum precision
value for the proposed method, as compared to other methods
with varying values of K. After ITR, PIP similarity performs

better. On the other side, the performance of Cosine is worst
on the Epinions dataset. The performance of the other sim-
ilarity methods lies between the proposed ITR and Cosine
similarity method as shown in Fig. 4(b).

3) PRECISION ON FILMTRUST DATASET
Now we will discuss the precision of the proposed similar-
ity method and various other competitor methods using the
FilmTrust dataset. The experiment on our proposed method
gives the maximum precision as compared to other methods
with different values of K. After ITR, TMJ similarity per-
forms better. On the worse side, the performance of PIP is
worst on the FilmTrust dataset. The performance of the other
similarity methods lies between the proposed ITR and PIP
similarity method as shown in Fig. 4(c).

4) PRECISION ON MOVIELENS-100K DATASET
Now we will discuss the results of a precision metric on
the proposed similarity method and various other similar
methods are discussed using the MovieLens-100K dataset.
The experiment yields the maximum precision value for the
IPWR method as compared to other methods until the value
of K reaches to 25. At K = 25, curves of IPWR and ITR
intersect each other and subsequently, the precision value of
ITR becomes superior to IPWR.

After the ITR, CPCC similarity performs better. On the
worse side, the performance of PIP is worst on the
MovieLens-100K dataset. The performance of the other simi-
laritymethods lies between the proposed ITR and PIP similar-
ity method as shown in Fig. 4(d). Curves of all measures show
that the precision of all methods decreases with an increase
in K . However, the behavior of ITR is different, and the curve
increases slightly for each increase in the value of K .

5) PRECISION ON MOVIELENS-1M DATASET
Now we will discuss the results of the precision metric on
the proposed similarity method and various other similar-
ity methods are discussed using the MovieLens-1M dataset.
The experiments yield the maximum precision value for the
IPWR method, after which comes proposed ITR method.
Although, at the start, the performance of IPWR is slightly
better. After the ITR, CPCC similarity performs better. On the
worse side, the performance of Cosine and PIP is worst on
this dataset. The performance of other similarity measures
lies between the proposed ITR and PIP similarity method as
shown in Fig. 4(e).

F. MOVIETWEETINGS DATASET
The MovieTweetings dataset is crawled from twitter and we
downloaded it from GitHub [40]. This dataset consists of
movie ratings in the range of [1–10], with 1 being the worst
rating and 10 being the best rating of a movie. This dataset
contains a total of 7,59,746 ratings given to 32,810 movies
by 56,304 users. MovieTweetings dataset is highly sparse
having sparsity of 99.90%. Due to the large rating scale of
MovieTweetings dataset, we are analyzing the performance
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FIGURE 5. Percentage of rating distribution in the MovieTweetings
dataset.

of the proposed ITR method in this separate section. The rat-
ing distribution ofMovieTweetings dataset is shown in Fig. 5.
It shows that the most rated value in this dataset is 8 having an
approximate percentage of 24%.Whereas, rating values 1 and
2 are the least rated value with an approximate percentage
of 4%.

1) MAE ON MOVIETWEETINGS DATASET
Fig. 6(a) shows the results of MAE on the MovieTweet-
ings dataset. It is visible that the proposed ITR method has
the lowest MAE than all other methods. The performance
of IPWR and NHSM comes after ITR. A small decrease
in MAE occurs for all methods when KNN value lies in
the interval 5 and 10. For all other values of KNN (i.e.
from 15 to 50), MAE remains almost constant and no major
or abrupt change is visible. PCC and Cosine give the worst
performance.

2) RMSE ON MOVIETWEETINGS DATASET
Fig. 6(b) shows the results of RMSE on the MovieTweet-
ings dataset. It is visible that the proposed ITR method has
the lowest RMSE than all other methods. The performance
of IPWR and NHSM comes after ITR. A small decrease
in RMSE occurs for all methods when KNN value lies in
the interval 5 and 10. For all other values of KNN (i.e.
from 15 to 50), RMSE remains almost constant and no major
or abrupt change is visible. Performance PCC and PIP is the
worst.

3) PRECISION ON MOVIETWEETINGS DATASET
Fig. 6(c) shows the results of precision on the Movi-
eTweetings dataset. It is visible that the proposed ITR
method and IPWR have the highest Precision than all
other methods. The results of both methods are very close
to each other. Performance of NHSM, TMJ, and Sin-
gularity measure comes after ITR and IPWR. A small
decrease in Precision occurs for all methods when KNN
value increases in the interval 5 to 50. The performance
of PIP is worst as compared to all other methods. Mean-
while, the curve formation of Cosine and CPCC is very
similar.

FIGURE 6. (a) MAE results on the MovieTweetings. (b) RMSE results on
the MovieTweetings dataset. (c) Precision results on MovieTweetings.

4) F-SCORE OF REPORTED DATASETS
Keeping in view the experimental details presented in
Section V and this section (Figs. 7(a-f)). We can conclude
the following regarding the performance of the proposed ITR
similarity on the reported datasets. On CiaoDVD, Epinions,
and FilmTrust datasets, the performance of proposed ITR
similarity is better as compared to its competitive methods
in terms of MAE, RMSE, precision, and F-score metrics.
However, its performance lagged in terms of F-score metric
by CPCC and PIP methods on the CiaoDVD dataset. The
sparsity of the CiaoDVD dataset is 99.90%. In the presence
of this huge sparsity, finding co-ratings is a difficult matter.
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FIGURE 7. (a) F-score results on the CiaoDVD. (b) F-score results on the Epinions. (c) F-score results on the Filmtrust. (d) F-score results on the
MovieLens-100K. (e) F-score results on the MovieLens-1M. (f) F-score results on the MovieTweetings.

Therefore, one possible reason for the good performance of
the proposed ITR similarity on these datasets is the use of
full ratings information and user rating preference (URP)
behavior. Similarly, for the MovieLens-100K, MovieLens-
1M, andMovieTweetings datasets, the proposed ITR similar-
ity measure gives superior performance in terms of evaluation
metrics as compared to its competitive methods. The reason
for getting the superior performance of the proposed ITR sim-
ilarity measure on these datasets is that it uses both rating and
non-co-rating information of the users for a recommendation

as compared to its competitive methods. However, the perfor-
mance of the PIP method is very close to the proposed ITR
similarity measure because it uses multiple information of the
users called PIP factors for the same co-ratings of the users
for recommendation purposes.

VI. CONCLUSION
In this paper, firstly, we reviewed the issues of the exist-
ing similarity methods of collaborative filtering. After that,
we proposed an improved similarity measurement method
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based on the triangle similarity method to overcome the
existing problems of similarity measure methods of collabo-
rative filtering. In existing methods, like PCC, Cosine, PIP,
and triangle similarity, recommendations are generated by
utilizing only common ratings of users and not a complete
set of ratings provided by the user. Therefore, we proposed
a new similarity measurement method that overcomes the
shortcomings of existing methods. The proposed method
focuses on both common and non-common rating values of
the user while producing recommendations. To improve accu-
racy, the proposed ITR similarity measure is complemented
with the rating preference behavior of users. To evaluate its
accuracy, we have performed extensive experiments on the
six commonly used datasets in the field of CF. We noticed
that the proposed ITR similarity measure performs better as
compared to the existing similarity measures. In the future,
we aim to apply this method in trust-based systems. Such
systems employ social connection information and can help
to mitigate more cold start and sparsity problem of CF sys-
tems. We also intend to use the proposed ITR similarity
measure to measure distance in a clustering approach of the
recommender systems.
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