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ABSTRACT This article proposes and compares the performance of three flexible and bandwidth efficient
transceivers. The terminology of Over-Complete Mapping (OCM) is introduced in the first two schemes.
All of the schemes, namely Non-Convergent Serial Concatenated OCM Coding (NCSCOC), Convergent
Serial Concatenated OCM Coding (CSCOC) and Self-Concatenated Convolutional Coding (SECCC); are
simulated for the Rayleigh channel and employing iterative decoding to attain the refined output stream for
feeding the video decoder. Specifically, the iterative decoding is beneficial in acquiring the convergence
of EXtrinsic Information Transfer (EXIT) curves by repeatedly sharing of the mutual information. The
difference between the NCSCOC and CSCOC schemes lies in the inner and outer rates. This change reflects
an improvement in the Bit-Error Rate (BER) and improved EXIT convergence of CSCOC scheme, with
reference to NCSCOC scheme. Results show that NCSCOC scheme never reaches the point of perfect
convergence despite iterative decoding. However, CSCOC and SECCC schemes succeed in securing perfect
convergence. Investigating the BER curves, it is deducible that SECCC is the most desirable transceiver
system, having the least BER. Furthermore, it is plausible that the overall performance of SECCC is much
better than the preceding schemes. Explicitly, our experimental results show that the proposed CSCOC
scheme outperforms its identical code rate counterpart NCSCOC scheme by about 3 dB at the Peak Signal-
to-Noise Ratio (PSNR) degradation point of 1 dB. Additionally, an Eb/N0 gain of 20 dB is attained using
SECCC scheme relative to identical code rate NCSCOC benchmarked scheme.

INDEX TERMS Channel codes, concatenated codes, EXIT analysis, iterative decoding.

I. INTRODUCTION
Since the past few decades, wireless communication has
revolutionized the outlook of fast and ubiquitous communi-
cation. Initially, wireless services were mostly used by the
rich and some important security authorities, mainly due
to the high power cost requirements. Researcher have put
dedicated efforts to overcome the issue of power require-
ments while maintaining high data rate with a low error rate.

The associate editor coordinating the review of this manuscript and

approving it for publication was Yougan Chen .

Explosive increase in the number of cellular mobile phones
and the dramatic popularity of Internet has resulted in a
challenge to maximize the achievable bandwidth accordin-
gly [1], [2]. Next generation 5G communication aims at
increasing the data rate manifolds in comparison with the
4G technology, by utilizing huge bandwidth available [3].
This escalation in the demand of wireless services is expected
to grow continually, so researchers have to inevitably keep
on designing efficient systems. Researchers believe that it is
impractical to expect any fixed coding and modulation design
that could best fit in a longer run [4].

124424 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0002-6970-2612
https://orcid.org/0000-0002-3268-4844
https://orcid.org/0000-0002-2242-7051
https://orcid.org/0000-0002-4767-0015
https://orcid.org/0000-0002-7791-2417
https://orcid.org/0000-0001-8345-1226


N. Minallah et al.: Analysis of Near-Capacity Iterative Decoding Schemes for Wireless Communication Using EXIT Charts

In a broader context, codes are mainly classified as
‘‘Source Codes’’ and ‘‘Channel Codes’’. The sole purpose of
source codes is to compress the data, whereas channel codes
aim at transmitting data quickly over a coding scheme capable
of correcting or at minimum detecting the errors. Moving
from wireline to wireless communication, the inimical phe-
nomenon of fading becomes prominent which is liable for
unreliability in the latter. Transmission of a symbol over a
non-ideal channel might put a contrary effect on the symbol
as the received symbol is most likely to be different from
the transmitted symbol. This difference in the received sig-
nal from the transmitted one arises because of the possible
addition of channel noise [5]. The concept of redundancy and
channel coding for a communication system is explained in
detail in [6]. Redundancy is incorporated in channel coding
to ensure that the original data is correctly destined [6] at
the information sink. An innovative technique of artificial
redundancy, known as Over-Complete Mapping (OCM) is
explored in [7]. This article extends the work relating to
OCM presented in our precursor conference paper [7], and
then utilizes in two of the three developed channel coding
schemes. Channel capacity is the ability at which any channel
can reliably transmit information at the highest possible infor-
mation rate. This paper carefully aims at contributing towards
the design and analysis of new channel coding schemes for
wireless communication.

FIGURE 1. Block diagram of a simple encoder with its soft decoder.

A. BRIEF HISTORY AND PREVIOUS WORK
The advent of channel and hamming codes emanated
in 1950s, advocating that the Bit-Error Rate (BER) per-
formance of the signal is improved due to channel cod-
ing [8]. The higher data rate wireless communication requires
higher bandwidth leading to higher BER as well. There-
fore, employment of optimized channel coding techniques
is the best possible solution to mitigate the BER without
increasing the bandwidth [5]. The block diagram of a sim-
ple channel encoder accepting x as input for the output c,
and its corresponding soft decoder [9] is depicted in Fig.1.
The input a priori Logarithmic-Likelihood Ratios (LLRs) is
transformed to Extrinsic LLRs after the decoding operation
by the soft decoder. Error Correction can be divided into,
Backward Error Correction (BEC) and Forward Error Cor-
rection (FEC) [10]. FEC coding is also known as channel
coding. Claude Shannon, predicted that reliable transmission
of bits can be accomplished with the aid of channel coding
by introducing redundancy in the data bits, now known as
Shannon Coding. Thanks to the breakthroughs in channel
coding, it is feasible to design systems which are approach-
ing Shannon’s capacity and utilizing single transmitter and
receiver [11]–[13]. Some important techniques of channel
characterization, channel engineering and static transceiver

optimization are discussed in [14] for enhancing the wireless
propagation scenario.

The proposition of turbo codes [15], envisaged the best
since origination than any other class of codes because of
its close Shannon-limit performance. Introduced by Berrou
in 1993, they employ parallel concatenation of two Recur-
sive Systematic Convolutional (RSC) codes incorporating an
interleaver between the constituent encoders [16]. Conse-
quently, remarkable gain in performance is observed with
comparatively low complexity encoding and decoding algo-
rithms. Discovery of concatenated coding scenario by Forney
in 1965, is elaborated in [17]. In the early days, this family of
codes was deprived of their due attention. But after the birth
of turbo codes, concatenated coding started to grab its impor-
tance because of the fact that efficient iterative decoding was
possible [4]. Concatenated codes are used to achieve lower
BER with an overall little decoding complexity required than
a single code of the same performance [18]. The advent of
turbo codes has motivated numerous authors to expand the
concept of iteratively decoded concatenated codes to other
transmission schemes as well [19]–[21].

Concatenated coding scheme is divided into three main
types, namely Parallel Concatenated Convolutional (PCC)
codes, Self-concatenated Convolutional (ScC) codes and
Serial Concatenated Convolutional (SCC) codes, depending
on how the exchange of iterative information takes place
among the constituent encoders [22]. In PCC coding, there
are two or more constituent encoders combined in a parallel
fashion. These constituent encoders may be a combination
of RSC codes [16], Unity-Rate Codes (URCs) [23] or Trel-
lis Coded Modulation (TCM) codes [24]; mutually sharing
information via an interleaver. In ScC coding, the only com-
ponent encoder is linked to an interleaver at the transmitter
side, as shown in Fig.2. In SCC coding, M number of con-
stituent encoders are concatenated serially with the help of
M − 1 interleavers.

FIGURE 2. Block diagram of ScC encoder.

Extension of the concatenated coding to parallel scheme
(turbo codes) is studied in [25]. Fig.3 and Fig.4 show the
schematics of turbo encoder/decoder. The input u1 and its
interleaved version u2 are fed to each encoder yielding the
output c1 and c2 respectively which are processed by the
MUltipleXer (MUX). Similarly for the turbo decoding, there
are two decoders as well. The Demultiplexer (DEMUX)
forwards the output stream to each decoder as a priori
input. The extrinsic output from each decoder is interleaved,
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FIGURE 3. Block diagram of turbo encoder.

FIGURE 4. Block diagram of turbo decoder.

deinterleaved and exchanged in a systematic manner with
each other to generate the overall output. The notations A and
E point the a priori and extrinsic data respectively.

FIGURE 5. Two-stage serial concatenated encoder.

FIGURE 6. Two-stage serial concatenated decoder.

Similarly, serial concatenation and the concatenated-
convolutional linkage is done in [26]. The distinction between
serial concatenated and parallel concatenated codes is that the
information bits for the second code are not transmitted in
turbo codes, hence increasing the code rate relatively to the
serial one. The encoder structure is called parallel because
both the encoders operate on the same set of input instead of
one encoding the other output. Two-stage serial concatenated
structure is demonstrated in Fig.5 and Fig.6. The input/output
symbols and notations used are the same as discussed for
the turbo case. Convolutional codes described in [27], are a
powerful class of codes used in numerous systems of wire-
less standards as well as satellite communications. They are
intuitive and there is always a way to decode and recover the
mathematically most likely message from among the set of
all possible ones. Different novel approaches for decoding
the convolutional codes are presented in [28]–[31]. Convo-
lutional codes are similar to the block codes in the sense
that they utilize the transmission of parity bits that are com-
puted from the message bits. However, they differ by not

sending the message bits followed by parity. In typical con-
volutional codes (other than systematic ones), only gener-
ated parity bits are send. For the systematic convolutional
codes, information part is also transmitted along with the
parity bits. Initially, Maximum Likelihood Sequence Estima-
tion (MLSE) was deemed to be the most significant discovery
for convolutional decoding in [32] and [33], until the dicovery
of turbo codes. Maximum A Posteriori (MAP) decoding is
somehow more complex than MLSE algorithm, but succeeds
in lower BER for convolutional codes [34], is extensively
finding applications after the discovery of turbo codes. One
of the captivating reason for the large-scale deployment of
convolutional coding in wireless communication is its ability
to support soft-decision decoding. Block codes are capable
of both hard-decision (0s and 1s) and soft-decision decoding.
Several studies [35]–[37] recommend that there is a gain
of 2-3 dB employing soft-decision over hard-decision decod-
ing. Another attribute is the flexibility with which we can
vary the code rate of convolutional codes using the concept of
puncturing. For this, initially transmitter and receiver should
agree on coded bits to omit, and then the puncturing table
governs which bits to be included or discarded.

Differentiating turbo from convolutional coding, it is
notable that turbo scheme produces randomness in coding
due to the presence of an interleaver between the mem-
ber encoders. Turbo codes are recursive, systematic, and
with parallel structure. On the contrary, convolutional coding
lacks interleaver, are non-recursive and non-systematic in
operation.

Researchers have invested great efforts in optimizing the
performance of concatenated codes for the improvement of
BER curves and approaching near-capacity performance.
Further improvement in BER is attained by invoking the
iterative decoding processing [38], which together with the
turbo principle [39] is put into service for parallel concate-
nated [15], [16], [25] and serial concatenated [26], [40],
[41] codes. The technique of iterative decoding of seri-
ally concatenated codes was capitalized upon by numerous
investigators [9], such as in turbo equalization, coded mod-
ulation, multi-user detection, joint channel-estimation and
data-detection plus synchronization in addition to the concept
of joint source-channel decoding [42].

B. OUR WORK
The next generation transceivers need to cope up with the
escalating demands of higher performance efficiency operat-
ing nearest to capacity. With the above background, we have
developed an arrangement of near-capacity channel cod-
ing schemes, namely Non-Convergent Serial Concatenated
OCM Coding (NCSCOC), Convergent Serial Concatenated
OCM Coding (CSCOC) and SElf-Concatenated Convolu-
tional Coding (SECCC). The technique of OCM incorpo-
rates artificial redundancy to improve the performance of
the iterative systems and is based on the property of open
tunnel between the EXIT curves for achieving near-capacity
operation. The schemes of NCSCOC and CSCOC are similar
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in structure but differ only in the inner and outer code rates.
Both schemes point to the employment of OCM as an outer
code and RSC as an inner code. The unity-rate OCM in
NCSCOC is specifically used to demonstrate the effect of
parity bits on the overall BER and convergence behaviour
of a scheme. The rate-4/9 OCM in CSCOC scheme gen-
erates artificial redundancy while in the case of unity-rate
OCM of NCSCOC scheme, no redundancy is generated at
all by the OCM encoder. To cope up with the requirement
of consistent overall code rate, the inner encoder rate is
accordingly managed in both the schemes. With this mere
alteration in the outer and inner rates, the CSCOC scheme
becomes much more beneficial than the NCSCOC scheme in
terms of BER and the convergence behaviour. For the SECCC
scheme, an employment of single RSC as an inner encoder is
discussed with the concept of puncturing. The single encoder
SECCC scheme offers a very simpler approach but avoids
any compromise on performance. The puncturing and RSC
rates are set accordingly to strive for the best possible BER
performance and EXtrinsic Information Transfer (EXIT) con-
vergence of the SECCC scheme. In short, all the schemes
are simulated for a consistent overall code rate. We will
be deploying iterative decoding in all schemes for the sole
purpose of low BER. The three schemes are subjected to
BER, Peak Signal-to-Noise Ratio (PSNR) and EXIT charts
investigations for their performance metrics.

To be more precise, the contribution of this research work
includes:

• Introduction to the concept of OCM and its beneficial
combination with RSC to achieve iterative convergence.

• Introduction to SECCC scheme and its performance
comparison with NCSCOC and CSCOC schemes.

• Relative convergence behaviour analysis of SECCC,
CSCOC and NCSCOC schemes using EXIT charts.

• The performance analysis of high compression efficient
H.264/Advanced Video Coding (AVC) standard, using
the schemes of SECCC, CSCOC and NCSCOC to pro-
vide insight into the performance of video streaming for
the proposed schemes.

The rest of the article is structured as follows. In the
subsections of Section II, the proposed schemes are fully
covered. Section III highlights the important terminologies
related to the schemes presented in the treatise. Section IV is
about EXIT analysis, followed by some applications of EXIT
charts. Results are presented and discussed in Section V.
In Section VI, the conclusion is declared with some future
research work description.

II. PROPOSED SCHEMES
The proposed channel coding schemes are simulated using
the signal processing and communication library of C++,
namely IT++. Furthermore, in order to have similar compu-
tational complexity of the presented iterative schemes, a con-
sistent number of 26 iterations is set for each scheme to obtain
their respective results of BER, PSNR and EXIT curves.

The working of proposed near-capacity iterative decoding
schemes is individually elaborated in the subsections to
follow. In each scheme, the inner encoder is recursive in
structure as it augments the interleaver gain and sidesteps
the formation of a BER floor in an iterative decoding sce-
nario [40], facilitating the inner EXIT curve to reach the point
of convergence. This article presents a novel combination of
the OCM-RSC in a favourable and advantageous way for
the incorporation of redundancy in proposed channel cod-
ing schemes. This OCM-RSC combination offers flexibility
with which we can easily control the redundant bits in our
bandwidth efficient channel coding designs, operating close
to capacity. OCM caters for the artificial redundancy and
enhances the performance by increasing the reliability of
schemes. Puncturer of a specific rate is employed to stop
the transmission of certain number of encoded bits. URCs
are specifically helpful in achieving low-complexity designs
for efficient systems with stringent BER requirements and
iterative detection [4].

The design of OCM is based on a specific property of
EXIT charts, that is the iterative decoding system is capa-
ble of near-capacity operation only if there is an open tun-
nel between the constituent EXIT curves. This open tunnel
results in the intersection of curves at (1, 1) point of conver-
gence. For this criterion to be met, Kliewer et al. [43] sug-
gested that the minimum Hamming distance of dH ,min = 2
must be fulfilled for all the legitimate codewords. OCM oper-
ation is demonstrated with the help of TABLE 1. Rate-1 OCM
adds no parity bit while rate-3/4 OCM augments a single
parity for 3-bit symbols, such that even parity is followed
by all the resulting 4-bit symbols. It can be seen that the
condition of dH ,min = 2 is satisfied. It is worth mentioning
that only eight out of the sixteen possible 4-bit symbols are
valid. The performance of Soft-Bit Source Decoder (SBSD)
greatly depends on the presence or absence of such redun-
dancy, as demonstrated in Section V.

TABLE 1. Symbols representation with rate-1 and rate-3/4 OCM.

ScC is similar to PCCC when the two component codes in
PCCC are replaced by one component code (having hypothet-
ical upper and lower component encoders) with the aid of an
odd-even separated turbo interleaver, as discovered in [44].
This results in a less complex turbo encoder design. The
SECCC decoder works by iteratively exchanging extrinsic
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information (self-iterations) by the component code with the
aid of an interleaver pair as seen in Fig. 10. The soft extrinsic
information of the decoder is used for the next decoding as
its a priori input which improves its knowledge and hence
performance.

A. NON-CONVERGENT SERIAL CONCATENATED OCM
CODING (NCSCOC)
The block diagram of our proposed NCSCOC scheme is
shown in Fig. 7. In the modern era, video transmission is
assisted by any of the video compression standards. In this
treatise, we consider the H.264 standard (also known as
AVC codec), for video encoding and decoding in all of
the schemes. H.264 was designed to meet the fast and
next-generation communication requirements, significantly
outplayed all the previous standards via its complicated and
efficient techniques [45]. The beauty of this standard is that
some of its features are retained in the latest evolving stan-
dard H.265 [46], making it still a fascinating standard for
researchers.

FIGURE 7. Block diagram of NCSCOC scheme.

After video compression at the video encoder, this scheme
employs OCM as an outer code of unity-rate, RSC encoder
with a 1/3 rate as the inner code and the modulation technique
of Quadrature Phase Shift keying (QPSK). The overall code
rate is simply the multiplication of inner and outer code rates.
It is worth mentioning that the video compression operation
retards the overall performance at the receiver. The limited
performance phenomenon is owing to the inherent residual
limited redundancy in the AVC codec. So in order to rec-
tify this situation, the novel technique of OCM is greatly
beneficial. OCM generates artificial redundancy [7] in the
encoded stream to recover the information more reliably at
the receiver. It is worth mentioning that rate-1 OCM results in
no addition of redundancy in the original bit-stream. As stated
in Section II above, the unity-rate OCM adds no parity bits
and hence no artificial redundancy in the coded bit-stream.
Furthermore, it can be seen from TABLE 1 that the con-
vergence condition of dH ,min = 2 is not satisfied by the
unity-rate OCM and hence the outer OCM code might not
be capable to reach the point of perfect convergence. The
bit-stream xi is converted to bit-string x ′i after the outer OCM
operation. Here, the range of bits in a bit-stream is specified
as i = 1, 2, 3... n, where n is the total number of bits

and the whole process is repeated for each and every bit.
In order to mitigate the effects of burst of errors, bit string
x ′i is passed through an interleaver (5), resulting into x̄i.
Interleaving renders the bursty error data capable of being
corrected by the error correcting codes. According to [47],
the length of an interleaver is directly associated with the
degree of statistical independence arising in the data. So the
interleaver spreads the bursty error data andmakes it indepen-
dent, achieving correctability. The only downside of employ-
ing higher interleaving is the delay in the encoded video
sequence. As we have utilized the H.264/AVC standard codec
sequence in Quarter Common Intermediate Format (QCIF)
with (176 × 144)-pixels or 99 Macro-Blocks (MBs) each
of size (16× 16)-pixels. Therefore, in order to augment
the interleaver length without any delay, the technique of
concatenated 99 Macro-Blocks (MBs) per frame is utilized,
improving the efficiency of iterative decoding as well. In the
next stage, x̄i is forwarded to the RSC encoder via an
appropriate Generator Polynomial (GP). The octal format
GP of RSC encoder used is (G0,G1,G2 = 13, 15, 17).
The RSC encodes the x̄i sequence into yi, which is mapped
by the QPSK modulator into a sequence si, where i =
0, 1, 2, 3...l − 1, and l represents the modulated symbols.
Eventually, the symbols are transmitted via transmitter Tx1.

On the receiver side, receiving antenna Rx1 receives the
signal and decoding is initiated with the QPSK demodula-
tion, followed by iterative soft decoding due to its prolific
gain. The demodulated signal is fed to the RSC decoder,
yielding the logarithmic extrinsic information LextrRSC

¯(x) which
is deinterleaved (5−1) to serve as the a priori input to the
SBSD. SBSD outputs LextrSBSD(x) which may be served as an
a priori input after interleaving to the RSC. Accordingly,
the outer and inner decoders share sufficient LLR values in
each iteration using the concept of interlacing. This iterative
process continues until an approximate signal x̂i is received.
After the iterative soft decoding process, the bit-stream is fed
to the standard video decoder for generating the output video.

B. CONVERGENT SERIAL CONCATENATED
OCM CODING (CSCOC)
In CSCOC scheme, we have merely changed the rates of
inner and outer codes from that presented in NCSCOC.
In this scheme we employ rate-3/4 OCM as an outer code
and RSC encoder with a 4/9 rate as the inner code, while
keeping the overall code rate identical to that of NCSCOC
scheme. As stated in Section II, the rate-3/4 OCM adds
a single parity bit to the 3-bit symbol and hence artificial
redundancy is introduced in the coded stream. Furthermore,
it can be seen from TABLE 1 that the convergence condition
of dH ,min = 2 is satisfied by the rate-3/4 OCM and hence
the outer OCM code might be capable to reach the point of
perfect convergence. With the use of rate-3/4 OCM as an
outer code, we will show with the aid of EXIT chart that how
this artificial redundancy affects the convergence behaviour
of CSCOC scheme. The octal format GP of RSC encoder used
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is (G0,G1,G2 = 13, 15, 17). All the other settings (including
the overall code rate) remain the same as shown in Fig.8. The
effects of this alteration in inner and outer rates is discussed
in Section V.

FIGURE 8. Block diagram of CSCOC scheme.

C. SELF-CONCATENATED
CONVOLUTIONAL CODING (SECCC)
Based on the concept of ScC codes given in Section I,
we present our design of SECCC with iterative decoding.
The schematic diagram of our SECCC scheme is depicted
in Fig. 9. The special feature about the SECCC scheme is its
single encoder (little complexity). Video encoded bit-stream
is passed to the SECCC encoder before it is QPSKmodulated
and allowed to propel over a Rayleigh channel. At the receiv-
ing terminal, we have a SECCC decoder taking samples from
the QPSK demodulator and forwarding to the video decoder.
The SECCC encoder/decoder structure is explicated below.

FIGURE 9. Block diagram of SECCC scheme.

Loeliger was the pioneer of the concept of self-
concatenated coding after great inspiration by the turbo
codes. A self-concatenated code with an interleaver is a
scheme based on only one RSC encoder, simplifying the
process but ensuring no compromise on performance. These
low-complexity codes are best suitable for the construction
of trellis coded modulation, based on one trellis [22]. The
bit-error probability of all the related interleavers is governed
by the maximum-likelihood decoding.

Fig. 10 explains visually the overall two-stage SECCC
structure. The term ‘‘Two-stage’’ refers to the stages of two
main components, namely ‘‘RSC Encoder’’ and ‘‘Puncturer’’
of the SECCC structure. The two major components are
separated with the help of an interleaver, for the sake of
randomness in the coded bits before the puncturer and distin-
guishing the two-stages more clearly. The information or data

bits dk from source encoder (H.264/AVC) and its interleaved
version d ′k are simultaneously fed to the Parallel-to-Serial
(P/S) converter, and forwarded to the RSC encoder of rate
R1 and memory v via an appropriate GP. The octal format GP
used in our design is (G0,G1,G2 = 13, 15, 17). Afterwards,
puncturing at the rate R2 is carried, which stops some bits
from transmission, for enhancing the bandwidth efficiency.
For a rate 3/4 puncturer, one bit out of four encoded bits gets
punctured. So at the output of puncturer, the number of bits
get reduced from the number of bits which were increased as
a result of R1. It is worth mentioning that the bits which may
get stopped by the puncturer, could potentially be either the
systematic or parity bit. The overall code rate R is as given
in [10]. These bits are then QPSK modulated, resulting in
symbols via the technique of Gray-Mapping (GM). Finally,
transmission of these symbols is carried over the channel.

FIGURE 10. Two-stage SECCC structure.

The interleaver placed before the P/S converter in Fig. 10
renders the information bits highly uncorrelated, necessary
for the Gaussian distribution of information bits to be effi-
ciently employed in EXIT charts. The interleaver used after
the RSC encoder is meant to randomize the encoded bits
before the puncturer, distinguishing the two stages of SECCC
as well.

R =
R1

2× R2
(1)

Changing the values of R1 and R2 provides the flex-
ibility of designing various codes. At the receiver side,
SECCC decoder takes logarithmic decoded symbols. For this,
the received demodulated symbols may be led to the demap-
per for the calculation of conditional Probability Density
Function (PDF). Here the SECCC decoder services by set
number of self iterations only. Resulting PDFs are then passed
to a soft-depuncturer, converting them to LLRs and adding
zeros in place of missing LLR values, incurring for the con-
cept of puncturing as discussed in [10]. These LLRs are given
at the input of Soft-Input-Soft-Output (SISO) MAP decoder,
yielding a posteriori information, favourable in the genera-
tion of EXIT curves. The functionality of MAP decoder is
exquisitely explained in [24]. The a posteriori information
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is modified via Serial-to-Parallel (S/P) converter, resulting in
the 1st decoded Output (O/P), interleaving which yields the
interleaved version of output. In an appropriate interleaving/
deinterleaving of the information bits as discussed in [10],
a prior LLRs are generated. All of this decoding process
is based on a fixed number of iterations. The same process
is repeated several times and information is continuously
shared to the constituent MAP decoder, as well as between
the decoder and soft-demapper, until the desired decoded bits
yield [10]. This self-iteration services in the improvement of
coding scheme. The decoded stream is ultimately supplied to
the standard video decoder for the end users’ experience.

The parametric comparison among the three schemes is
depicted in TABLE 2.

TABLE 2. Comparison of the proposed channel coding schemes.

III. PARAMETRIC TERMINOLOGIES USED
IN THE SCHEMES
Interleavers are used between the constituent encoders of
serial or parallel structures to introduce time diversity and
to reduce the correlations in the data exchanged between
the decoders, providing independent extrinsic information.
Furthermore, interleavers effectively transform a bursty chan-
nel into a random channel by spreading a burst of errors
across the whole decoded frame. The length of interleaver
is an important parameter in determining the code’s distance
properties. The objective of an interleaver is to improve the
distance properties of the corresponding code. Conclusively,
interleaver design significantly affects both the BER ‘‘turbo
cliff’’ and the ‘‘error floor’’. Longer interleaver tends to give
more Gaussian-like LLR distributions, resulting in a system’s
BER performance approaching to Shannon’s capacity limit.

For the constituent decoders process, Robertson introduced
the concept of LLR, which is extensively utilized in iterative
decoding schemes. The LLR is equivalent by definition as
in [9]

L(bk ) , ln(
P(uk = +1)
P(uk = −1)

) (2)

L(bk ) represents the LLR of bit bk , which is the logarithm
of the ratio of probability of the bit bk taking on its two
admissible values. P(uk ) symbolizes the probability of bit uk ,
correspondingly for values +1 and −1.
Some of the other decoding specific terms are:
• a priori Information It is the known information about a
bit even before the start of decoding process, also known
as intrinsic information and denoted by IA.

• a posterior LLR The output of the member decoder
accepting channel and a priori LLRs is known as a
posteriori LLR.

• Extrinsic Information Subtracting the a priori infor-
mation from the output of the first member decoder
results in Extrinsic Information (IE ). Interleaving/
de-interleavingmakes IE to serve as a priori information
for the other constituents.

IV. EXIT CHART ANALYSIS
After the valuable contribution of iteratively decoded sys-
tems in various transmission schemes, the primary centre of
attention was to devise tools for evaluating their convergence
behaviour [48]–[51]. Stephen ten Brink proposed the employ-
ment of EXIT characteristics by examining the flow of
input/output mutual information exchange between the com-
ponent SISO decoders [52]. EXIT chart analysis serves as a
powerful tool to predict the convergence behaviour of sys-
tems involving iterative exchange of information between the
essential components [38], [53]–[56]. The main advantage
associated with EXIT chart analysis is the ease with which
it offers fast approach to predict convergence at infinitesimal
BER values, avoiding the time consuming Monte-Carlo sim-
ulations for BER predictions [57]. Mutual Information (MI)
gives the basis to the concept of EXIT charts [9], [53]. The
curves on the EXIT chart represent the constituent decoders
of a scheme. An EXIT curve is based on the corresponding
MI resulting from IA and IE . Mathematically, Information (I )
is defined by (3). If a source is producing ‘‘q’’ equi-probable
levels, with the probability pi = 1/q, where i = 1, ..., q, then
I carried by each level is

I = log2(
1
pi
) = log2(q) (3)

For average I [9], it is useful to define entropy H (in bits) as
in in (4).

H =
q∑
i=1

piIi (4)

Specifically, the EXIT chart analysis aims to compute
the MI I (X;L) in iteratively decoded schemes between the
transmitted systematic bits X and L, where L represents the
LLRs of bits [49], [53]. If the value of I (X;L) continues
to grow (till 1) during the iterative process, the decoding is
considered to be good and successful. Increasing IA shows
that the more bits become known at the component decoder,
providing a higher IE value as well. The information contents
of IA and IE are computed in a similar fashion. The range of
values applicable to both IA and IE is given by (5) and (6)
respectively. The detailed EXIT chart analysis is presented
in [49]. Different values of Eb/N0 result in different EXIT
curves. The relation between IE and IA for various values of
Eb/N0 is elaborated in [49], given as in (7).

0 ≤ IA ≤ 1 (5)

0 ≤ IE ≤ 1 (6)

IE = T (IA,Eb/N0) (7)
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Here T represents the transfer characteristics function, inverse
of which also exists on

T (0) ≤ IE ≤ T (1) (8)

EXIT charts operate on the assumption of employing high
interleaver lengths so that the a priori LLRs becomes uncor-
related and Gaussian distributed [4]. Instead of performing
the prolonged bit-by-bit decoding simulations, EXIT charts
offer a handy approach to quickly predict the Signal-to-Noise
Ratio (SNR) value where an extremely low BER can be
achieved [58].

Authors in [9] describe as predicting the convergence
behaviour of the iterative decoders is the main purpose of
employing EXIT charts. These charts find functionality in
serial concatenated systems, parallel concatenated systems
and hybrid systems as well. EXIT charts provide with a useful
and quick technique of designing near-capacity systems [4].
Besides this, EXIT chart can be utilized in estimating the
channel capacity and the code rate [55]. Ideally, the EXIT
curves should converge at the Eb/N0 value of interest after
the exchange of extrinsic information by intersecting at the
(1, 1) point. This perfect convergence condition gives appear-
ance to a so-called convergence tunnel on the EXIT chart.
In some cases, semi-convergent tunnels are also recorded
which indicate that a moderately low BER can be achieved,
albeit it will be higher than the infinitesimal BER achieved
as a result of perfect convergence. It is reported that the
obtained EXIT chart tunnel is always wider than the predicted
one. According to [4], more iterations are needed to reach
the (1, 1) point of convergence as the convergence tunnel
becomes narrower, resulting in a performance closer to the
channel capacity. As regards the convergence performance,
the wider the tunnel the better and the value of IE should
closely be near to 1 [54]. The EXIT chart results may be ver-
ified by the Monte-Carlo simulation based iterative decoding
trajectory.

Taking interleaving into consideration, the system with a
shorter depth of interleaver will need more iterations to reach
the highest intersection point between the EXIT curves of
the inner and outer decoders [9]. As reported in [9], increas-
ing the interleaving bits from 103 to 104 bits, a significant
improvement in BER performance is observed. Paradoxi-
cally, increasing the interleaving bits from 104 to 105 bits,
a very slight improvement is recorded, while any further
increase fails to offer considerable improvement in the BER
of a system.

A. APPLICATIONS OF EXIT CHARTS
Some applications pertaining to the EXIT charts which are
extensively elaborated in [9] are as:
• Fruitful in developing code design and setting a trade-off
between design criteria for developing good codes, hav-
ing the maximum possible effective free distance.

• EXIT charts are helpful in choosing the best arrange-
ment of the constellation mapping together with the
inner and outer code GPs.

• Irregular codes can be designed easily using EXIT
charts.

• Offers much simpler approach to various techniques of
coded modulation.

• Helpful in the development of EXIT band charts.

V. SIMULATION RESULTS
In this section we present our simulations results characteriz-
ing the proposed systems work. In our simulations, we have
exerted a 45-frame Akiyo video sequence characterized by
QCIF in (176 × 144)-pixels. The video encoding is done via
the H.264/AVC Joint test Model (JM) 19.0 reference codec
operating at 15 frames-per-second (fps) and 64 kbps bitrate.
Each QCIF frame is subdivided into 9 slices, each slice pos-
sessing 11 MBs. In the interest of reduced error propagation,
each intra-coded ‘I’ frame at 15 fps is accompanied after
by 44 predicted ‘P’ frames, such that a time lag of 3 sec-
onds exists between two consecutive ‘I’ frames. Besides this,
we subsumed the technique of intra-frame codedMB updates
of three arbitrarily distributed MBs per frame, in order to
further minimize the effects of error propagation. Keeping the
complexity of the video coding scenario to be least, the tech-
nique of multiple reference frames for inter-frame motion
was not availed. To subsist on the motion search, we used
barely the immediately preceding frame, providing a much
lower computational complexity in comparison to multiple
reference frames.

The final source coded stream is fed to the proposed
schemes for channel coding and transmitted to the receiver
side. Setting the overall code rate equal for all the schemes
and other parameters as specified in TABLE 2, paves the
path for our analysis. In order to increase the confidence
in our simulations, we have used a consistent number of
104 interleaving bits, 10 transmission frames and 20 × 103

information bits in all of the proposed schemes. A consistent
number of 26 iterations is set for each scheme to obtain
the results of BER, PSNR and EXIT curves. For further
increasing the confidence in our results, we repeated each
45-frame experiment 250 times and averaged the generated
results.

BER, code rate, code gain, coding and interleaving delay,
system bandwidth, effective throughput and channel charac-
teristics are deemed to be important factors that affect the
design of channel coding and modulation schemes as pointed
out in [2]. BER is a term widely used in telecommunication
and is meant for the indication of how frequently or at what
pace the transmitted packet of bits needs to be retransmitted
due to occurrence of an error in the received bits, com-
monly expressed in negative powers of ten. As a general
aim, researchers strive for achieving lower BER as possible
without affecting the intended communication.

Inspection of Fig.11 reveals that the SECCC scheme is
significantly better in BER performance during most of the
interval span in comparison with the NCSCOC and CSCOC
schemes. The BER curve of SECCC scheme approaches
to 10−5 (negligible value) within the least time in comparison
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FIGURE 11. BER comparison of the proposed schemes.

with the other schemes. So we infer that SECCC is a convinc-
ing system for achieving lower BER with more bandwidth
efficiency. For the CSCOC, a mere change in the outer and
inner rates from that used in the NCSCOC, leads to consid-
erable improvement in BER. Technically, this improvement
in BER performance is governed by the rate-4/9 OCM which
generates artificial redundancy in the CSCOC scheme. Fur-
thermore, the generated artificial redundancy is responsible
for EXIT convergence of the CSCOC scheme for a range
of Eb/N0 values, by yielding an open tunnel between the
constituent EXIT curves for achieving near-capacity perfor-
mance. Having said that CSCOC is better that NCSCOC on
account of BER, it is clear from Fig.11 that SECCC surpasses
the other schemes. More specifically, it is observed that the
proposed CSCOC scheme with convergence capability out-
performs its non-convergent counterpart NCSCOC scheme
by about 4.5 dB Eb/N0 at the BER degradation point of
5× 10−3. Furthermore, an Eb/N0 gain of 5 dB is attained
using iterative SECCC scheme capable to reach the point
of perfect convergence, with reference to CSCOC scheme.
Additionally, an Eb/N0 gain of 8.5 dB is attained using iter-
ative SECCC scheme, with reference to NCSCOC scheme.
So the BER measured performance favours the SECCC
scheme.

PSNR is a term widely used to measure the visual quality
of an image or video signal by determining the ratio between
the original signal and the noise. It is usually calculated in the
logarithmic (dB) scale to measure the quality of any recon-
structed signal with respect to its reference or ground-truth
signal. The greatest advantage of PSNR is the ease and
simplicity with which it can be computed from the Mean
Squared Error (MSE) between the original and reconstructed
image or video sequence pixels [59]. PSNR uses MSE term
in the denominator, so there is an inverse relation between
them. The PSNR is reported to assess the perceptual quality
well when fixed content and codec is carried across all the
cases [59]. The performance trends of our proposed schemes
expressed in terms of the PSNR versus Eb/N0 are depicted
in Fig.12. It can be seen in Fig.12 that the SECCC scheme

FIGURE 12. PSNR comparison of the proposed schemes.

offers the best PSNR performance among the three differ-
ent schemes of TABLE 2 across the entire range of Eb/N0
considered. It is also derivable from Fig.12 that upon using
unity-rate outer OCM in conjunction with the rate-1/3 inner
RSC of NCSCOC scheme, results in an unsatisfactory PSNR
performance than the case of rate-3/4 outer OCM combined
with the rate-4/9 inner RSC of CSCOC scheme. Quantita-
tively, using the SECCC scheme of TABLE 2, an additional
Eb/N0 gain of upto 20 dB is attained over the identical rate
NCSCOC benchmarked scheme. Thus, SECCC is the best
PSNR performance offering scheme.

Moving to the third performance indicator, we evaluate
the convergence behaviour of our schemes. EXIT Chart
analysis is a very useful technique in analyzing the con-
vergence behaviour of iteratively decoded schemes. Specif-
ically, such an analysis becomes beneficial for the iterative
schemes because of the fact that BER offers bad perfor-
mance in regions of low Eb/N0 and turbo cliff. In such cases,
EXIT charts accurately estimate the BER performance [60].
Though Fig.11 appeals in support of an argument for the
deployment of SECCC, yet it will be interesting to visualize
the EXIT curves for the presented schemes.

Fig.13 portrays the EXIT curves of the NCSCOC scheme
for the set overall code rate of 1/3 and operating in the
Eb/N0 = [2, 11] dB range from downward to upward curves
with steps of 1 dB each. It is easy to figure out that the
NCSCOC scheme never converges, as the curves never meet
the (1, 1) point on the graph. It can be inferred that rate-1
OCM is not good enough to exploit the advantage of iterative
decoding. It is plausible that the EXIT curves of NCSCOC
scheme never reaches to (1, 1) point of convergence. This puts
a severe setback for the NCSCOC scheme.

For the CSCOC scheme, EXIT curves of Fig.14 show that
this scheme achieves the perfect convergence point (1, 1) for
different values of Eb/N0. The CSCOC scheme is operat-
ing in the Eb/N0 = [2, 16] dB range from downward to
upward curves with steps of 1 dB each. So we deduce that
employment of inner rate-4/9 RSC and outer rate-3/4 OCM,
offersmuch fruitful result as iterative decoding becomesmore
favourable for sharing of mutual information between the
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FIGURE 13. EXIT curves of NCSCOC scheme operating in the
Eb/N0 = [2, 11] dB range from downward to upward curves with steps
of 1 dB each.

FIGURE 14. EXIT curves of CSCOC scheme operating in the
Eb/N0 = [2, 16] dB range from downward to upward curves with steps
of 1 dB each.

component decoders, leading to perfect convergence. It is
inferable from the EXIT curves of NCSCOC and CSCOC
schemes that a mere change in the outer and inner rates,
significantly affects the convergence behaviour, keeping the
overall code rate and component encoders constant. In fact,
the artificial redundancy of single bit introduced by the rate-
3/4 OCM code is responsible for the convergence of EXIT
curves.

After the EXIT chart curves of CSCOC scheme in Fig.14,
it will be useful to know the trajectory of the CSCOC scheme.
As shown that the CSCOC scheme converges for a variety
of Eb/N0 values for, it is highly anticipated that the tra-
jectory curve for the said scheme would also reach the (1,
1) point of convergence after iterating between the constituent
EXIT curves. This is validated by the EXIT chart of Fig.15 at
an Eb/N0 value of 10 dB. The obtained trajectory curve with

FIGURE 15. EXIT curves of CSCOC scheme at Eb/N0 = 10 dB.

the help of 105 information bits is shown with the dotted line
style to reach the point of convergence, after iterating between
the inner and outer EXIT curves.

FIGURE 16. EXIT curves of SECCC scheme at Eb/N0 = 1.76 dB.

In Fig.16 to Fig.18, the two EXIT curves for the SECCC
schemewhich are shown to be identical (mirror of each other)
along the 45 degree diagonal line, are plotted with the solid
line style. The twoMonte-Carlo simulation based trajectories
are plotted in Fig.16 and Fig.17, which correspond to the
iterations in between the two EXIT curves. Each decoding
trajectory snapshot is computed with the help of 105 infor-
mation bits. For the sake of clarity, one snapshot is potted
with the dotted line and other with the dashed line style.
The snapshots are samples of trajectories which we average
to obtain the overall trajectory. In our simulations, we have
used a total of 10 snapshots to obtain the averaged sample.
The two snapshots (each with a number) in each Fig.16 and
Fig.17 are randomly chosen and plotted to show two samples
of trajectories for the SECCC scheme. In Fig.18, the averaged
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FIGURE 17. EXIT curves of SECCC scheme at Eb/N0 = 1.9 dB.

FIGURE 18. EXIT curves of SECCC scheme at Eb/N0 = 3.24091 dB.

overall trajectory is plotted with the dotted line style, iterating
between the corresponding EXIT curves.

For the SECCC scheme, deployment of the overall rate
of 1/3 with a code memory of 3, yields the curves as
in Fig.16. The stair-shaped trajectories which are arbitrarily
selected and plotted alongside the EXIT curves, represent the
Monte-Carlo simulation based iterating trajectories. The two
EXIT curves of SECCC are always identical with reference
to the diagonal line, since they refer the identical decoder.
It is clearly seen that at even a comparatively lower Eb/N0
value, the SECCC scheme ultimately reaches a (1, 1) point of
convergence. Further, with the increase in Eb/N0 value and
reduction of memory to 2, still the point of convergence is
achieved as shown in Fig.17. In a similar increasing fashion
of Eb/N0, we visualize a wide open tunnel in the EXIT chart
of Fig.18. It is deducible that considerable increase in Eb/N0
value results in fewer iterations to convergence as in Fig.18.
This confirms the claim that more number of iterations are
required to reach convergence as the convergence tunnel
becomes narrower. Convergence is achieved in the CSCOC

scheme. However, the convergence tunnel of SECCC scheme
at lower Eb/N0 values of 1.76 dB and 1.9 dB is very much
narrower and reaches precisely to the point of perfect con-
vergence. In comparison with SECCC, the CSCOC scheme
requires very high Eb/N0 value to reach to the point of perfect
convergence. It can be observed from Fig.15 that, although
the CSCOC scheme is capable to gain iterative gain but its
EXIT tunnel is unable to iteratively reach the point of perfect
convergence at considerable higher Eb/N0 value of 10 dB as
shown in Fig.15. Furthermore, the CSCOC scheme requires
an Eb/N0 value of higher than 10 dB in order to perfectly
converge. To summarize, EXIT chart results also somehow
preferred the SECCC scheme over the others.

VI. CONCLUSION
We have devised near-capacity schemes based on iterative
decoding for wireless communication. Comparison of the
proposed channel coding schemes on account of the BER
curves, as in Fig.11 reveals that the SECCC scheme out-
performs the NCSCOC and CSCOC schemes, while setting
the overall code rate equal in all the schemes. Likewise,
EXIT chart visualization of the designed schemes reaffirms
our claim that the SECCC strategy is greatly beneficial,
as it offers fruitful convergence patterns for adaptation in
future wireless communication systems. NCSCOC scheme
never reaches its destiny of convergence. Though conver-
gence is achieved in CSCOC scheme, but the BER curve
of SECCC is significantly better than the CSCOC scheme.
Conclusively, the SECCC system design is the best of all the
proposed channel coding techniques in this exposition. More
specifically, our experimental results show that the proposed
CSCOC scheme with convergence capability outperforms its
identical code rate counterpart NCSCOC scheme by about
3 dB at the PSNR degradation point of 1 dB. Additionally,
an Eb/N0 gain of 20 dB is attained using SECCC scheme
capable to reach the point of perfect convergence, relative
to identical code rate NCSCOC benchmarked scheme. Our
future work would be the extension of the SECCC approach
to be efficiently employed in Distributed SECCC (DSECCC)
schemes, incorporating the concept of parallelism in SECCC
scheme for profitable operation with less than or equal to
2048 number of bits and further invoking it in the multimedia
streaming applications. In future, we are also interested to
extend the application of SECCC approach using Unequal
Error Protection (UEP) mechanism in the H.264/AVC stan-
dard multimedia streaming applications.
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