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ABSTRACT As an algorithm with excellent performance, convolutional neural network has been widely
used in the field of image processing and achieved good results by relying on its own local receptive fields,
weight sharing, pooling, and sparse connections. In order to improve the convergence speed and recognition
accuracy of the convolutional neural network algorithm, this paper proposes a new convolutional neural
network algorithm. First, a recurrent neural network is introduced into the convolutional neural network, and
the deep features of the image are learned in parallel using the convolutional neural network and the recurrent
neural network. Secondly, according to the idea of ResNet’s skip convolution layer, a new residual module
ShortCut3-ResNet is constructed. Then, a dual optimization model is established to realize the integrated
optimization of the convolution and full connection process. Finally, the effects of various parameters of
the convolutional neural network on the network performance are analyzed through simulation experiments,
and the optimal network parameters of the convolutional neural network are finally set. Experimental results
show that the convolutional neural network algorithm proposed in this paper can learn the diverse features of
the image, and improve the accuracy of feature extraction and image recognition ability of the convolutional
neural network.

INDEX TERMS Convolutional neural network, artificial intelligence, image recognition.

I. INTRODUCTION
With the rapid development of the mobile Internet,
the widespread use of smart phones and the populariza-
tion of social media self-media, a large amount of picture
information has accompanied [1], [2]. Nevertheless, as pic-
tures become an important carrier of network information,
problems also arise. Traditional information materials are
recorded by words, and we can retrieve and process the
required content by searching keywords. However, when pic-
tures express the information, we cannot retrieve or process
the information expressed in the pictures. The picture brings
us a convenient way of information recording and sharing,
but it is difficult for us to use the information expressed by
the image. In this case, how to use a computer to intelligently
classify and recognize the data of these images is particularly
important [3], [4].
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In traditional pattern recognition methods, the most impor-
tant thing is to express this image through a mathematical
statistical model after extracting a certain amount of artificial
feature points [5], [6]. Then identify the image by the method
of image matching. The basic principle of this method is that
the similar samples are very close in the pattern space and
form a ‘‘clustering’’, and then combined with the classifier
for classification and recognition. For example, object recog-
nition uses scale-invariant feature transform (SIFT) features,
face recognition uses local binary patterns (LBP) features,
and pedestrian detection uses histogram of oriented gradi-
ent (HOG) features, but such shallowmachine learning meth-
ods have low recognition. With the development of artificial
intelligence, continuous breakthroughs in deep learning have
achieved great success in the fields of speech recognition,
NLP processing, computer vision, video analysis, multime-
dia, and so on [7]–[9]. More and more enterprise compa-
nies and researchers use deep learning to discuss and study
image classification, which provides a good development for
artificial intelligence.
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In previous years, most methods used shallow structural
models to process data, and the structural model had at most
one or two layers of nonlinear features. The most represen-
tative shallow structures are Gaussian Mixture Model [10],
K-means clustering [11], Support Vector Machine [12], and
Logistic Regression [13]. Convolutional neural network can
extract the connection and spatial information between its
layers from the image, and can express the relevant charac-
teristics inside the image [14], [15]. The image recognition
process based on deep learning is mainly to input the image
into the neural network, and use the deep learning forward
propagation and back propagation error algorithms to min-
imize the loss function. After updating the weights, a better
recognitionmodel is obtained. Then use this model to identify
new images.

In practical applications, CNN has been used in many
visual pattern recognition systems. Morvan et al. [16] pro-
posed the CNN structure LeNet for handwritten digit recog-
nition. Convolutional neural networks are also used for facial
recognition and facial localization [17]. Parmar et al. [18]
used convolutional neural networks to detect faces and facial
expressions. Grossberg [19] used shunt suppression convo-
lutional neural networks for the detection of eye and face
images. Nguyen et al. [20] used convolutional neural net-
works to detect text images. Wang et al. [21] achieved
victory in the large-scale image recognition competition
using the classic AlexNet model, and successfully reduced
the false recognition rate to 17%. After the success of
AlexNet, the researchers proposed other network models,
such as VGGNet [22], GoogleNet [23], and ResNet [24].
AlexNet uses the ReLU function to replace the activation
function commonly used in traditional neural networks [25].
Compared with sigmoid function and Tanh function, ReLU
has no exponential calculation, the calculation amount is
small and the network will not be saturated, and because of
the linear unsaturated form of ReLU, it will speed up the
network convergence speed. To solve the problem that the
ReLU function is not derivable at the origin, Montanelli and
Du [26] proposed a sparse ReLU function. Wang et al. [27]
proposed parametric ReLU, and proved through experiments
that the PReLU function has achieved good results in the
big data classification task. In recent years, the study of
convolutional neural networks has been inseparable from
transfer learning. Transfer learning is a method that can use
the knowledge that has been learned to solve problems in
new fields [28]. Feng et al. [29] used large image datasets
to perform pre-training on convolutional neural networks,
and then trained and tested the trained networks on the
image datasets to be classified. Compared with the traditional
method of training the network directly on the target data set,
the image recognition rate of this method is greatly improved.
Zhang et al. [30] proposed an algorithm based on hierarchi-
cal sparse coding (HSC), which extracts features through
hierarchical pooling and sparse processing, and obtains
good results in handwriting recognition and multi-class
object recognition. Carroll et al. [31] proposed a scattering

convolutional neural network (Scatter-Net) based on wavelet
transform, which uses wavelet transform to extract image
high-frequency information hierarchically instead of the
parameter learning process, which shows good performance
in image recognition and classification tasks. Hu et al. [32]
proposed a model PCAnet that initializes the CNN con-
volution layer parameters by extracting the features of the
image principal component, and has achieved good results in
image recognition tasks. Sadr et al. [34] pointed out that the
structure of the convolutional neural network itself is themain
factor for the network to extract multi-level and multi-scale
features. Guo et al. [35] combined a convolutional neural
network and a recurrent neural network to propose a new deep
learning structure. The convolutional neural network learns
the shallow features of the original image and uses it as the
input of the recurrent neural network. Using the recurrent
neural network to learn the high-level features, it achieves
a good recognition rate in color-depth image recognition.
Bernal et al. [36] added the input of the convolutional neu-
ral network based on the [35], and proposed a multi-scale
convolutional recurrent neural network. After local contrast
normalization and sampling, it was used as the input of the
recurrent neural network to extract more abstract high-level
features.

Although there are many image recognition algorithms
based on convolutional neural networks, and the recognition
effect is very good. However, many recognition algorithms
are now based on a specific database to design the depth
and level of the network. Through continuous exploration,
the best parameters and optimization algorithms are found.
The human factor is relatively large, and there is no system-
atic theory to affect the recognition effect of the convolutional
nerve. Especially when classifying and recognizing natural
images, the selection of the initial state parameters of the
convolutional neural network and the optimization algorithm
will have a great impact on the network training. If the
selection is not good, the network will not work, or it may fall
into the local minimal, under-fitting, over-fitting, and many
other problems [37], [38].

In order to improve the ability of the convolutional
neural network to classify and recognize two-dimensional
images, speed up the convergence of the algorithm, reduce
the number of iterations and shorten the training period,
and achieve good classification results, this paper pro-
poses a new convolutional neural network algorithm. First,
a recurrent neural network is introduced into the convolu-
tional neural network, and the deep features of the image
are learned in parallel using the convolutional neural net-
work and the recurrent neural network. Secondly, accord-
ing to the idea of ResNet’s skip convolution layer, a new
residual module ShortCut3-ResNet is constructed. Finally,
a dual optimization model is established to achieve inte-
grated optimization of the convolution and full connection
process.

Specifically, the technical contributions of our paper can
be concluded as follows:
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This paper proposes a new convolutional neural network
algorithm. The network can learn the multi-scale and diverse
features of the image. Moreover, without adding additional
parameters and calculations, it can improve the accuracy and
recognition ability of convolutional neural network feature
extraction.

The rest of our paper was organized as follows. Related
work was introduced in Section II. Section III described the
structure of the convolutional neural network algorithm pro-
posed in this paper. Experimental results and analysis were
discussed in detail in Section IV. Finally, SectionV concluded
the whole paper.

II. RELATED WORKS
A. BASIC INTRODUCTION TO CONVOLUTIONAL NEURAL
NETWORKS
In recent years, researchers have applied CNN to other fields,
such as speech recognition [39], face recognition, object
recognition, natural language processing [40], brain wave
analysis [41], and so on. These fields continue in many direc-
tions and some breakthroughs have been made. Compared to
ordinary neural networks, CNN contains a feature extractor,
which consists of a convolution layer and a down-sampling
layer. A neuron is only connected to a part of neurons in the
upper layer, and this part of neurons is called a local recep-
tive field. A convolutional layer generally contains multiple
feature maps, each feature map is composed of a specific
number of neurons, and the weights of neurons are shared
between the same feature maps. The biggest feature of weight
sharing is to reduce the connection between the various layers
of the network, reduce network parameters, and at the same
time play a role in preventing overfitting. In general, the ini-
tial value of the convolution kernel is randomly generated.
In the process of network training, newweights are constantly
learned and updated in real time until a reasonable weight
is finally learned. Down sampling, also called pooling, is a
special convolution process. Therefore, CNN has three main
features, namely local receptive field, weight sharing and
pooling [42].

1) LOCAL RECEPTIVE FIELD
In CNN, each neuron of the hidden layer is connected
to a small area of the input layer, and each connection
has a parameter weight and offset that can be learned.
This area is called the local receptive field of the hidden
layer neuron. Each neuron corresponds to a local receptive
field.

2) WEIGHT SHARING
For a local receptive field with 25 pixels, there is a weight of
5 × 5 for each neuron in the hidden layer. Weight sharing
is that the weights corresponding to these neurons in the
hidden layer are the same. Due to the existence of weight
sharing, the amount of network parameters and training time
are greatly reduced.

3) POOLING
The pooling layer is generally behind the convolution layer,
the purpose is to compress the image after the convolution to
reduce the amount of parameters.

B. THE STRUCTURE OF CONVOLUTIONAL NEURAL
NETWORK
Convolutional neural network is a combination of deep learn-
ing algorithm and artificial neural network, and it is widely
used in image processing. Convolutional neural network is
generally composed of three parts: input layer, hidden layer
and output layer. Among them, the input layer is the original
image that has not been processed, the output layer is the
result of classifying the features, and the hidden layer is a
neuron layer with a complex multi-layer nonlinear structure,
including a convolution layer and a sub-sampling layer. Con-
volutional neural networks extract and classify features in
hidden layers. Therefore, optimization of the convolutional
layer and single-layer perceptron can improve the accuracy
of feature extraction and optimize the classification effect.
The structure of the convolutional neural network is shown
in Figure 1.

FIGURE 1. Structure of a convolutional neural network.

Figure 1 shows the structure model of a convolutional
neural network with only 2 convolutional layers (C1, C3) and
2 sub-sampling layers (S2, S4) in the hidden layer. The input
data in the figure is the original image input, and the output
result of the output layer is divided into A∼G categories. The
repeated structure composed of layer C and layer S serves
as the basic unit of feature extraction. After multiple feature
extractions, the final feature map is rasterized to obtain a
one-dimensional matrix, which is a fully connected layer.
The fully connected layer and the output layer use the fully
connected method to obtain the final output result.

1) CONVOLUTIONAL LAYER
Convolutional layers are the most hidden layers in CNN.
At present, the structure of CNN has gradually tended to
stack several convolutional layers in succession, followed by
a pooling layer.

The function of convolution is to convolve the input
image and the filter, the information of the original image
is enhanced, and the interference of noise is suppressed.
The process of convolution reflects the characteristics of
local receptive field and weight sharing. In convolution,
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the network will automatically learn the features without
manual selection of features, which avoids time and effort.
Suppose there is an image with a size of 4×4, a 2×2 convo-
lution kernel is used, and the sliding step of the convolution
kernel is one, then the convolution operation process can be
expressed as shown in Figure 2.

FIGURE 2. Process of convolution operation.

2) POOLING LAYER
The pooling layer is also a very common type of hidden layer
used in CNN. Because the local features in the image are
related, pooling the image can greatly reduce the amount of
calculation but will not lose the main features of the image.
Assuming that the size of the image is 4 × 4, a convolution
kernel of 2 × 2 size is used, and the sliding step of the con-
volution kernel is set to two, the common pooling methods,
maximum pooling, average pooling and random pooling the
process is shown in Figure 3.

FIGURE 3. The process of pooling operation.

3) ACTIVE LAYER
Another important hidden layer of CNN is the active layer.
When solving more complex problems, the activation func-
tion adds nonlinear factors into the neural network so that,

the neural network can adapt to more problems that are com-
plex. Commonly used activation functions include sigmoid
function, Tanh function, ReLU function, and leaky ReLU
function. The formula of sigmoid function is shown as for-
mula (1). The Tanh function can be expressed as formula (2).
The ReLU function is described by formula as shown in equa-
tion (3). The improvement of the gradient problem caused by
the negative ReLU input results in the Leaky ReLU function,
whose function formula can be expressed as formula (4).

σ (x) = 1/(1+ e−x) (1)

Tanh(x) = (ex − e−x)/(ex + e−x) (2)

f (x) = max(0, x) (3)

f (x) = max(αx, x) (4)

The corresponding graphs of these four functions are
shown in Figure 4 below.

FIGURE 4. Curves of four activation functions.

4) FULLY CONNECTED LAYER
The fully connected layer is the last few layers in the CNNand
acts as a classifier in the entire network [43]. If the previous
layer of the fully connected layer is also a fully connected
layer, then 1× 1 convolution is used. If the previous layer of
the fully connected layer is a convolutional layer, the global
convolution of h×w is used, and variable h and variablew are
the height and width of the previous layer convolution result,
respectively.

C. ResNet INTRODUCTION
SinceAlexNet, some cutting-edge CNNs are constantly deep-
ening [44], [45]. For example, AlexNet has five convolutional
layers; VGGNet andGoogleNet have 19 and 22 convolutional
layers, respectively. However, it is not feasible to increase the
network depth by directly superimposing layers. Assuming
there is a shallow network, multiple maps are stacked on
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this network to form a deep network. In theory, the training
error of this deep network will not be higher than that of
the shallow network. However, the experimental results show
that such a deep network cannot be found. After doing many
experiments, it is also found that the deep network shows
higher training error than the shallow network on the same
data set, as shown in Figure 5.

FIGURE 5. The error of the 20-layer and 56-layer networks on the
CIFAR-10 dataset.

In Figure 5, for the 20-layer and 56-layer networks,
the experimental results on CIFAR-10 show that the error of
the 56-layer network is higher than that of the 20-layer net-
work. This phenomenon is called the degeneration problem.

Due to the problem of vanishing gradients, deep neural
network training becomes very difficult. The gradient dis-
appearance problem means that when the gradient is propa-
gated back to the previous layer, repeated multiplication will
make the gradient infinitely small. Therefore, as the network
continues to deepen, its performance will gradually become
saturated.

Therefore, drawing on the idea of cross-layer connections
in high-speed networks, ResNet was proposed [46]. The core
of the high-speed network is the addition of two nonlinear
conversion layers to the ordinary neural network. One is
T (transform gate) and one is C (carry gate), as shown in
equation (5).

y = H (x,WH ) · T (x,WT )+ x · C(x,WC ) (5)

Suppose that the goal of the neural network complex sub-
module is to learn H(x). If this target mapping is complicated,
it is difficult for the neural network to learn from it. Then,
the target mapping can be directly learned without the mod-
ule. Instead, learn the difference of H(x)− x. This difference
is called the residual, that is, F(x) = H x) − x. Therefore,
the original target mapping is H(x)= F(x)+ x, which consti-
tutes ResNet. This cross-layer connection network structure
breaks the convention that the output layer of n-1 traditional
neural network can only give n layers, so that the output of
a layer can directly pass through the problem of gradient
disappearance or gradient explosion after several layers of
input. The residual module can be expressed as formula (6)
and formula (7).

yi = F(xi,Wi)+ h(xi) (6)

xi+1 = f (yi) (7)

Among them, the variable xi is the input vector. The vari-
able xi+1 is the output vector. The variable F represents the
residual mapping that the residual structure needs to learn
and can be expressed as F = W2σ (W1x). The variable
f represents the activation function operation. The variable
h(xi) = xi is a cross-layer connection.
Nevertheless, in CNN, as the network deepens, the number

of convolution kernels also increases. Therefore, for the case
where these two dimensions do not match, a special con-
volution kernel Ws can be used to perform the convolution
operation to ensure the matching of the two dimensions.

yi = F(xi,Wi)+Wsh(xi) (8)

The combination of residual block and BN in ResNet can
solve the gradient dispersion problem well. BN plays a nor-
malized role in CNN, as shown in Figure 6. Neural networks
need to learn how the input data is distributed. If the data
used for the training network and the data used for the test
network come from different distributions, the generalization
ability of the network thus trained will be poor. Moreover,
for the training data, if the distribution of each batch is not
the same, the network needs to learn a different distribution,
which will directly increase the training time of the network.
In addition, for the activation function, the distribution of data
is also very important. When the data distribution range is too
large, the nonlinear characteristic of the activation function is
not conducive to the utilization.

FIGURE 6. Schematic diagram of normalization.

It can be seen from Figure 6 that many parts of the data
before normalization may be located in the saturation region
of the loss function, resulting in very close output results,
which is not conducive to network learning. Adding the BN
layer can solve this problem, that is, before the data is sent to
the next layer, the data is normalized.

The forward propagation process of BN is as follows:
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Assuming that the input data is xi, first calculate the mean
value of the data, as shown in equation (9).

µB =
1
m

m∑
i=1

xi (9)

Among them, the variable m represents the size of mini-
batch. The above formula calculates the average value of
mini-batch. Then calculate the standard deviation of mini-
batch as shown in equation (10).

σ 2
B =

1
m

m∑
i=1

(xi − µB)2 (10)

Then normalize the input data as shown in equation (11).

x̂i =
(xi − µB)2√
σ 2
B + ε

(11)

Then the output result of the BN layer can be obtained as
shown in equation (12).

yi = γ x̂i + β = BNγβ (xi) (12)

In the formula, the variable γ represents the scaling factor.
The variable β represents the offset coefficient. The essence
of the BN layer is to learn these two parameters, so that the
network can learn the feature distribution of the output.

III. IMAGE RECOGNITION ALGORITHM BASED ON CNN
This paper first introduces a recurrent neural network into
the convolutional neural network, and uses the convolutional
neural network and the recurrent neural network to learn
the deep features of the image in parallel. Secondly, accord-
ing to ResNet’s idea of skipping convolutional layer, a new
residual module ShortCut3-ResNet is constructed. Finally,
a dual optimization model is established to achieve integrated
optimization of the convolution and full connection process.
Next, we will explain systematically.

A. RECURRENT NEURAL NETWORK
Recursive neural network is similar to the combination of
convolution operation and sampling operation. By repeatedly
using the same set of weights and selecting the acceptance
domain to achieve the purpose of reducing the feature dimen-
sion layer by layer, its structure diagram is shown in Figure 7.
Among them, variable K1 is the number of feature maps
output by the first-level network. The size of the bottommost
feature map is 4 × 4, which is the unit of the bottom feature
map. Let the acceptance field be 2 × 2 and the connection
weight is W. Each unit of the second-layer network feature
map is connected to the 2× 2 acceptance field of the bottom
layer feature map, and finally a 2 × 2 size feature map is
obtained. In the same way, the second layer of feature maps
gets a 1 × 1 size feature map after going through a layer of
recurrent neural network.

FIGURE 7. Schematic diagram of the structure of a recurrent neural
network.

B. CONSTRUCT A NEW RESIDUAL MODULE
ShortCut in ResNet skips the two convolutional layers and
connects to the corresponding output layer, as shown in
Figure 8(a).

FIGURE 8. ShortCut in ResNet.

According to ResNet’s idea of skipping convolutional lay-
ers, this paper builds a new residual module that skips three
convolutional layers, as shown in Figure 8(b). The resulting
ResNet is called ShortCut3-ResNet. The most important part
of ResNet is the shortcut. Although its presence makes the
network look more complicated, it does not add additional
parameters and calculations, but improves the accuracy of
recognition.

In the design of ShortCut3-ResNet network, this paper
draws on the design model of VGGNet. All the convolution
kernels in the network adopt 3 × 3 convolution kernels, and
can be divided into 3 segments according to the number of
convolution kernels. Each segment has 2n layers (n >= 3).
The number of convolution kernels in each layer in the first
paragraph is 16. The number of convolution kernels in each
layer in the second paragraph is 32. The number of con-
volution kernels in each layer in the third paragraph is 64.
In summary, except for the first layer and the last layer,
the entire network has 6n hidden layers.
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In the network structure described above, the first layer
uses a 3 × 3 convolutional layer. Nevertheless, the last layer
no longer uses the fully connected layer in VGGNet, but bor-
rows from the global average-pooling layer in network. This
can effectively avoid the problems of excessive parameter
quantity, low training speed, and easy overfitting in the fully
connected layer.

When the value of n is three, we can get the number of
hidden layers as 18, plus the first layer of convolutional layer
and the last layer of global average pooling layer, we can get
a 20-layer ShortCut3-ResNet. Table 1 describes the original
ResNet and ShortCut3-ResNet network configurations for the
20-layer network. Based on this structure, 6n + 2 (n >= 3)
layer network structure can be obtained, as shown in Figure 9.

TABLE 1. Two different ResNet structures.

FIGURE 9. Schematic diagram of network structure.

This network has three convolutions. According to the
depth of the network in each convolution, there will be multi-
ple convolutional layers. The number of convolution kernels
in each segment is the same, and the later the number of
convolution kernels increases. The connection of the dashed
and solid lines of ShortCut in Figure 9 is different. Because
the residual learning is H(x) = F(x) + x, it is the addition

of the two channels of F(x) and x. The number of the two
channels at the solid line connection is the same and can be
added directly. The dotted line indicates that the two channels
have different numbers, and the dimension of x needs to be
adjusted by a convolution operation, that is, the convolution
kernel Ws in formula (8).

C. DOUBLE OPTIMIZATION
The design principle of the convolution optimization model is
to realize the weight optimization of the convolution kernel.
We can learn the data set weights and bias parameters from
small data blocks to obtain a sparse feature matrix. The
convolution kernel is initialized by convolution coefficient
control. Let matrix X is the sample data set. A is the base
matrix used to transform X from sample space to feature
space. Matrix S is the feature table of the data set. Setting
the objective function J (A, S) and assigning the initial value
of S, the process of reducing the objective function through
iteration is the process of optimizing S. Giving a good initial
value of S can avoid the situation of poor convergence during
the iteration process, and at the same time obtain a faster
convergence and more optimized results. The process of S
initialization and feature update is as follows:

S = G(W TX ) (13)

S ′c = Sc/||Ac|| (14)

Among them, the variable W T is a random orthogonal
matrix. Using W T to extract sample X through weighted
transformation, the initial value of matrix S is generated. The
variable Sc represents the c-th feature matrix of the matrix S.
The variable Ac represents the corresponding base matrix of
Sc in matrix A. Let variableM be m× n matrix, then:

||M ||k = (
m∑
i=1

n∑
j=1

|mij|k )1/k (15)

This normalization process can maintain sparsity with-
out affecting the performance of the algorithm. Therefore,
through the above process, S can obtain a good initial value.
The objective function expression is:

J (A, S) = ||AS − X ||22 + γ ||A||
2
2 (16)

The variable ||AS − X ||22 is the error between the samples
set reconstructed using the base matrix and the feature set
and the actual sample set. The variable γ ||A||22 is the sparse
control term. The variable γ is the sparse coefficient. The
value of variable J (A, S) is the sum of the error term and the
sparse control term.

Step 1 Given a random initialization matrix A.
Step 2 According to the given A and S, use the gradient

descent method to find the local minimum value of the objec-
tive function J (A, S). Moreover, obtain the value S ’of S at
this time, α is the step size, and control the change amount of
the gradient direction each time. The calculation process is:

S ′ = S − α
∂J (A, S)
∂S

(17)
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Step 3 Use the gradient descent method to obtain the
local minimum value of the objective function J (A, S) again
according to the value of variable S ′. Moreover, obtain the
value of variable A′ at this time, α is the step size, and
control the change amount of gradient direction each time.
The calculation process is

A′ = A− α
∂J (A, S)
∂S

(18)

Step 4 Use A ’and S’ to replace A and S respectively, repeat
step 2 ∼ step 4.
As the number of iterations increases, the objective func-

tion will gradually decrease in the reverse direction of the
gradient until the gradient vector approaches zero, and the
objective function no longer decreases or the change can be
ignored. Randomly sample the obtained feature matrix S to
construct the initial weight of the convolution kernel. At the
same time, the dynamically determined value µ is used in the
convolutional neural network to replace the constant µ0 as
the convolution coefficient, to realize the optimization of the
convolution kernel.

Suppose the convolutional neural network contains a total
of k convolutional layers, the size of each convolution kernel
is lker× lker. The input image size of the convolutional layer is
a matrix of variable limg × limg. The input and output feature
maps or images are nin and nout respectively.
Let the matrix Opt1 be the feature matrix S when the

objective function obtains the minimum value after multiple
iterations. Use the convolution coefficient to optimize the
convolution kernel, analyze the original convolution result
through the dichotomy, and construct the function expression
according to the interpolation principle. The dynamic convo-
lution coefficient µ is expressed as follows

µ =
ninnout l2img

2k
+ θ1 (19)

Among them, the variable θ1 is the correction error term.
The expressions of the number of parameters required for the
input data and output data corresponding to the convolution
kernel are as follows:

fin = ninl2ker (20)

fout = nout l2ker (21)

The initialization expression of optimized convolution ker-
nel is as follows:

Opt2 = 2
√

µ

fin + fout
× Opt1 (22)

The variable Opt2 is the final optimized parameter matrix
of convolution kernel. Suppose the convolutional neural net-
work contains a total of k convolutional layers, and all input
images are divided into ncag categories. The number of iter-
ations required for a convolutional neural network is ε. The
number of feature maps generated by the last sub-sampling
layer received by the single-layer perceptron is nf .

The optimization process of fully connected parameters
is similar to convolution optimization, and the process is as
follows.

Let Opt3 be a fully connected parameter matrix randomly
initialized using parameters ncag and nf l2img. According to
the operation process and classification results of the convo-
lutional neural network, the parameter settings of the fully
connected layer are affected by factors such as the number
of iterations of the convolutional neural network. According
to the interpolation principle, the constructor optimizes the
parameters of the full connection, and ρ is the optimization
coefficient:

ρ = ncag(w− εkε−1)/2 (23)

Among them, the variable ω is a factor that affects the
optimization coefficient, which is determined by factors such
as the amount of data processed by the single-layer percep-
tron and the number of classifications. Let variable θ2 be the
correction error term,

w = λ(
√
nf l2img − ncag)− k

ε
+ θ2 (24)

λ = k +
ε−1∑
i=0

i (25)

LetOpt4 be the parameter matrix of the last fully connected
layer, and the optimized fully connected layer parameter
expression is:

Opt4 = 2

√
ρ

ncag + nf l2img
× Opt3 (26)

D. CONVOLUTIONAL NEURAL NETWORK TRAINING
PROCESS
Convolutional neural network is essentially a mapping from
input to output, which can learn many features that do not
require any precise mathematical expression between input
and output, and realize the mapping between input and out-
put. Because the network performs supervised learning, its
sample set is a vector pair of input vectors and ideal output
vectors. The network training process is shown in Figure 10.

FIGURE 10. Network training flowchart.

Use small random numbers of different sizes to initialize
the connection weights of the convolutional layer threshold,
two-layer convolution kernel, network input layer and hidden
layer, and hidden layer and output layer in the network. At the
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same time, set the learning speed and the corresponding
accuracy control parameters.

Because each convolutional layer has its threshold that can
be trained, the weight of each convolution kernel is a learn-
able parameter. Therefore, the focus of CNN weight update
is the update of convolution kernel weight and convolution
layer threshold.

1) UPDATE OF WEIGHT AND THRESHOLD OF NETWORK
The reverse adjustment of neural network is the idea of gradi-
ent descent. For the network weight update in the algorithm,
the adjustment of parameters always proceeds in the direction
of error reduction.

2) WEIGHT UPDATE OF CONVOLUTION KERNEL
To calculate the weight update of the convolution kernel,
the derived derivative of the sensitivity related to the error
sensitivity of the convolutional layer, the output layer, and
the down-sampling layer is used. For the convolution kernel,
we mainly adjust the weight of the convolution kernel. If the
dimension of each convolution kernel is n, then the training
parameter it can learn is n × n. The derivative of the weight
between i-th feature map of layer l and the j-th feature map
of l+ 1 layer is required. The calculation method is shown in
equation (27).

∂loss
∂kij
= x li · δ

l+1
j (27)

Among them, the symbol · refers to the convolution oper-
ation of the matrix. Suppose the size of i-th feature map x li of
layer l is 4 × 4, as shown in Figure 11. The j-th feature map
δl+1j of l + 1 layer has an error sensitivity of 3× 3, as shown
in Figure 11.

FIGURE 11. Calculation of feature map and weight derivative.

Then the derivative size of the weightKij of the convolution
kernel is 2 × 2, and the calculation method is shown in
Figure 11. The variable δl+1j is on the variable x li . Pan the

variable δl+1j from left to right and from top to bottom. More-
over, corresponding to the value of the variable x li multiplied,
after accumulation to obtain the derivative of the convolution
kernel function. After the derivative of the weight value of the
convolution kernel is obtained, it is updated to theKij position
corresponding to the original convolution kernel.

To update the bias of the threshold of the convolutional
layer, simply add the error sensitivity of the j-th feature map
of the above l + 1 layer.
The threshold update derivative is calculated as shown in

equation (28).

∂loss
∂kij
=

∑
u,v

(δl+1j )
u,v

(28)

IV. EXPERIMENTS AND RESULTS
A. IMAGE DATA SET AND EXPERIMENTAL ENVIRONMENT
The experiments in this paper use the CIFAR-10 image
dataset. CIFAR-10 is an image data set containing
60,000 color pictures. The size of each picture is 32 × 32.
It is divided into 10 categories, and each category contains
6000 pictures.

CIFAR-10 is divided into five training files and one test
file. Each file contains 10,000 pictures. Among them, the test
file is composed of 1000 pictures randomly selected from
each category. The training file contains the remaining pic-
tures and is out of order. Therefore, although each training file
contains 5000 pictures, some files may have more pictures in
a category than others.

The TensorFlow framework is used in this experiment.
An open source software library uses data flow graphs for
numerical calculations. A directed graph is used to represent
the calculation of data flow. This graph consists of a set
of nodes. A data flow diagram describing the convolution
operation is shown in Figure 12.

FIGURE 12. Data flow graph of TensorFlow.

The hardware environment used in this experiment is
as follows: Intel Socket 2011-v3 i7 processor, 128GB of
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memory, four NVIDIA Geforce TITAN X 12GB GPU and
Ubuntu14.04 operating system.

The evaluation criteria of the experiment in this paper are
the test accuracy and the size of the model finally generated
by training.

B. OPTIMAL SELECTION OF PARAMETERS
1) ACTIVATION FUNCTION
We use the sigmoid function, Tanh function and ReLU func-
tion as the activation function of the network respectively. The
experimental results are shown in Table 2.

TABLE 2. Experimental results of different activation functions.

It can be seen from Table 2 that the ReLU function has
better function performance compared with other functions.
The main reason is that the ReLU function forces certain
function values to zero. Therefore, the network still has a
good performance without using the regularization method,
which can not only prevent the network from overfitting
and accelerate the calculation speed, and the ReLU function
can effectively prevent the gradient from disappearing. The
sigmoid function and Tanh function will cause the problem of
gradient disappearance when there are many network layers.

2) SAMPLING METHOD
After the feature map passes through the convolutional layer,
the dimension is generally very large, which can easily cause
the dimension disaster. Therefore, each convolutional layer
in the convolutional neural network will be connected to a
sampling layer to down sample the feature map to reduce the
dimension of the feature map and reduce the computational
complexity. Therefore, the sampling layer is also an essential
part of the convolutional neural network structure. Choosing
the appropriate sampling method will greatly improve the
performance of the convolutional neural network. By sam-
pling the feature map, the convolutional neural network can
tolerate small deformations. Common sampling methods are
maximum sampling, mean sampling, and random sampling.
Choosing the most suitable sampling method can improve the
recognition efficiency and accuracy of the network. In this
paper, three different network models were constructed using
three sampling methods. Except for the different sampling
methods, the remaining parameters are all the same. The
experimental results are shown in Table 3 below.

Three experiments were carried out for each model, and
the average value of the three experiments was selected as
the final recognition result. It can be seen from the above
table that the recognition effect of maximum sampling and

TABLE 3. Experimental results of different sampling methods.

random sampling is better than that of average sampling, and
the recognition rate of random sampling is slightly higher
than the maximum sampling. However, the computational
complexity of random sampling is higher than the maximum
sampling, the convergence speed is slower, and each iteration
takes longer. For comprehensive consideration, the maximum
sampling method is adopted in this paper.

3) POOLING METHOD AND SIZE SELECTION
According to the structure of the network, three methods of
pooling are selected in its pooling layer, mean pooling, max
pooling, and stochastic pooling, and the size of its pooling is
changed to 2× 2, 3× 3, 4× 4, and 5× 5, respectively.
The best results of the tests on the CIFAR-10 database are

shown in Table 4 below. The test results of different pooling
sizes are shown in Figure 13. In the pooling method, choose
the largest pooling and the average pooling. The smaller the
pooling size is, the better the effect is. For the random pooling
method, the optimal size is 3× 3. A smaller pooling size will

TABLE 4. Classification results of several pooling methods on the
CIFAR-10 database.

FIGURE 13. Classification results of different pooling sizes on the
CIFAR-10 database.
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cause overfitting, and a larger pooling size will increase the
error due to too much noise in down sampling.

C. MODEL CONVERGENCE TRAINING
The training set samples are used for training, and the initial
standard deviation of the initial weights of the network is
0.01, with a Gaussian distribution with an average value
of zero. Suppose the number of sample iterations is 3000,
the initial learning rate of the weight parameter is 0.001, and
the momentum factor is 0.9. The training results are shown
in Figure 14.

FIGURE 14. Preparation rate of network training and loss curve.

From the simulation results in Figure 14, it can be seen
that the training accuracy of the designed algorithm increases
rapidly with the increase of the number of iterations, and
tends to be stable. The classification results of the training set
and the verification set are very close, with an accuracy rate
of 0.985. The loss value of the objective function decreases
rapidly. The loss value of the objective function converges to
about 0.05 at the iteration of 2500 times.

D. DOUBLE-OPTIMIZED PERFORMANCE ANALYSIS
According to different iteration times, three sets of iterative
experiments were performed on convolutional optimization,
convolutional optimization, and fully optimized convolu-
tional neural networks.

The mean square error curve varies with the training batch
at different iteration times. When the training times are once,
twice and three times, the convergence curve of each algo-
rithm is shown in Figure 15.

FIGURE 15. Convergence curve of each algorithm when training times are
different.

It can be seen from Figure 15 that in the iterative exper-
iment of three trainings, the fully connected optimization
algorithm has a higher mean square error at the initial stage.
Nevertheless, the rate of decline is faster. The convolution
optimization algorithm declines faster than the original algo-
rithm and the fully connected optimization algorithm, and
does not increase the mean square error at the initial stage like
the fully connected optimization algorithm. Compared with
the other two algorithms, the double optimization algorithm
has a slightly faster convergence speed than the convolution
optimization, but it is faster than the other two optimization
algorithms and is the fastest algorithm.

E. PERFORMANCE ANALYSIS OF IMAGE RECOGNITION
Sincewe have given a variety of ResNet with different topolo-
gies, we analyzed them from different depths and different
ShortCut. The network is 6n+2 layers.When n takes different
values, the experimental results are shown in Figure 16.

While caring about recognition accuracy, we also care
about the training time of ResNet with different topologies.
The experimental results show that under the same depth of
network, all structures of the network have the same training
time. Figure 17 shows the training time of all networks under
the 20-layer and 110-layer.

In ResNet, the recognition rate of images can be improved
as the network deepens. For 56-layer and 110-layer networks,
the length of ShortCut that can be obtained is basically the
same. Therefore, we can see that under the smaller ShortCut,
the original ResNet and the ShortCut3-ResNet constructed in
this paper will have higher accuracy under deeper networks.
Moreover, ShortCut3-ResNet improves more obviously.
When ShortCut9 and ShortCut18 are selected, the accuracy of
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FIGURE 16. Accuracy of ResNet on CIFAR-10 under different deep
networks and different ShortCut.

FIGURE 17. Comparison chart of training time.

the 110-layer network is even lower than that of the 56-layer
network. For 32-layer and 152-layer networks, the values are
the same. However, when ShortCut10 is taken, the recogni-
tion rate of the 32-layer network is better than that of the 152
layer, as shown in Figure 18.

From the analysis in Figure 19, it can be seen that the
original ResNet and ShortCut3-ResNet are getting better and
better as the network slowly gets deeper. Nevertheless, for the
residuals and networks of other topologies, as the network
deepens, the recognition effect will become worse with the
increase of ShortCut, indicating that the size of ShortCut
has a great influence on the recognition results. When the
length of ShortCut is less than six, the recognition accuracy
rate is basically improved with the deepening of the network.
When it is equal to six, it remains unchanged, and when it
is greater than six are, it decreases. The recognition accu-
racy of the 110-layer ShortCut3-ResNet constructed in this
paper is equivalent to the accuracy of the original 152-layer
ResNet. Nevertheless, the parameters of the 110-layer net-
work are much less than the 152-layer network. Therefore,
the 110-layer ShortCut3-ResNet designed in this paper is a
good network.

FIGURE 18. Experimental analysis of the same network under different
ShortCut.

FIGURE 19. Experimental analysis of the same network under different
deep networks.

In Table 5, the test results of the algorithm and other
methods designed in this paper are given in the data set. The
main evaluation criteria are test accuracy and the size of the
model generated by the training.

In Table 5, the test methods are AlexNet, VGGNet, ResNet,
and Random Forest. There are also algorithms for HSC
proposed in [30], Scatt-Net proposed in [31] and PCAnet
proposed in [32]. It can be obtained from Table 5 that the
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TABLE 5. Performance comparison of different algorithms on the
CIFAR-10 dataset.

random forest is inferior to the traditional CNN in network
performance, and the algorithm proposed in this paper is
higher than the single structure algorithm in network test
accuracy. The AlexNet network uses a three-layer fully con-
nected layer, so the network has a large number of training
parameters, resulting in more storage resources occupied by
the final training model. In a comprehensive comparison,
the algorithm proposed in this paper is more diversified when
extracting features and the test accuracy of the network has
been improved. After combining the ultra-lightweight net-
work structure, the amount of parameters is appropriately
reduced.

V. CONCLUSION
In order to improve the ability of the convolutional neural
network to classify and recognize two-dimensional images
and speed up the convergence of the algorithm, this paper pro-
poses a new convolutional network algorithm. First, a recur-
rent neural network is introduced into the convolutional neu-
ral network, and the deep features of the image are learned
in parallel using the convolutional neural network and the
recurrent neural network. Not only can we use convolutional
neural networks to learn high-level features, but also recursive
neural networks to learn the combined features of low-level
features. Secondly, according to ResNet’s idea of skipping
convolutional layers, we construct a new residual module
ShortCut3-ResNet. Finally, the convolutional layer and the
full connection process are optimized. Experiments show
that the proposed convolutional neural network algorithm can
improve the feature extraction accuracy and image recogni-
tion ability of convolutional neural network.
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