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ABSTRACT Convolutional Neural Network(CNN) and Recurrent Neural Network(RNN) have been widely
used in the field of text sentiment analysis and have achieved good results. However, there is an antero-
posterior dependency between texts, although CNN can extract local information between consecutive
words of a sentence, it ignores the contextual semantic information between words. Bidirectional GRU
can make up for the shortcomings that CNN can’t extract contextual semantic information of long text,
but it can’t extract the local features of the text as well as CNN. Therefore, we propose a multi-channel
model that combines the CNN and the bidirectional gated recurrent unit network with attention mechanism
(MC-AttCNN-AttBiGRU). The model can pay attention to the words that are important to the sentiment
polarity classification in the sentence through the attention mechanism and combine the advantages of CNN
to extract local features of text and bidirectional GRU to extract contextual semantic information of long
text, which improves the text feature extraction ability of the model. The experimental results on the IMDB
dataset and Yelp 2015 dataset show that the proposed model can extract more rich text features than other
baseline models, and can achieve better results than other baseline models.

INDEX TERMS Convolutional neural network, bidirectional gated recurrent unit network, attention
mechanism, text sentiment orientation analysis.

I. INTRODUCTION
Sentiment analysis, also known as opinion mining, refers
to people’s emotions, opinions, evaluations, attitudes and
emotions about services, products, organizations, individuals,
problems, events, topics and their attributes [1]. Emotion
processing and emotion understanding is important for the
closely related task of polarity detection [2]. In the field of
natural language processing, sentiment orientation analysis is
a basic task, which has attracted wide attention from scholars
at home and abroad in recent years. With the rapid develop-
ment of the Internet and mobile networks, users have more
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and more opinions and comments published on the Internet,
it is worth mining the important emotional information from
these contents. Sentiment analysis is mainly divided into two
categories: subjective and objective sentiment recognition
and sentiment classification, the former divides the given text
into subjective or objective text, while the latter classifies
subjective texts as positive, negative or neutral [3]. The senti-
ment analysis methods are mainly based on machine learning
and sentiment lexicon, with the re-recovery of neural network
research, deep learning-based methods widely applied to text
sentiment analysis tasks. The method based on sentiment
lexicon was first used in the field of sentiment analysis, it first
requires us to construct an sentiment lexicon, then perform
manual polarity and intensity annotation on the sentiment
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lexicon, and finally achieve the text sentiment classification.
Although this method can achieve text sentiment classifica-
tion, it is not efficient, because it requiresmanual construction
of an sentiment lexicon andmanual labeling. Since the 1990s,
machine learning methods have begun to emerge in the tasks
of text sentiment analysis [4], [5]. Although the function of
the machine learning model is simple, it usually requires
complex feature engineering, and the quality of the feature
can directly affect the subsequent result of classification.
In addition, the generalization ability of machine learning
methods is relatively low, with the rise and development
of deep learning, many deep learning methods have been
successfully applied to natural language processing tasks,
especially in sentiment analysis tasks, such as CNN [6]–[8],
LSTM [9], [10]. Recurrent Neural Network (RNN) and Con-
volutional Neural Network (CNN) are two popular models
in the field of deep learning. However, they also have cer-
tain defects, the CNN model can’t consider the contextual
semantic information, thus neglecting the interrelationship
between the words within the sentence; the RNNmodel lacks
the ability to extract features from the text, and can’t extract
local feature well. Aiming at the above problems, this paper
uses CNN, Bidirectional GRU model and Attention mech-
anism, combined with word2vec [11] word vector model,
and proposes a multi-channel CNN and Bidirectional GRU
model with attention mechanism to solve the text sentiment
classification problem. The model uses three CNNs for infor-
mation extraction, and uses different convolution windows to
extract emotional features with different granularities, so that
richer emotion features of text can be extracted. The Bidi-
rectional GRU network can consider the text context infor-
mation between sentences, so that the feature information
in the entire text can be more fully utilized, and the text
sentiment polarity can be effectively recognized. At the same
time, the attention mechanism is introduced in both the CNN
channel and the Bidirectional GRU network channel, which
can pay more attention to the words that are important to
the sentiment polarity classification in the sentence, so as to
further improve the classification accuracy.

The main contributions of this paper are as follows:
1). A new multi-channel convolutional neural network and

bidirectional GRU model based on attention mechanism are
proposed for text sentiment classification;

2). We uses multi-channel CNN model to extract the local
features and bidirectional GRU model, our proposed model
effectively solves the defect that single-channel CNN and
single-channel bidirectional GRU can only extract single fea-
ture information;

3). Introduce attention mechanism on CNN and
bidirectional GRU model to allow model automatically
extract keyword information in the text, ignoring words that
are not relevant to the text classification.

II. RELATED WORK
Sentiment analysis is the field of research on people’s views,
attitudes, and emotions. Sentiment orientation analysis has

always been a research hotspot in the field of natural lan-
guage processing. In the early years, sentiment lexicon-based
and traditional machine learning-based methods were mainly
used for sentiment classification. The method based on sen-
timent lexicon is to use the words that have been manually
labeled in the sentiment lexicon and eachword in the sentence
to be matched, and then calculate the score of each sentence
using the relevant formula, finally, the whole sentence score
is greater than 0, divided into positive class, and less than 0
is divided into negative class, so as to conduct text senti-
ment orientation classification. For English sentiment lexi-
con, Kamps et al. [12] use the WordNet English sentiment
lexicon to judge the sentiment orientation of English texts.
Compared with the English sentiment lexicon, the normative
Chinese sentiment lexicon is relatively lacking, the earli-
est and most commonly used is the large-scale sentiment
analysis corpus library HowNet [13] marked by Dong et al.
Although themethod based on the sentiment lexicon is simple
in operation, the construction of the sentiment lexicon is
time-consuming and labor-intensive, and the scope of expan-
sion is limited, which has domain limitations. Traditional
machine learning-based sentiment classification methods
are often seen as a type of supervised learning problem.
In 2004, Pang and Lee [14] used maximum entropy, Naive
Bayes and support vector machines to compare experiments
in text sentiment analysis, it was found that using SVM
to conduct text sentiment classification can achieve opti-
mal results. Poirier et al. [15] used naive Bayesian classi-
fier to classify the sentiment polarity of movie reviews.
Lee and Renganathan [16] applied the maximum entropy
classification to the polarity evalutation of a given electronic
product review. Naz et al. [17] present an SVM based clas-
sifier that hybridizes n-gram based internal features with an
external sentiment vector in order improve to standard n-gram
based classifier, this method outperforms other machine
learning methods on Twitter text sentiment analysis tasks.
Although these machine learning methods can perform text
sentiment classification, complex feature selection is needed
in the process of classification, this process also needsmanual
design, which also leads to poor scalability and difficulty in
adapting to different fields and application needs.

In recent years, deep learning methods have gradually
become the mainstreammethod of sentiment analysis. It does
not require manual intervention and is an end-to-end method
that enables automatic selection of features, so it is more
efficient than that base on sentiment lexicon and machine
learning methods, and the field is more applicable. In 2011,
Collobert et al. [18] first proposed the use of CNN to solve
problems in the NLP field such as part-of-speech tagging.
In 2014, Kim [7] proposed applying CNN to the English text
sentiment classification task, and achieved a good classifi-
cation result at that time. Kalchbrenner et al. [6] proposed
a wide convolution model and replaced the max-pooling
of traditional CNN with k-max pooling, which can retain
more feature information, this model does not require any
prior information input, nor does it require the construction
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of very complex artificial features. Yin and Schütze [19]
used multi-channel convolutional neural networks of differ-
ent sizes for sentence classification. However, CNN-based
text sentiment classification cannot consider sentence context
semantic information.

Compared with CNN, RNN introduces a memory unit to
make the network have a certain memory and can capture
long-distance dependencies between texts. However, it also
has certain drawbacks, that is, the gradient vanishing problem
during the training process. LSTM and GRU introduce a
gate mechanism based on the traditional RNN, which better
overcomes the disadvantages of gradient vanishing in RNN.
Based on the LSTM and GRU models, many people have
improved on them and achieved good classification results.
Tang et al. [20] first use CNN/LSTM to implement single
sentence representation, then use gated RNN to encode the
internal relationship and semantic relationship between sen-
tences, and finally implement the encoding of chapter-level
text, this method can better capture semantic information
between sentences. Wang et al. [21] proposed an RCNN
model, which first used the bidirectional recurrent network
model to obtain the context information of the word, then
used the CNN convolution and pooling process to classify
the text, and obtained the most result on several data sets at
that time. Zhou et al. [22] proposed a C-LSTMmodel, which
first uses the convolutional neural network to extract text
features, and then uses the LSTM network replace the max-
imum pooling layer to obtain the final classification results.
Tang et al. [23] used two LSTM to encode the sentences from
the left and right sides of the aspect words, and then connect
the outputs of the two networks as the sentiment related
to the target aspect. Ruder et al. [24] uses a hierarchical
bidirectional LSTM model for aspect-level text sentiment
classification. Rao et al. [25] used two-layer LSTM for
document-level sentiment classification. Sachin et al. [26]
used LSTM, GRU, bidirectional GRU and bidirectional
LSTM models to perform sentiment analysis of Amazon
reviews, and achieved good results. Although the LSTM and
GRUmodels are able to extract contextual semantic informa-
tion, they do not extract the local features of a sentence as
well as CNN.

In order to make full use of the respective advantages of
CNN and RNN, more and more researchers have combined
CNN and RNN to conduct text sentiment orientation anal-
ysis. Wang et al. [27] used one layer CNN and one layer
RNN to form a fusion model for text sentiment analysis.
The experiment proved that the effect is better than the sim-
ple use of CNN and RNN models. Zhou et al. [28] pro-
posed a model combining bidirectional LSTM and CNN,
and used 2-dimensional maximum pooling instead of the
traditional maximum pooling at the pooling layer to obtain
the final classification results. Zhang et al. [29] proposed a
CNN-LSTM model for predicting the emotional intensity
of Twitter text. Zhang et al. [30] proposed a multi-channel
CNN-LSTM model for Twitter text sentiment classification
task. Sun et al. [31] used a CNN-LSTM model to classify

the Tibetan micro-blogs, and the hybrid deep learning algo-
rithm obtains a good classification effect. Zhang et al. [32]
used the Convolution-GRU model to perform emotional
polarity discrimination on Twitter hate comment texts.
Abd El-Jawad et al. [33] used a deep learning method that
mixed CNN and RNN for text sentiment analysis, and
achieved the best classification effect on the tweet data set.

In recent years, attention mechanism has been widely
used in text classification tasks, because it allows models
pay attention to important words in texts, for example,
Yang et al. [34] combined the bidirectional recurrent neural
network and attention mechanism, and constructed a new
type of attention model applied in the text-level classification
task, which achieved the best result of the text classification
task at that time. Wang et al. [35] used a multi-layered atten-
tion mechanism and a convolutional neural network for the
classification task. The experimental results of the model on
multiple data sets show that the model using the attention
mechanism have higher classification accuracy than mod-
els that do not use attention mechanism. Wang et al. [36]
proposed an Attention-based Long Short-TermMemory Net-
work for aspect-level sentiment classification, the model
achieved state-of-the-art performance on aspect-level
sentiment classification on SemEval 2014 dataset.
Cheng et al. [37] proposed a HiErarchical ATtention (HEAT)
network for aspect-level sentiment classification, the method
achieves better performance on aspect-level sentiment classi-
fication than state-of-the-art models. Ma et al. [38] proposed
the interactive attention networks (IAN) to interactively learn
attentions in the contexts and targets, and generate the rep-
resentations for targets and contexts separately. With this
design, the IAN model can well represent a target and its col-
locative context, which is helpful to sentiment classification.
Experimental results on SemEval 2014 Datasets demonstrate
the effectiveness of the model. Han et al. [39] proposed a
Multi-Attention Network (MAN) model which adopts sev-
eral attention networks, the model solve the problem of
the RNN-based model can’t extract the potential correlation
between relatively distant sentiment words and aspect words
in complex statements, and the proposedmodel could achieve
consistently superior results on three datasets. Gao et al. [40]
propose a collaborative extraction hierarchical attention net-
work, this proposed method achieves better performance
than the methods which only use aspect features to extract
sentiment feature for aspect-level sentiment classification on
SemEval competition data set. Yuan et al. [41] proposed a
sentiment analysis model based onmulti-channel convolution
and bidirectional GRU networks, and introduced an attention
mechanism on the bidirectional GRU to automatically pay
attention to features that have a strong influence on sentiment
polarity.

In view of the excellent performance of the neural network
model with the attention mechanism, this paper introduces
the attention mechanism for the text sentiment analysis task,
which enables the network model to pay more attention to the
words that contribute greatly to the emotional polarity of the
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text. Based on the advantages of CNN, RNN and attention
mechanism, we propose a multi-channel CNN and bidirec-
tional GRU model based on attention mechanism, this model
uses 3-channel CNN to extract local feature information
with different granularity and replaces traditional RNN with
bidirectional GRU model, which extracts context semantic
information of text, then introduces the attention mechanism
on each channel, and finally concatenate them together to
obtain a new multi-channel neural network model based on
the attention mechanism. We comprehensively utilizes the
advantages of CNN, bidirectional GRU and attention mech-
anism, it not only considers the local information of the text
but also the contextual semantic information, avoids the loss
of text information, and can pay attention to the words that
contribute more to the sentiment classification in the sentence
with the attention mechanism, and improve the performance
of the model on the text sentiment classification.

III. MODEL ARCHITECTURES
A. CONVOLUTIONAL NEURAL NETWORK
Convolutional neural network was first used in the field of
computer vision, it has been widely used in natural lan-
guage processing tasks in recent years and has achieved good
results [7]. The common CNN model is mainly composed of
convolutional layer, pooling layer and fully connected layer.
Convolution layer is used to extract the features of input data,
while pooling layer is to select and filter the features extracted
by convolution layer, the fully connected layer is equivalent
to the hidden layer of the traditional feed forward neural
network, and is generally connected to the output layer at the
end to achieve the final output. In our model, we represent the
input sentence with a matrix S ∈ Rn×d , where d represents
the word embedding vector dimension of each word, and
n represents the number of words in the sentence. Suppose
the convolution kernel W c

∈ Rh×d , where c represents the
number of convolution kernels and d represents the length of
the convolution kernel, its size is the same as the dimension
of the word embedding vector, and h is the width of the
convolution kernel. For the input matrix S ∈ Rn×d , the feature
map vector O = [o0, o1, . . ., on−h] ∈ Rn−h+1 is obtained by
repeatedly applying a convolution kernel W to performing a
convolution operation, where the calculation formula of each
element in the feature vector O is as shown in Equation (1):

oi = W • Si:i+h−1 (1)

where i = 0, 1, 2, . . . , n − h, (•) denotes the point-wise
multiplication operation of the matrix, and Si:j denotes the
submatrix of the S matrix from i rows to j rows, ie the
word embedding vector matrix of the i-th word to the j-th
word. After the convolution operation is performed, each of
the resulting feature map vectors O is sent to the pooling
layer to generate potential features and filter the features.
The common pooling strategy is max-pooling, the role of
max-pooling is to capture the most important feature v after

convolution, this strategy naturally handles a variable length
sentence to a fixed length: v = max

0≤i≤n−h
{oi}.

We have described in detail the process of extracting a
feature with a filter. The Fig. 1 model utilizes several filters
(with different window sizes) to extract different features,
and then max-pooling the features extracted by each filter to
obtain a number of most important feature, these features are
then concatenated and passed to the fully connected layer,
we finally perform the softmax operation to get the final
output, the output is the probability distribution on the label.

B. GRU AND BIDIRECTIONAL GRU
Cho et al. [42] originally proposed a gated recurrent unit
in 2014 to enable each recurrent unit to adaptively capture
dependencies of different time scales, the structure of the
GRU is illustrated in Fig. 2:

Compared to LSTM, the GRU model is simpler, which
consists of only the update gate z and the reset gate r , it has
one less gate than the LSTM, so there are fewer parameters
and faster convergence time during training, the parameters
can be updated by Equations (2)-(5):

rt = σ (Wrxt + Urht−1) (2)

zt = σ (Wzxt + Uzht−1) (3)

h̃t = tanh(Wxt + U (rt � ht−1)) (4)

ht = (1− zt )ht−1 + zt h̃t (5)

where W∗,U∗ is the weight matrix of GRU, where σ repre-
sents the logical sigmoid function, � represents the element
multiplication operation, zt represents the update gate, which
can determine the update degree of the activation value in the
GRU unit, which is determined by the current input state and
the state of the previous hidden layer, rt represents the reset
gate, its update process is similar to the zt , h̃t represents the
candidate hidden layer, and ht represents the hidden layer.
GRU is actually a variant of LSTM, it mainly merges the
input gate and the forget gate in LSTM into a single update
gate, which reduces the training parameters and model con-
vergence time, also reduces the training complexity, it is one
of the popular recurrent neural network models at present.

The state of a unidirectional GRU is transmitted unidirec-
tionally from front to back, in other words, it cannot take into
account the influence of the following words, it is easy to
ignore the influence of the following words, the bidirectional
GRU is a variant of the unidirectional GRU, whose output
depends on the double effects of forward and backward states,
it solves the problem of unidirectional GRU, making the final
outputmore accurate. Themodel structure of the bidirectional
GRU is shown in Fig. 3:

C. ATTENTION MECHANISM
The attention mechanism was applied to the machine trans-
lation task as early as 2014 [43], and achieved the best
results at that time, in 2017, Yang et al. [34] applied the
attention mechanism to the sentiment classification task at
the text chapter level, and made a good classification effect,
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FIGURE 1. The architecture of the CNN.

FIGURE 2. The architecture of the GRU.

FIGURE 3. The architecture of the Bidirectional GRU.

Because each word has different degrees of importance for
each sentence, we introduce attention mechanism to extract
the semantic information of important words in the sentence.

Attention mechanism can be abstracted into two modules:
Encoder and Decoder. The Encoder is generally an encoder
that performs a certain transformation on the input data to
obtain a semantic vector, the Decoder is generally a decoder,
and the output data is obtained after a certain transformation.
The structure of the attention mechanism are shown in Fig. 4.

FIGURE 4. The architecture of attention mechanism.

Its main Equations are shown in (6)-(8):

ui = tanh(Wihi + bi) (6)

αi =
exp(uTi uw)∑
i
exp(uTi uw)

(7)

hi =
∑
i

αihi (8)
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FIGURE 5. The architecture of overall model.

where: uw is a randomly initialized context vector, which
is updated during training; ui is the result of a full con-
nection operation of the hidden layer vector hi; Wi and bi
are the weight matrix and bias term of attention calculation
respectively; αi is the attention score for the i-th word in the
sentence.

D. OVERALL MODEL
In our paper, a multi-channel text sentiment analysis model
combining CNN and Bidirectional GRUwith attention mech-
anism is proposed on the above basic model. The model
consists of convolutional neural network, bidirectional gated
recurrent network and attentionmechanism. Themodel struc-
ture is shown in Fig. 5:

The overall model of our paper is composed of multiple
channels, the main body is 3 CNN model channels and one
bidirectional GRU model channel, the three CNN channels
are mainly used to extract different local features of words
between sentences, while the bidirectional GRU channel is
used to get sentence context semantic information. The input
of the CNN channel is each word in the sentence, the first
layer is the embedding layer, its function is to map each
input word into a vector representation; the second layer is
the attention mechanism layer, mainly to extract important
word information between sentences; the third layer is the

convolution layer, which is mainly used to extract the local
features between words, the dimension of word embedding
vector is set to 300 in our paper, the three selected filter
sizes are 3,4,5 with 128 feature maps each, the stride is set
to 1, the padding is set to valid (no need to perform zero-
padding operation), the local features of the sentence can be
obtained after the convolution operation; the fourth layer is
the pooling layer, this layer mainly performs the max pooling
operation on the local features obtained by the convolutional
layer, extracts the most important features between sentences,
discards some irrelevant and useless features, and generates
feature vectors of fixed dimensions, then three features output
through the max pooling operation are concatenated as part
of the input of the fully connected layer, the three differ-
ent features obtained through three different filters can be
concatenated to provide richer feature information for the
subsequent sentence sentiment classification.

The first layer of the bidirectional GRU channel is also
the word embedding layer, and the dimension of the word
embedding vector is also set to 300 dimensions, the second
layer is also a layer of attention mechanism, the attention
mechanism used in the CNN model is used to extract impor-
tant word information in a sentence; the third and fourth
layers of bidirectional GRU are forward GRU and backward
GRU structures respectively, and their hidden layer sizes are
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set to 128, because the current input words have a certain
relationship with the preceding and succeeding words, there-
fore, the input sequence is input into the GRU model from
the front and back directions, as shown in Fig.3, and then
the hidden layer is used to save the information of the front
and back direction text, and finally the output of the two
hidden layers is concatenated to obtain the final output of
the bidirectional GRU, the bidirectional GRU output code is
as follows: BiGRU_output=keras.layers.Bidirectional(GRU
(hidden_dim,return_sequences=True))(input).
The bidirectional GRU model is mainly used to extract the

contextual semantic information of the words in the sentence,
in order to extract the global features of the words in the
text, then we combine the features of the CNN channel
that are concatenated together by the pooling operation and
the output of the bidirectional GRU, the code is as fol-
lows: output=keras.layers.merge.concatenate([cnn_output,
BiGRU_output]).

The concatenated feature is used as the input of the fully
connected layer, the activation function in the fully connected
layer uses Relu, after the fully connected layer, the dropout
mechanism is added, the purpose of this is to prevent over-
fitting, and finally input it into the softmax classifier to get the
final classification result, we use the negative cross-entropy
loss function as the final loss function of themodel in softmax
layer, the loss function of the model is shown in Equation 9:

Loss = −
1
n

n∑
i=1

yilny′i + (1− yi)ln(1− y′i) (9)

where yi is the true value of sample, y′i is the predicted value
of the neural network, n is the number of sample, and the
parameters in the network are updated by gradient descent of
the loss function.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL ENVIRONMENT
The experimental environment of our paper is as follows:
the operating system is Windows10, the CPU is Intel Core
i7-6700U, the GPU is GeForce GTX 1080, the memory size
is DDR3 8GB, the development environment is Keras 2.1.0,
and the development tool uses PyCharm.

B. EXPERIMENTAL DATASET
The dataset used in our paper is public IMDB review dataset
and Yelp 2015 review dataset, both datasets are briefly intro-
duced below.

Yelp2015 [20] reviews: The dataset is obtained from Yelp
Dataset Challenge in 2015. There are five levels of ratings
from 1 to 5.

IMDB [44] reviews: The dataset is obtained from IMDB,
which includes 25,000 positive reviews and 25,000 negative
reviews.

MR [45]: Movie reviews with one sentence per review.
Classification involves binary categories of reviews (positive
and negative)

CR: This dataset, consists of reviews of five electronics
products downloaded from Amazon and Cnet. The sentences
have been manually labeled as to whether an opinion is
expressed, and if so, what feature from a pre-defined list is
being evaluated.

Each comment in the above four datasets has been arti-
ficially set with emotional tags. In order to reduce the ran-
dom effects brought by the training process, we performed
a 10-fold cross-validation experiment on these two datasets.

C. EXPERIMENTAL PREPROCESSING AND MODEL
HYPERPARAMETER SETTING
Word vector plays a important role in natural language pro-
cessing, pre-training with word vector helps to improve the
classification accuracy of the model [8]. This paper uses
large-scale English Wikipedia data to train the CBOWmodel
to obtain English word vectors. In the training process, we set
the word vector dimension to 300. Then divide each sentence
into words by space, and then remove the stop words, in this
paper, we set the maximum length of the sentence to 100.
When the length is less than 100, the sentence is zero-padded,
when the length is greater than 100, the sentence is truncated.
This paper is based on the Keras deep learning framework.
The model’s optimization function is the Adam [46], because
it can design independent adaptive learning rates for different
parameters and speed up network convergence.

In our experiment, in order to obtain more rich emotional
feature information, the convolution kernel window size we
selected in multi-channel CNN is 3, 4, 5, and the number
of each convolution kernel is 128. To prevent over-fitting,
we used the L2 regularization andDropoutmechanisms in our
experiments. The detailed hyperparameter settings for this
model are shown in Table 1.

D. EXPERIMENTAL COMPARISON
In order to verify the classification performance of the
proposed model, we use the accuracy as the evaluation
metrics, the multi-channel CNN and bidirectional GRU
(MC-AttCNN-AttBiGRU) model with the attention mecha-
nism were compared with the following 10 model methods
on two datasets.

Support Vector Machine (SVM): Compared with other
machine learning methods, SVM has a better effect on senti-
ment classification [14], in this paper, each word in a sentence
is represented by a word vector, then these word vectors are
weighted average as input to the SVM for classification.

Fasttext [47]: Fasttext is Facebook’s open source text cate-
gorization tool. In our experiment, we set the model learning
rate to 0.001 and the word vector to 300.

CNN [7]: The common single-channel CNN classification,
the word vectors obtained by embedding each word in the
sentence are used as the input of the CNN, and then through
the convolutional layer, the pooling layer, the fully connected
layer, and the final softmax output layer.

MC-CNN: This is a three-channel convolutional layer with
convolution kernel window sizes of 3,4 and 5 respectively,
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TABLE 1. Hyperparameter setting.

that is, 3-channel CNN sentiment classification. The process
is the same as the single CNN classification, but finally, a con-
catenation of the three largest features obtained through the
pooling layer is performed to obtain more rich and different
granularity of feature information.

RCNN [21]: This model uses CNN and RNN for text
classification, and fine-tunes the input word vector during
training.

C-LSTM [22]: This is a single-channel model. First,
the word vector of each word in the sentence is used as the
input of CNN, then the extracted feature is used as the input
of LSTM, and finally the final result is obtained through the
full connection and softmax layer.

Convolution-GRU [32]: This is a hybird model that com-
bines CNN and GRU. First, the word vector obtained by the
method word embedding is used as the input of the CNN, and
then the extracted features are used as the input of the GRU,
and finally the full connection and softmax layer to get the
final classification result.

MC-CNN-LSTM [30]: This is amulti-channel CNN-LSTM
model. The model consists of two parts: one is a
multi-channel CNN model; the other is an LSTM model.
First, multi-channel CNN is used to extract different n-gram
features, then the obtained feature is used as the input of
LSTM, and finally get the final classification result by the
full connection and softmax layer.

BiGRU: Sentence sentiment classification is performed
through a bidirectional GRU network model using word vec-
tors after word embedding as input.

ATT-MCNN-BGRUM [41]: This is a single-channel
CNN-BiGRU model. First, the multi-channel CNN model
is used to extract different n-gram features of the text,
then the obtained feature is input into the BiGRU
model based on the attention mechanism, finally, Max-
out neurons are used to obtain the final classification
results.

MC-CNN-BiGRU: This is the concatenation of three-
channel CNN and bidirectional GRU channel, the input
of three-channel CNN and bidirectional GRU channel are
the word vectors of words after word embedding, but

three-channel CNN and bidirectional GRU channel do not
add attention mechanism.

MC-AttCNN-BiGRU: This is the concatenation of three-
channel CNN and bidirectional GRU channel, and atten-
tion mechanism is added to all channels of CNN, while
the bidirectional GRU channel does not add attention mech-
anism, and other parameter settings are consistent with
MC-CNN-BiGRU.

MC-CNN-AttBiGRU: This is the concatenation of three-
channel CNN and bidirectional GRU channel, and the atten-
tion mechanism is added on the bidirectional GRU chan-
nel, while the three-channel CNN do not add attention
mechanism, and other parameter settings are consistent with
MC-CNN-BiGRU.

MC-AttCNN-AttBiGRU: This is the final model proposed
in this paper, this is the concatenation of three-channel CNN
and bidirectional GRU channel, and the attention mecha-
nism is added to the bidirectional GRU channel and the
three-channel CNN, taking the word vector obtained after the
word embedding as input, the features are extracted through
the CNN channel and the bidirectional GRU channel respec-
tively, and finally the extracted two features are merged to
perform the final sentiment classification.

E. ANALYSIS OF EXPERIMENTAL RESULTS
In this paper, the proposed final model method is compared
with the other neural network model methods on the IMDB,
Yelp2015, MR and CR. The experimental results are shown
in Table 2:

It can be seen from Table 2 that the proposedMC-AttCNN-
AttBiGRU model in this paper has achieved best classifica-
tion results than the other models on the four public datasets,
the classification accuracy on the four datasets Yelp2015,
IMDB, MR and CR reached 92.90%, 91.70%, 83.89% and
87.23% respectively. It indicates the superiority of the pro-
posed model in this paper.

It can be seen from Table 2 that the neural network
model method(CNN, etc.) is significantly superior to the
traditional machine learning model method SVM in terms
of classification effect, because the SVM model simply
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TABLE 2. Comparison of the models on two public data sets.

weights the average of all word vectors in a sentence without
considering context semantics between sentences and some
deeper information, so the classification effect is not good,
the accuracy of the neural network based model method is
about 10% higher than that the traditional machine learn-
ing based method SVM, indicating that the deep learning
method is still more effective in text classification tasks;
in addition, the classification accuracy of Fasttext model
is better than the SVM model, which proves the excel-
lent performance of the Fasttext model in text sentiment
analysis, because it is simple and the operation speed is
fast, therefore, it is used as a baseline model in this paper;
it can be seen from the three comparative experiments of
MC-CNN and single-channel CNN, C-LSTM andMC-CNN-
LSTM, ATT-MCNN-BGRUM and MC-AttCNN-AttBiGRU,
compared with the single-channel model, the multi-channel
model can extract abundant emotional feature information,
which helps to improve the performance of sentiment clas-
sification; by comparing C-LSTM and Convolution-GRU,
it can be seen that the classification effect of the GRU
model is better than the LSTM model on the four datasets;
by comparing MC-CNN-BiGRU, MC-CNN-LSTM and
RCNN, C-LSTM, Convolution-GRU, it can be seen that the
multi-channel CNN-RNNmodel is still superior to the single-
channel CNN-RNN model; by comparing MC-CNN-BiGRU
with CNN and BiGRU, it can be seen that the multi-channel
model combining CNN and BiGRU is still much better than
the CNN andBiGRU classification alone, becauseMC-CNN-
BiGRU combines the advantages of CNN and BiGRU, which

can extract local information of consecutive words between
sentences and obtain sentence context semantic informa-
tion, thus obtaining higher classification accuracy; by the
comparison of MC-AttCNN-BiGRU, MC-CNN-AttBiGRU
and MC-CNN-BiGRU, it can be seen that the multi-channel
model with attention mechanism can significantly improve
the classification accuracy, because it allows the model to pay
more attention to the words in the sentence that contribute
more to the sentiment polarity classification; compared
with MC-AttCNN-AttBiGRU and MC-AttCNN-BiGRU,
MC-CNN-AttBiGRU, the introduction of attention mecha-
nisms in both the CNN channel and the BiGRU channel can
further improve the accuracy of text sentiment classification.

The proposedMC-AttCNN-AttBiGRUmodel in this paper
can not only extract the local feature information of consec-
utive words in sentences, but also capture the semantic infor-
mation of sentence context, give full play to the advantages
of CNN and BiGRU, and introduce attention mechanism to
make the model pay more attention to the more important
emotional word in the sentence in the process of feature
extraction, and reduce the influence of words that are not
important to classification, therefore, the proposed model in
this paper can achieve the best results compared to other
baseline models.

F. ATTENTION MECHANISM ANALYSIS
In order to more intuitively demonstrate the effect of attention
mechanism on feature selection, this group of experiments
randomly selected two texts from the Yelp2015 and IMDB
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TABLE 3. Text attention mechanism visualization of Yelp2015 dataset.

TABLE 4. Text attention mechanism visualization of IMDB dataset.

datasets for visualization as shown in Table3 and Table4,
the attention layer of the model can get the weight of each
word, red color indicates that the word with a high attention
weight, that is, a word that contributes a large amount to the
text classification.

As can be seen from Table 3 and Table 4, the adjective
phrases (adjectives + nouns) and adjectives are considered
more important words when training. For example, in the
Yelp 2015 dataset, ‘‘comfortable chair’’, ‘‘nice hotel’’; in
IMDB dataset, ‘‘horrible performances’’, ‘‘worst effort’’;
in addition, turning words, noun phrases, and comparative
words also have high weight values, such as ‘‘but’’, ‘‘most’’,
‘‘worst’’.

This group of experiments proves that the word attention
layer can indeedmake themodel find keywords in the training
process and selectively extract data features. In the sentiment
classification task, emotional words, adjective phrases, com-
parative words, and turning words all have a greater impact
on sentiment orientation judgment.

V. CONCLUSION AND FUTURE WORK
We propose a network model of multi-channel CNN and
bidirectional GRU with attention mechanism for text sen-
timent orientation analysis in this paper, the model can
not only use CNN to extract the local features of adjacent
words between texts, but also use bidirectional GRU to cap-
ture the global semantic information of sentence contexts,
and the introduction of the attention mechanism can better
pay attention to the words in the sentence that contribute
greatly to the sentiment classification. The results of several
experiments on two public datasets fully demonstrate the
validity of the proposed model, this multi-channel hybrid
model performs better than the single CNN and bidirectional

GRU in extraction features, and the proposed model achieves
the best classification results on two public datasets com-
pared to other baseline models. Although the proposed model
can extract local features by CNN and extract certain con-
text semantic information by bidirectional GRU, this is not
enough for the sentiment classification task. The traditional
sentiment classification method generally adds some syn-
tactic structure features, and the proposed model in this
paper does not use any syntactic structure features, so the
future work we will explore how to combine deep learn-
ing methods with traditional methods, and consider intro-
ducing more text features to further improve classification
accuracy.
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