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ABSTRACT Nowadays industrial process needs more and more accurate nondestructive procedures for
material crack detection and diagnosis. Early detection in that cases are very challenging issues: more the
cracks are incipient and higher is the difficulty for its detection and estimation. Indeed, these incipient cracks
which cause non-obvious changes in sensor measurements needs to be properly detected and estimated. For
conductive materials measurement based on impedance maps obtained from Eddy Current Testing (ECT) are
used but the presence of environmental noise can mask the crack information and induce missed detection
and false estimation. In this paper, we highlight the limitation of classical techniques and address this problem
using a methodology based on wavelet transform and Jensen-Shannon divergence in the framework of
Noisy Independent Component Analysis (NICA). For our work, the impedance maps are considered as a
mixture information. Then, source signals containing the fault features are obtained by the application of the
Independent Component Analysis regarding the noise. A wavelet decomposition is then used and operates
as a noise reduction operation. Jensen-Shannon (JSD) divergence is then proposed for the crack detection.
Thanks to a theoretical derivation, the fault severity estimation is obtained. The performances are evaluated
and the superiority validated regarding other techniques already used in the literature. The performances
limits are evaluated for noise varying environments and the optimal diagnosis is obtained for several incipient
cracks.

INDEX TERMS Non destructive crack diagnosis, detection, estimation, independent component analysis,

wavelet denoising, Jensen-Shannon divergence, Kullback-Leibler divergence, CUSUM.

I. INTRODUCTION

In nowadays industrial process, safety is one of the major
concern [1]. As an example, for industry transportation
(planes, trains, vehicles, ...), chemical industry (chemical
tanks, pipelines, ...) or electrical industry (nuclear power
plants, renewable energy plants, ...) abnormal behaviors can
lead to tragic phenomena as crashes, fires, or other more
serious accidents. These abnormal operations can be due to
electrical or mechanical failures that have to be predicted
or at least detected at their early stage to be monitored.
Among the mechanical failures, material cracks in the sys-
tems’ structure are very dangerous for the process robustness.
Regular inspection of the system is necessary to allow early
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detection of incipient cracks and then monitoring without
stopping the system [2], [3]. Thus, Non-destructive test-
ing (NDT) are mandatory. According to the American Society
for Testing and Materials (ASTM), NDT is defined as: “‘the
development and application of technical methods to examine
materials or components in ways that do not impair future
usefulness and serviceability in order to detect, locate, mea-
sure and evaluate discontinuities, defects and other imper-
fections; assess integrity, properties and composition; and
measure geometrical characteristic” [4]-[6]. To proceed to
this evaluation, model-based and data-driven methods which
depend on different kind of information (electrical signals,
acoustic emissions, electromagnetic fields, radiology infor-
mation, multiple data types ...) can be considered [7], [8].
Model-based methods have to face with high processing
complexity, long computational time, accurate modeling and
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design, ...These sophisticated methods are difficult to be
obtained for all the system operating conditions. In fault
detection and diagnosis (FDD) process, data-driven methods
have shown their efficiencies in the extraction and analy-
sis of fault features. Signal analysis-based methods which
depend on the priori information of signals can be attributed
to the data-driven methods. With these data-driven methods,
the fault detection turns into a pattern recognition prob-
lem, which is often based on statistical and neural analysis
approaches. In the last decade, Multivariate Analysis (MVA)-
based and machine learning-based methods have received
significantly increasing attention. As an example, for the
fault detection in high-dimension data space, the Principal
Component Analysis (PCA)-based techniques, Partial Least
Squares (PLS)-based techniques, Fisher Discriminant Anal-
ysis (FDA)-based techniques and so on have been proposed
and widely applied. In recent years, some new dimension
reduction techniques-based methods have been developed,
for example, the probability-relevant PCA (PRPCA)-based
method has been proposed and applied in the incipient fault
detection for the high-speed trains [9], probability density
estimation and Bayesian causal analysis based method has
been proposed for fault detection and fault backtracking [10],
and a novel dual robustness projection latent structure method
based on the £; norm has been proposed to improve the
robustness of the PLS method and validated in Tennessee
Eastman process [11]. The machine learning-based methods
such as Support Vector Machine (SVM), expert system, deep
learning, and Artificial Neural Network (ANN) also show
their potentials for fault detection and fault diagnosis. More-
over, some hybrid methods have also been developed. For
example, a novel fault detection method based on Wavelet
Packet Decomposition (WPD) coupled with a bilayer Convo-
lutional Neural Network (biCNN) denoted as WPD-biCNN
has been proposed in fault detection for industrial system
and its fault detection ability has been shown compared to
Back Propagation Neural Network (BPNN), SVM, CNN,
WPD-SVM, biCNN [12]. In other applications, the method
combining Kernel Principal Component Analysis (KPCA)
and K-Nearest Neighbors (KNN) has been applied for fault
diagnosis of bearings and shown a good accuracy [13].

The most typically used for crack detection in conduc-
tive material is based on Eddy current testing [14]. With
this technique, the inhomogeneity due to the defect will
cause impedance shifts or variations compared to the initial
health condition of the material and then the fault can be
detected. However, its detection capability can be limited
by the fault severity of the cracks and also the internal or
external environment. For the serious cracks, who lead to
obvious changes in the measured material impedance, the
detection is quite easy considering a basic analysis. In the case
of smaller (minor) cracks, that can be considered as incipient
faults, the evolution of the impedance value is weaker and the
impedance measurement variation is largely affected by the
external environment, the roughness of the material surface,
the internal noise, the sensor noise sensitivity, ... [6], [7]. The
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weak impedance caused by the existence of minor cracks can
be masked by these disturbances. Thus, the fault signature
compared to the background noise and disturbance leads to
an ECT signal that cannot highlight the presence of the crack.

In [7], J. Harmouche et al. have proposed to use of the
Kullback-Leibler Divergence (KLD) for detecting the minor
cracks in the ECT signal within a nuisance level equivalent to
a 20dB signal to noise ratio (SNR). This divergence measure
allows to evaluate the differences between the probability
density functions of the reference signal and the testing one.
High efficiency was obtained for the detection of incipient
faults compared to other classical statistical measurements
like the statistical moments with order 1 to 4, the Hotelling’s
test T2 or the squared prediction error (SPE). This diver-
gence method, based on the relative entropy, has shown its
superiority [7], [15]-[17] in the particular case of incipient
fault detection. Its main benefit is its ability to consider the
whole signal information but its performances are somewhat
is limited within the presence of high noise levels.

In [18] M. Basseville et al. has introduced the Cumula-
tive sum (CUSUM) as an algorithm based on the likelihood
between the samples. Cumulative sum is one widely used
control chart for detecting and locating a small shift in a
process [19], it outperforms of the Shewhart control chart for
detecting the small change in a small signal to noise ratio [20].
Moreover, its efficiency for the incipient fault detection has
been proved in [21] for multiple phase electrical systems.
In this paper, the detection capability of CUSUM for the
incipient material cracks in high perturbation level is studied,
and its detection performance is compared with the KLD ones
proposed in [7].

Recently in [22], [23] the Jensen-Shannon diver-
gence (JSD) has been proposed for fault diagnosis purpose.
JSD is a sensitive technique based on Shannon entropy excess
of a couple of distributions with respect to the mixture of their
respective entropies [24]. It is widely applied in the anomaly
change detection, such as bio-informatics, genome compar-
ison, protein surface comparison, image process [24], [25].
In recent works [22], X. Zhang et al. have proposed to use
Jensen-Shannon divergence for incipient fault detection and
diagnosis (estimation) in high noise levels and its perfor-
mances in noisy cases for an autoregressive system has been
proved. One major benefit in diagnosis using these methods
is that not only local modifications in a signal are considered
but the global information in the overall signal are taken
into account for the diagnosis decision. Other techniques
like the Wasserstein distance can also be considered for
fault detection. This distance measures the work required to
transport the probability mass of a data distribution. It takes
into account the metric space but it is mentioned in the liter-
ature [26], [27] as insensitive to small wiggles, not a smooth
functional and not robust. Then, in the case of incipient fault
detection and estimation the Wasserstein distance will not be
the most suitable.

In the present work we propose to use Jensen-Shannon
Divergence as the feature analysis technique in a particular
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framework to do the incipient cracks detection and diagnosis
(Fault estimation) with the ECT experimental data particu-
larly in noisy conditions. Then, we compare the obtained
performances with the CUSUM and the KLD ones to state
with the efficiency of this technique.

For now, the evaluation of the crack diagnosis is obtained
in the original ECT signal domain [7]. Nevertheless, as previ-
ously mentioned, the ECT impedance signal is modified with
the presence of the crack, meaning that the crack induce an
additional information in the healthy signal. The faulty ECT
signal can then be considered as a mixture of these two infor-
mation. In this paper we propose to develop this idea that for
crack detection, the source signals can be considered as two
types of information, the healthy surface information and the
crack one. We propose to proceed the fault detection and diag-
nosis after a blind source separation. Independent Component
Analysis (ICA) is a widely used technique for blind source
separation (BSS) [28]-[31]. Most of the ICA application is
regardless of the noise. However, in real-life applications,
the noise information is always remaining as sensor noise
or source noise. The ICA model considering noise is named
NICA (Noisy Independent Component Analysis) [32]. Based
on this separation we can consider a famous technique for
noise reduction in the literature as the wavelet decomposition
[33]-[35]. This time-scale analysis decomposition method
allows to reduce the high-frequency noise information with
a common procedure. It can then be applied as a signal
conditioning method on the separated noisy source signals
obtained from the NICA. With these conditioned features,
the Jensen-Shannon divergence is used for incipient fault
detection based on the remaining source signals. Thus, the
detection capabilities of our proposed method with the influ-
ence of the perturbations is discussed and the performances
for incipient cracks are compared with the Kullback-Leibler
divergence and CUSUM ones.

The final part studied in this paper is the fault severity
estimation. This latter is necessary for qualifying the fault
level and providing recommendations in the decision mak-
ing process for the system safety [1], [36]. However, most
usual statistic technics fails for estimating the fault severity
particularly for incipient ones [36], [37]. We propose in this
work, an estimation model depending on the Jensen-Shannon
Divergence. This model is derived taking into account our
particular feature space. The estimation accuracies are eval-
uated and the obtained results validates the good estimation
performances compared to the approximated real fault sever-
ities.

This paper is organized as follows. Section II first describes
the problem statement of minor cracks (considered as incipi-
ent fault) detection and diagnosis. Then, our proposed detec-
tion scheme is described in section IV and the theoretical
background is derived. Section V provides the detection and
estimation study for our proposed detection scheme. The
performances are then studied in section VI. Detection per-
formances for the minor cracks using the proposed method
are first studied and compared to those in the literature for
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FIGURE 1. Imaginary impedance of the ECT map for large cracks.

high perturbation levels. Secondly, the fault estimation is
evaluated. The accuracy of the proposed estimation model
is validated proving the good performances of our proposal.
Section VII, concludes the paper.

Il. PROBLEM STATEMENT

The detection and estimation for incipient cracks is a tedious
problem [7], [38]. ECT is one of the physical principle
applied for detection purpose [2]. It is based on the appli-
cation of the principle of electromagnetic induction in a
conductive material. Using an energized coil, an eddy cur-
rent flowing the material can be generated. Measuring the
instantaneous variations of this current leads to the evaluation
of the material impedance. The existence of a surface crack
will change the eddy current flow in the material and then
induce variations in the impedance. Thus, the evolution of the
material impedance with the presence of the crack denoted Z¢
can be measured and written as:

Zy =Zp+ AZ =Zp +aZ, = Ry + jYr @€))

where Ry and Y; are the real impedance and imaginary
impedance parts of the complex impedance measured in
faulty condition on different locations of the material. The
remaining AZ is the variation on the healthy impedance val-
ues Z;, caused by the crack occurrence and a corresponds to its
severity. Measured on several positions of the material, these
values leads to vectors. As an example, we plot in Figure 1 the
evolution of the imaginary part of the impedance for a squared
conductive plate containing cracks with 400um depth and
two different lengths 400m and 600um. These two cracks
size are seen as serious cracks: they leads to obvious changes
in the measured material impedance. With such an impedance
variation, these cracks can then be easily detected with a basic
analysis.

Nevertheless, in the case of smaller cracks, the evolution
of the impedance value is weaker. Basically, it does not
significantly highlights the presence of these minor cracks.
The information corresponding to the presence of the crack
is small and partially masked by the presence of the envi-
ronmental nuisance due, for example, to the roughness of
the surface of the considered plate. As an example, Figure 2
shows the imaginary part of the impedance for four cracks
with length or depth equal to 100um or 200um. The main
issue here leads to find a suitable detection method that can
efficiently detect the minor cracks (namely incipient cracks).
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FIGURE 2. Imaginary impedance of the ECT map for incipient cracks.

The tedious task will be to ensure this detection with a good
robustness even at a high perturbation levels.

In the previous work, most of the existed literatures give
contributions for large cracks diagnosis such as Principal
Component Analysis (PCA) [39], Independent Component
Analysis (ICA) [40] or Fisher Discriminant Analysis (FDA)
[41], etc.... However, for incipient cracks, that can be con-
sidered as incipient faults, the diagnosis is more tedious: the
weak evolution caused by the incipient cracks can be masked
by the disturbances such as external environment, the rough-
ness of the material surface, the internal noise, the sensor
noise sensitivity, .... Some hybrid methods for incipient fault
detection, based on dimension reduction techniques, are not
appropriate in this case for the measured signals from the
ECT process.

In [7], the Kullback-Leibler divergence have been applied
for incipient cracks detection. Its capabilities have been
proved to be more efficient than other current statistical func-
tions such as the mean, the variance, the skewness and the
kurtosis when the perturbation level corresponds to a signal
to noise ratio (SNR) equivalent to 20dB. Nevertheless, the
detection of the incipient cracks (< 200um) in a more severe
noisy environment is not satisfying and has to be improved.
The goal of this work is to propose a solution to tackle this
problem and show how it is possible to improve the detection
of the incipient crack sizes even while the noise widely affects
the measurement and increases detection complexity. Fur-
thermore, for these detected cracks, we propose to estimate
the crack severity for diagnosis purpose with a good accuracy
even for noisy environments.

For our work we will consider experimental data obtained
from the same ECT laboratory system described in [7]. The
cracks are created in plate conductive material. They consists
in rectangular notches of small sizes created using Electro
Discharge-Machining (EDM). Each notch has an opening
size of 100um. Different cracks depth (d) and length (I)
values are considered for this study. We mainly focus on
incipient cracks such as | or d are equal to 200um and
100m with several combination. The perturbation level will
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be considered as equivalent to several signal to noise ratio in
the range [0dB, 20dB].

IIl. NOTATIONS AND ACRONYMS
The paper main abbreviations and notations are given in the

following tables.

TABLE 1. Notations.

N Sample size

Z Observation

R The real part impedance

Y The imaginary part impedance

B Estimated function

U* Healthy and noise-free information U

Up, The information U computed in healthy condition
Uy The information U computed in faulty condition

I(.) Kullback-Leibler information
D(.) Divergence value

Threshold
S Separated source signal
w Demixing matrix
\% Additive noise vector

Xy Faulty source signal before filtering

Xn Healthy source signal before filtering

F Fault matrix before filtering

U/ Information U obtained after filtering

n Mean of the distribution

o Variance of the distribution

a Fault severity on the filtered source signal
I Length of the crack size

d Depth of the crack size

Ce Crack sizes, £ = {1,2,3,4}

TABLE 2. Abbreviations and acronyms.

NICA Noisy Independent Component Analysis
ICA Independent Component Analysis
PCA Principal Component Analysis
FDA Fisher Discriminant Analysis
BSS Blind Source Seperation

NDT Non-Destructive Testing

KLD Kullback-Leibler divergence

JSD Jensen-Shannon divergence

DWT Discrete Wavelet Transform
CUSUM  Cumulative Sum

ECT Eddy Current Testing

SNR Signal to Noise Ratio

pdf Probability Density Function
Pra Probability of False Alarm

Pyvp Probability of Missed Detection
Pp Probability of Detection

IV. DIAGNOSIS PROCESS AND METHODOLOGY
For our study, the complex impedance information is used
for the detection procedure. We propose to use a four steps
procedure to evaluate the detection and diagnosis: Modelling,
Preprocessing, Feature extraction and Feature analysis.

In this section, we first remind the proposed four steps’ tun-
ing proposed in the literature for using the Kullback-Leibler
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divergence. Based on this knowledge, we propose the evolu-
tions of some steps in the methodology in order to improve the
final detection and diagnosis results for the incipient cracks
in the noisy environment.

A. BASIC PROCESS USING KULLBACK-LEIBLER
DIVERGENCE

In [7] J. Harmouche et al consider that the four main steps for
the crack detection can be:

e Modelling: Data driven. The process knowledge is
obtained from the experimental data. In that case, the
use of the impedance imaginary part is proposed for its
better sensitivity to the presence of the crack.

o Preprocessing: Time series analysis. The impedance
map measured for the healthy or faulty conditions are
converted into data vectors to be evaluated. In the faulty
case several crack size are considered.

o Feature extraction: statistical analysis. The statistical
distributions or probability density functions (pdf) of
the vectors are evaluated. These pdf are obtained using
kernel density estimations [42].

« Feature analysis: divergence study. The Kullback-Leibler
divergence between the healthy and faulty distribu-
tion is evaluated. Kullback-Leibler divergence is pop-
ular for its benefit in measuring minor differences
between two probability distribution without any type
assumption [43]. For, two continuous probability den-
sity functions (pdfs) p(x) and g(x), respectively corre-
sponding to the reference healthy pdf and the testing,
the Kullback-Leibler (KL) Information I of p(x) with
respect to g(x) is defined as:

px)
10llg) = [ pwtog” s ®)
q(x)
The Kullback-Leibler divergence is obtained as the sym-
metric operation of the KL information [15]:

Dkr(p. q9) = 1(pllq) + 1(qllp) 3

For this detection process, the decision is obtained compar-
ing the KL value to a threshold settled for a given false
alarm probability Prs. One main drawback of this process
is the wide sensitivity of the decision to the environmental
disturbance: below SNR = 20dB the smallest crack sizes
are not efficiently detected. Two ways can be considered for
improving this process. The first one consists in evaluating
the presence of the crack using other statistical tools. The
second one consists in doing the crack evaluation in more
adapted feature space where the influence of the noise is
lowed.

We propose in this work to explore both of the solutions
using other specific techniques. The first solution is based on
the use of Cumulative Sum (CUSUM) and the second one
is focused on the fault evaluation in the NICA feature space
using Jensen-Shannon Divergence and Wavelet transforma-
tion. These two processes are described in the following.
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B. IMPROVED PROCESS USING CUMULATIVE SUM

For this process, we propose to keep unchanged the mod-
eling and the preprocessing steps and focus on the feature
extraction and analysis ones. For the feature extraction, the
impedance data vectors in healthy and faulty conditions are
concatenated and directly studied. For the feature analysis,
we propose to use the CUSUM algorithm that is usually
efficient in noisy environments. Nevertheless its accuracy for
such incipient cracks has not been studied.

The CUSUM is one widely used control chart in detect-
ing and locating the small shift in a process [19]-[21]. The
CUSUM which based on the Gaussian distributed process
[18], [21] is used in this paper, it is defined as the sum of
the sufficient statistics C; such as:

k
Cr = Z Ci “)
i=1
where k € {1,..., N} is the number of samples size and C;

is considered in the case of mean changes (C;,) or variance
changes (C;, ) in the considered signal. As shown in [7], there
is not an obvious change in the mean for the incipient crack
sizes. So, in this paper, the CUSUM algorithm for detecting
change shifts in the signal variance is considered such as:

o 1 1 i — n)?
C,-0=<—h>+ — == XM 5)
Uf o'h o'f 2

where wp, pr, oy and oy are respectively the mean and the
standard deviation value in healthy and faulty conditions. The
sample x; is the current measure for the ith observation of the
signal. The CUSUM decision function is then given as:

Gy = (Ck — min (C])> (6)
1<j>k

In the fault detection process, Gy is compared to a given
detection threshold h,. The selection methodology of the
CUSUM threshold h¢ is discussed in [44]. It can be com-
puted using the sequential probability ratio test [18] or other
probabilistic conditions. In in this paper, this threshold hg is
chosen as the maximum of the healthy CUSUM values. This
mean that the probability for falsely claiming a fault is null
(Pra = 0).

In different noise conditions the CUSUM is computed and
the performances evaluated.

C. IMPROVED PROCESS USING JSD IN THE NICA
FRAMEWORK

The detection for incipient fault in a noisy environment
is difficult. The fault can be seen as an hidden additional
information in a healthy signal can be partially or totally
masked by this nuisance [45], [46]. For the incipient cracks
diagnosis, we propose a new methodology based on the
four main steps introduced above. For this proposal, these
main steps are particularly tuned using the combination of
several signal processing tools with respect to a global fault
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FIGURE 3. Proposed detection process.

detection methodology considering a data-driven approach
summarized in Figure 3.

As described in this scheme, our work is based on the
complex impedance measurement data (real and imaginary
part). At first, the collected impedance data are arranged into
vectors to be conditioned and then analysed. At second, Noisy
Independent Component Analysis is applied as the prepro-
cessing operation for obtaining the blind source separation
based on two measured signals: the real impedance signal
and the imaginary one. Then two separated source signals
are obtained. Based on these latter, we proceed at third for
each one to the features extraction. In this operation, the
wavelet decomposition is considered and help to partially
lower the noise of the sources. At fourth, the feature analysis
using Jensen-Shannon Divergence is applied for both of the
selected signals. Finally, the calculated divergence values are
compared to the corresponding threshold to decide for the
fault detection. Then, the fault can be estimated based on a
proposed model.

In the following, we detail the theoretical background for
processing these different steps.

1) MODELLING - DATA-DRIVEN

The collected ECT data leads to complex impedance values
Z with its real part R and the imaginary one Y. For the plate
conductive material, faulty and healthy zones are evaluated to
respectively obtain data with and without the presence of the
crack information. This impedance information are organised
in separate vectors to be evaluated.

2) PREPROCESSING - BLIND SOURCE DECOMPOSITION

As described in the equation 1, the presence of the crack
can be viewed as an additional information on the healthy
baseline impedance. Based on this knowledge we propose to
try to separate in different independent sources the studied
signals. Independent component analysis (ICA) is a technique
allowing to find a solution for blind source separation (BSS)
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problems. It assume that the given observations Z can be
written as the generic model Z = AS, where A is a squared
invertible mixing matrix and S is the desired source sig-
nals [28]. Using ICA, we can find the optimal demixing
matrix denoted W so that the separated source signals S can
be obtained such as:

S=wz (7)

where W = A~1.

Considering noisy systems, two models can be denoted:
one with sensor noise and the other one with sources noise
[28], [29]. In our work, the FASTICA algorithm [47], [48] is
used for source separation on the two parts of the complex
impedance signal R and Y. The optimal demixing matrix
is calculated in the case of healthy reference signals and
then reused for faulty ones. Thus, we obtain in the faulty
case two independent components with slight differences
compared to the healthy ones. These both components also
contain the remaining noise must be evaluated to analyse
the fault information. We need then to extract features with
partially reduced high frequency noise without affecting the
fault information.

3) FEATURE EXTRACTION - WAVELET TRANSFORM

Based on the obtained two noisy source signals, we propose
the use of the wavelet transformation to partially reduce the
high frequency noise without affecting the low frequency
fault information. The wavelet decomposition is a widely
applied transformation for overcoming the limitations in
time-frequency resolution of the classical Fourier transform
and its extended versions. It has been applied in different
kind of applications and has been proved to be efficient
for signal noise reduction [32], [34], [35]. The continuous
wavelet transform (CWT) of a target signal S(z) is defined
as:

+00
(S,wﬁb>=/ Seyndt  rbeR; r#£0 (8)

where r is the scaling parameter which is reciprocal of fre-
quency and b indicates the translation along with the time
axis, ¢ is the complex conjugate operator. The function ‘”:,b
is defined as the scaled and translated version of the mother
wavelet denoted 1, which represent the detailed high fre-
quency part of the signal. It can be written as:
1 t—b
vy = ﬁl//o<7>df &)
In the one-dimensional CWT, the signal is analysed by
functions obtained while scaling and translating the mother
wavelet. Let’s denote the scaling parameter r = r{) and the
translation parameter b = kr(’)bo, where j, k corresponds to
their different decomposition levels. The values ry and bg
respectively initialize the » and b values. They should be as
small as possible to ensure the accuracy of the reconstructed
signal. In this paper, we set rp = 2 and by = 1.
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For discrete wavelet transform (DWT), a scaling function
(¢) representing the smooth trend part of the signal (low
frequency) is defined according to [49] as:

Bi(t) = 27227 — k) (10)

The signal g(¢) decomposed by DWT can then be written as
a combination of the scaling and wavelet functions [49]-[51]:

00 O o0
S =) Ls®osk®+ Y Y DYk (11)

k=—o00 Jj=1 k=—00

where Lgs is the approximation coefficient at level U, and D;
is the detail coefficient at level j. These coefficients are:

Lis(k) = f (1) - dpos ()t (12)
Dj(k) = / (1) - Wy k(t)dt (13)

Ly and Dy are respectively the inner product of S(r) with
the scaling function ¢(¢) or the wavelet function ¥ (¢).

Basically, the approximation coefficient leads to a low-pass
operation and the details corresponds to a high-pass one.

In our work the wavelet transform is applied to the noisy
source signals in healthy and faulty conditions. The highest
level of the low-pass approximations is retained as the noise
reduced signals for both of the sources.

4) FEATURE ANALYSIS - JENSEN-SHANNON DIVERGENCE
We propose the application of the Jensen-Shannon diver-
gence (JSD) for analysing the features. JSD is the increment
of the Shannon entropy (Sg) for two considered distributions
p and g. The computation of JSD can be written as the value
Djs such as:

rtal Selp)+Se(q)

Dys(p. ) = Sk [ } - (14)
2 2

JSD is then a symmetric operation based on the

Kullback-Leibler Information (/) related to the mean mixture

distribution M between p and q. It can be denoted as:
1 1
Dys(p. q) = El(pIIM) + El(qllM) (15)

where M is a mixture distribution whereas M = %(p + q).

Based on the obtained Djs values we can proceed to the
decision leading or not to the fault detection by comparing
Djs to a well established threshold value h such as:

o if Djg > h a crack is detected: the hypothesis H; is
validated, the system is faulty
o if Dyjs < h no crack is detected: the hypothesis H is
validated, the system is healthy
This threshold has to be properly tuned according to Dys.
To reach the optimized detection performances, h is obtained
by minimising the probability of false alarms (Pg4) and max-
imising the probability of detection (Pp).
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With the detection knowledge, we can proceed to the crack
size estimation. For this purpose, we need to derive the theo-
retical behavior of the JSD with the presence of the crack and
then compute the estimated value of the fault severity. This
theoretical study is given in the following section V.

V. CRACK DIAGNOSIS THEORETICAL STUDY

A. DEFINITIONS

Let’s consider that the healthy real impedance vector Rj, and
the imaginary one Y, are assumed to be generated by adding
a numerical white noise to the original measurements:

Ry=R.+Vk Y=Y +Vy (16)

where R; and Y;" are the healthy and noisy-free measurement
vectors, Vg and Vy are additive noise vectors.

After the applying the NICA on the healthy data, the
demixing matrix W with elements w, ¢ and two healthy noisy

. s h s h .
source signals S1 and S> are obtained such as:

~h
St _ | win w2 || Ry+ VR a7
§2h war wx || Yy + Vy
For the faulty input data vectors, we use the same demixir}g
matrix W, and extract the faulty sources signals S 1f and Sy’ :

) ] o
5 wa o owx || Y+ Vy
Each of the noisy faulty sources which contain most fault
features is assumed to be defined as a signal Xy such as
Xy = X, + F, where Xj, is corresponding to the healthy
information and F is the incipient fault ones denoted as
F =1[f,...,f1i, ..., fin] where i is the instant time sample
and N is the total number of samples. Considering that the
elements of the vector X}, are xj; and that X, = X}, + aXj, the
fault vector can be writtenas F = a x [0, ..., x1p, ..., XN ],
such as a corresponds to the fault severity and b is the instant
time when the fault occurs.

After applying DWT, the noise contained in the faulty and
the healthy sources are reduced, then the filtered faulty source

signal can be defined as X" whereas ijjl = fl + Ffi So,

f
X}? - [x’f l, A x{tll A lill\,] are the healthy filtered sources
and F/il = lﬂll . f{fl . ,f‘lfli\l[] the filtered incipient fault
information. Moreover, F/! = g x [o,..., x’fé, . ,x{l‘[l\,] with
a the filtered fault severity.

B. ASSUMPTIONS

Jensen-Shannon divergence is applied as the feature analysis
technique to compare the pdf of the filtered source signal in
healthy conditions X{lll and faulty ones ij-ll.

Let’s consider that the mean and the variance of Xf ! are
respectively @, and a}%. As shown in [7], the statistical mean
criteria fails for detecting the incipient cracks with a surface
area smaller than 0.02mm? with a SNR equal to 20dB. So, for
this work, we can assume that the center of the preprocessed
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input data after the occurrence of incipient cracks in a high
perturbation level is remained unchanged. Thus, we have:

iy = ttn (19)

The variance afz of the filtered faulty signal can be written as:

tbl

Z (—pn)@; —

12 Z(x’” — uD@); — )

2 = 2cra 24)
of2 =FE (Xjfll — mean(Xﬁl)) . i
where c; is defined as:
) 1 i= fl fl i=b—1
1 12
:Uh"i'ﬁz ——Z =—[Z( PGS = )
i=1 i=b
2 2N i . = 1
12 12 1
+ -5 Z (=) 0 F3 e =l 5)
i=1 i=b
We set that: Based on (22) and (24) we can rewrite (20) as:
1 i fil 1 = xﬁl of = Ui% + c1a2 + 2cra (26)
N li N axxy; =axp] 20 f
i=b i=b It is well known that the midpoint measure for two normal
Based on (21), some Simpliﬁcation in (20) leads to: distributions which have the same mean is unimodal [52].
. In our case, if we assume that one of the filtered components
=N fil can be approximate as Gaussian distributed, the comparison
N Z f li Z of the healthy and the faulty signals can be done using
i= this assumption. In that case the mixture distribution M is
assumed as Gaussian. Its mean ), and variance UA2/1 can then
= |:(b — Dui + Z( i — KD :| be computed as in [22]:
i=b
2 2 2 2 2
=cla 22 o, t+o 207 + c1a” + 2cha
! 2 o = oy =~ = @7)
where c; is denoted as:
C. DETECTION AND ESTIMATION THEORETICAL MODEL
b-1) :U“l 4 Z( = D> (23) B.ased. on the.definitiqn of thg :Iensen-Shann'()p diverger'lce
=D given in (15), in Gaussian conditions, the specific expression
) of the JSD can be written as (28), shown at the bottom of
For the second part of (20), we have: the page. Then, combining this latter with (27) and (19),
ﬁ ’ we obtain in (29), shown at the bottom of the page, the
- Z - = Z ( T Mh) theoretical derivation of the JSD value that can be considered
in our detection process. It can be noticed that this equation
1 ol 0f + 0} + 2w — )
Dys(p.q) = 5 | log—" + L2 —2 (28)
4 0j,0f oy
1 4ot 4+ 802cra + (4olcy + 4c2)a® + dcicra® + at
Dis(p,q) = + | log 2 T S0zt Boye T Acpa +dcicaa + ¢ (29)
4o, +4oj7c1a? + 8o cra
dDjs(a=0) a* 3*Dya=0
DJS(a)zDJS(a=0)+aXM+a—XL+ (30)
da 2 da?
bi(a) = dDys(a) l 80,%02 + (SGhzci + SC%)a + 12¢1c2a + 4C%a3 B 2c1a + 2c¢; 31)
da 4 | 40}t + 807 cra + (dofct + 4cd)a? + dcica® + clat o} + c1a? + 2c2a
2
bo(@) 82D15(a) 1 (80}%02 + (SO'thi + SC%)CZ + 1201cza2 + 4c%a3) ZC%CZZ + 4cicra + 405 — 2c10,%
2 = = —|—
da? 4 (402¥ + 80'}%6‘261 + (40,%61 + 4c%)a2 + 4cicad + C%a“)2 (U;% + c1a? + 2c2a)?

(Sthci + SC%) + 24cica + 126‘%612

1
4o} + 80t cra + (dojct +4cd)a? + dcicrdd + clat
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is directly linked with the fault severity value in the filtered
feature space. In the following this equation can be used for
estimating the fault severity in this feature space.

For our incipient fault detection case study, JSD evalu-
ate very slight modifications in the probability distributions,
then (29) can be seen as a function of a in the neighbourhood
of zero. It is then infinitely derivable in the neighborhood
of zero. So, the Taylor development of Dys can be given
following (30), shown at the bottom of the previous page,
where its first and second order derivative are shown in (31)
and (32), at the bottom of the previous page, respectively.

By limiting the Taylor development to its first two order
derivatives, we obtain the quadratic equation (33) as:

2
Dis(a) = Dys(0) +a x bi(0)+ 5 x ba0)  (33)

This equation resolution allows to derive an estimated value
of a denoted a. In healthy conditions, the Dyg value is seen
as the evaluation for fault severity a = 0. In that case the
JSD value is assumed to be null (D;5(0) = 0), then we obtain
for (33) the solution given in (34).

~b1(0) +/B(0) + 2 x b(0) x Dss(a)

b2(0)
Assuming that in healthy conditions, the change correspond-
ing to the fault occurrence a is seen as 0, the initialisation
constants b1(0) and b>(0) can be simplified as in (35).
2
)
b1(0) =0 b(0)=— (35)
20,
The estimation value of the fault severity in the filtered
feature space can then be written as:
2

2
Q= %\/DJS(G) (36)

Based on this latter equation (36), the fault severity can be
estimated in the filtered feature space. We will assume that
the fault evolution in the original feature space will follow
the same behavior with a lowed weighted value considering
the different linear operations applied in the process.

(34)

a=

VI. CRACKS DETECTION AND ESTIMATION RESULTS

To validate this study, we consider experimental ECT data.
For this data, complex impedance values obtained in the
healthy and the faulty conditions are provided as impedance
maps with size 40 x 32. We enlarge first each ECT map to
a 420 x 100 one by increasing the healthy data size. With
this, we can have sufficient data and are able to reduce the
false alarm probability caused by the internal and external
perturbations in healthy conditions. For this work we focus
on incipient cracks. Then, our study is mainly validated for
four selected minor cracks C; (I = 100um, d = 100um), C,
(I = 100um, d = 200um), C3 (I = 200um, d = 100um),
(C4 with size | = 200um, d = 200um). The environmental
disturbance will be created with SNR varying from 0 to 20dB
for each crack size.
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For this work, we first evaluate the detection capabilities
of the two selected methodologies from the literature within
the references [7], [44]. For these detection techniques based
on the Kullback-Leibler divergence or the CUSUM, we high-
light their strength and limitations for the detection of such
cracks in noisy environment. Then, in second, we evaluate the
performances of our proposed methodology and highlight its
benefits. For this latter, we apply the four step process of our
proposal for the crack detection and then its size estimation
(Fig. 3). In the first step, the complex ECT impedance data
are considered. The FASTICA algorithm is then considered
for the preprocessing step. It is applied on the two parts of
the complex impedance signal for the blind source separation.
Two separated noisy source signals are obtained. For the third
step, the wavelet transform is then applied to these noisy
signals. A Daubechies mother wavelet is considered with a
decomposition level equal to five. The approximation based
signals are then used as features for the fault detection. The
last step is the feature analysis for the fault detection and
estimation. The benefit of the Jensen-Shannon divergence is
then highlighted and studied in several noise conditions.

A. DETECTION PERFORMANCE ANALYSIS

1) USING KLD AND CUSUM PROCESS

In [7], the detection scheme proposed by Jinane Harmouche
et al. is based on the imaginary impedance values which are
known to be most sensitive impedance part to the presence
of the crack. Its detection advantage for the minor cracks
within a nuisance level equivalent to a 20dB has been well
shown compared to the four statistical moments with order
1 to 4. We first compare this approach with the Cumulative
Sum (CUSUM) which is well known as an efficient technique
for detecting signal change point. The fault detection using
KLD is repeated many times. One detection is denoted as one
realisation. For this comparison, we proceed to the evaluation
of the KLD considering 500 realisations in healthy cases and
idem for the faulty ones.

Note that the input data of CUSUM is a vector composed
with 84000 samples: the first 42000 ones are obtained con-
sidering a healthy plate and the last 42000 samples were
evaluated for a plate with the surface crack (faulty plate).
For this work, that the faulty samples corresponding to the
crack occurrence is located among the samples numbered
from 55021 to 56300. The green vertical dash lines highlights
these locations in the CUSUM results. The results studied in
the following concerns the four previously mentioned cracks,
but a highlight will be mainly focused on C; and Cjy to settle
the comparison of the performances.

The detection results for 20dB are respectively displayed
in Fig.4 and Fig.5 for the considered cracks. Note that the red
dash line on the figures marks the detection threshold. For
this first part of the study, it has been settled to the maximum
of the healthy value (leading to Py = 0).

The detection capabilities of CUSUM and KLD for crack
size C4 in 20dB respectively given in Fig.4-a and Fig.4-b
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FIGURE 4. Fault detection using CUSUM and KLD for C4 in 20dB.

x10%

— KLD
- - Threshold

— cusum
|- - - Threshold

Dy
o =« m w A& o o N ® ©

0
0 20000

40000
Samples

(a) Detection using CUSUM

60000 84000 [} 200 400 600 800 1000

Realisations

(b) Detection using KLD

FIGURE 5. Fault detection using CUSUM and KLD for C; in 20dB.

highlights that both methods can easily allow to detect such
fault in this environment. One major benefit of the CUSUM
here is its capability for obtaining the fault change point
location. This can be useful for obtaining the location of the
crack on the plate. Nevertheless, one can notice that the end
location of the faulty data is not clear for this conditions.

Otherwise, for the lowest crack size C; in the same envi-
ronment (20dB), CUSUM fails for the detection of the crack
(Fig. 5-a) while KLD allows a successful detection: regard-
ing the given threshold, the detection using KLD leads to a
probability of detection Pp = 1, but for CUSUM Pp = 0.
This proves the benefit for using KLD in minor fault detec-
tion compared to CUSUM in this environment: the changes
occurred by the fault are too small to be detected using
CUSUM for that conditions.

Considering now the changes in the environment where
SNR = 0dB, we can show the detection ability of the two
methods considering C| and C4. The results are displayed on
Figure 6 and 7.

— cusum
120 |- - Threshold|

02
T T—
0 20000 42000 60000 84000 0 200 400 600 800 1000
Samples Realisations

(a) Detection using CUSUM (b) Detection using KLD

o

FIGURE 6. Fault detection using CUSUM and KLD for C, in 0 dB.

For the crack size C4 (Fig. 6), it can be noticed the reduc-
tion of the efficiency of KLD for detecting such fault widely
influenced by the noise. Lots of missed detection are observed
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(Pp = 0.004 ) with the settled threshold to reach Pgy = 0.
In order to lower the missed detection, Prs can be slightly
increased. Indeed, an optimization between this two latter
must be done to consider the best trade-off performances.
Even with this optimization the performances are not good
enough (Ppy = 0.18 and Pp = 0.84). For the CUSUM, the
detection is still accurate, nevertheless the change point is not
accurate for the end of the faulty data location. Compared
to Fig.4-a, the noise does not influence a lot this crack size
detection with the CUSUM.

x10°%

=
- - Threshold 3.5 (- Threshold

84000 “o 200 400 600 800 1000
Realisations

(b) Detection using KLD
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40000
Samples

(a) Detection using CUSUM
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FIGURE 7. Fault detection using CUSUM and KLD for C; in 0 dB.

Their detection performances for the crack size C; are
shown in Fig. 7, we can see that both of the two techniques
fails in the detection of the crack. We summarize in the
Table 3 the obtained optimal probabilistic detection perfor-
mances for the crack size C; and C4 in the noise conditions
for SNR = 0dB and SNR = 20dB.

TABLE 3. Cracks detection using CUSUM and KLD.

SNR=20 dB SNR=0 dB
Crack Size CUSUM KLD CUSUM KLD
Ppa | Pp | Ppa | Pp | Pra | Pp | Pra | Pp
C1 0 0 0 1 0 0 0 0
Cy 0.11 0.78 0 1 0.11 0.77 0 0.004

It can be noticed that for both of the techniques, the detec-
tion capabilities are Pp = 0 for C; in 0dB. In this case, the
crack severity is too low and the noise in the environment is
too high for these detection techniques. For this crack size
if the SNR = 20dB the detection is possible using KLD.
In the case of C4, the detection performance using CUSUM
is correct for both SNR values Pp « 0.77 but not perfect and
can be improved. Using KLD the detection completely fail
(Pp « 0) for SNR = 0dB but is accurate enough (Pp = 1)
for SNR = 20dB. Indeed, one of the challenges of our new
proposal will be to show how it is possible allow the crack
detection with better performances even for these severe noise
environment conditions.

2) USING OUR PROPOSED ICA BASED JSD PROCESS

First, the detection performances of CUSUM in the frame-
work of ICA-WAVELET for the incipient cracks are studied,
and the results for incipient crack Cj in {0, 5, 20}dB are given
in Fig.8, Fig.9 and Fig.10. It presents that the detection is
possible using ICA-WAVELET-CUSUM when the SNR is
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FIGURE 8. Detection performances of ICA-wavelet-CUSUM for C;in 0dB.
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FIGURE 9. Detection performances of ICA-wavelet-CUSUM for C; in 5dB.
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FIGURE 10. Detection performances of ICA-wavelet-CUSUM for C; in
20dB.

larger than 5dB, however it will cause a large probability of
false alarm even when the SNR is 20dB.

The detection and false alarm probabilities in the case
of ICA-WAVELET-CUSUM for incipient crack size C| and
C4 in several noise level are listed in Table 4. In that case
the detection threshold is optimally obtained based on the
healthy plate ECT evaluation. Compared to the performances
obtained with the CUSUM technique without the ICA and
wavelet feature space, some slight improvement are obtained
in the detection performances for this two crack sizes but
these are not sufficient. The results demonstrate that for crack
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TABLE 4. Cracks detection using ICA-WAVELET-CUSUM.

SNR=0 dB SNR=5 dB SNR=20 dB

Crack Size Pp Pra Pp Pra Pp Pra
C1 0 0.05 0.55 0.05 | 0.58 | 0.03

Cy 0.76 0.1 0.785 | 0.093 | 0.8 0.09

Cy, the detection performance obtained even in 0dB are still
good (Pp « 0.78) but not perfect even with a correct false
alarm probability (Prx < 0.1). For the crack size Cj, the
detection performances are bad for all the SNR conditions
(Pp <0.5).

For this other step of the study, in order to evaluate the
performance of our proposal based on ICA-wavelet-JSD, we
have computed the Receiver Operating Characteristic (ROC)
curve [53], [54]. Then, we give the evolution of the Proba-
bility of detection (Pp) along with the probability of false
alarm (Pgy ) for all the considered SNR values and crack sizes.
For these ROC curves, as it is worthless for engineers when
Prs > 0.5, for this study we will limit the representation of
the ROC curves to Pry < 0.5. In the following, the obtained
performances of our proposal denoted ICA-wavelet-JSD are
compared with the previously used KLD ones described
in section IV-A but also with the ICA-wavelet-KLD.
Figures 11 and 12 respectively display the results obtained
for C1 and Cy.

1 ICA-wavelet-JSD V_S_KLi

— = SNR=0dB KLD
~———SNR=0dB ICA-wavelet-JSD
SNR=5dB KLD
= SNR=5dB ICA-wavelet-JSD
=~ = SNR=10dB KLD
‘SNR=10dB ICA-wavelet-JSD |
= = SNR=15dB KLD
= SNR=15dB ICA-wavelet-JSD
= = SNR=20dB KLD
SNR=20dB ICA-wavelet-JSD

0 0.1 0.2 0.3 04 0.5
Pry

FIGURE 11. Detection performances of ICA-wavelet-JSD and KLD for C;.

We can notice that the performances are improved along
with the SNR (the noise level decreases) and the increase of
the crack size. When the noise level is quite low (SNR =
20dB) the detection performances are perfect (Pp = 1 and
Pps = 0) for all the crack sizes.

When the noise level increases (SNR decreases) the perfor-
mances are affected. Nevertheless, our proposal shows better
performances than KLD. As an example considering a settled
Ppy value as Py = 0.05, the Pp, in the same noise level and
crack conditions, is higher for the [CA-Wavelet-JSD method
than that for the KLD one.

Indeed, when the SNR > 10dB, the detection capability of
ICA-wavelet-JSD is 100% (i.e. Pp = 1) from an extremely
low Pgy value whatever the crack size.
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FIGURE 12. Detection performances of ICA-wavelet-JSD and KLD for C,.
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FIGURE 13. Detection performances of ICA-wavelet-JSD and KLD versus
SNR.

The proposed methodology based on ICA-wavelet-JSD
is then the most efficient one to properly detect the minor
cracks Cq, C, C3 and C4 even in high environmental noise
conditions. The results displayed in Fig.13, confirms the
benefit of our proposal. In this figure we plot the detection
performances obtained for the four sizes cracks in different
perturbation level while minimizing the Bayes risk denoted
as the cost function: the detection threshold is then optimal.
The cost is here calculated as the sum of the optimal Ppy
and Pysp values. The lower cost tends to the better detection
performance. The results for each crack size demonstrate
that the optimal detection performances of the two methods
increases with the SNR increases. Moreover, for the same
SNR values, ICA-wavelet-JSD always supports better detec-
tion performances than KLD for each crack size.

For further showing the detection advantage caused by
Jensen-Shannon divergence, and really appreciate the benefit
of the Blind source decomposition coupled with wavelet
transform for the evaluation feature space, we compared
the detection performances of ICA-wavelet-JSD and ICA-
wavelet-KLD. Fig.14 shows the evolution of the Probability
of detection along with the probability of false alarm for crack
size C1 and Fig.15 shows the detection performances for the
crack size Cy. For these two figures, the SNR values inducing
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FIGURE 14. Detection performances of ICA-wavelet-JSD and
ICA-wavelet-KLD for C;.
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FIGURE 15. Detection performances of ICA-wavelet-JSD and
ICA-wavelet-KLD for Cg4.
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FIGURE 16. Detection performances of ICA-wavelet-JSD and
ICA-wavelet-KLD versus SNR.

the highest noise severity (SNR = 0dB, 5dB and 10dB) and
impacting the detection probability are remained selected for
the figures representations. In figure Fig.16, the evolution of
the cost is summarised for the different noise levels in the
paper considered range ([0dB; 20dB]).

These latter results demonstrate that for a given prob-
ability of false alarm and in the same noise level, the
detection performance of ICA-wavelet-JSD is better than
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ICA-wavelet-KLD. More the crack size is severe and higher
is the benefit of the JSD in the ICA-wavelet feature
space compared to KLD. This proves then the detection
advantage using Jensen-Shannon divergence compared to
Kullback-Leibler one and highlight the importance of the
blind source decomposition and the wavelet transform for the
working feature space.

B. ESTIMATION PERFORMANCE ANALYSIS

Based on the good detection ability of our process, we pro-
pose in this section to give an estimation of the crack sever-
ity. This estimation is based on the proposed model given
in (36). The estimated value a in the wavelet filtered signal is
directly linked to the original impedance data information,
the ICA mixing matrix elements, and the wavelet filtering
strength. For our work, this model is given considering sev-
eral assumptions:

o The fault amplitude is constant all over the faulty sam-
ples. Considering that we evaluate incipient cracks, very
low variations due to the crack will be noticed in the
complex impedance signal. This very low information
can be considered quite constant in the studied signals.

e The fault is independent to the noise. The noise and
the fault severity will have independent variations. The
noise has then the same influence on the healthy signal
than on the faulty one.

o The healthy and the faulty signal has the same mean
value. The presence of the incipient fault do not induce
any changes in the mean considered signal compared to
the healthy one.

o The considered filtered signal is gaussian distributed. If
we consider that with the ICA one of the source in the
mixture can have a normal distribution, the correspond-
ing filtered signal with the wavelet transform can also be
considered as gaussian distributed. The model can then
be used to obtain a realistic fault amplitude estimation.
In the case of this gaussian assumption is not validated,
the estimation accuracy will be reduced.

For validating our proposed estimation model, the consid-
ered crack sizes are listed in Tab. 5. The corresponding Fault
to Noise Ratio (FNR) are calculated to confirm the incipient
condition [45] defined as settled with negative or null FNR.
The FNR values are obtained considering the variance of
the impedance signal in healthy conditions according to the
proposal in [7]. For the considered cracks, more the FNR is
negative more incipient the fault is. Based on this evaluation,
all the considered crack sizes are considered as incipient in a
given noise environment.

The calculated healthy and faulty pdf are compared for
all the crack size. For the largest crack C; the results are
displayed in Fig. 17.

‘We can denote no obvious changes in the mean of two pdfs.
Moreover the signal distribution is close to a gaussian one.
Thus the estimation model can be used to evaluate the fault
severity for cracks smaller or equal to C7.
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TABLE 5. Considered crack surface and experimental FNR.

Notation  Area (mm?) | (mm) d (mm) FNR (dB)
Cq 0.01 0.1 0.1 —29.3
Co 0.02 0.1 0.2 —20.1
Cs 0.04 0.2 0.2 —16.8
Cy 0.08 0.4 0.2 —9.63
Cs 0.12 0.6 0.2 —5.85
Ce 0.16 0.4 0.4 —4.5
Cy 0.24 0.6 0.4 0.21
0.6
0.5
0.4r
031
0.2r
011

0
-4

Xfil

FIGURE 17. Pdfs for crack size C;.
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FIGURE 18. Estimated fault severity versus crack surfaces.

In Fig.18 we present the calculated fault severities obtained
using our proposed estimation model. It shows that the esti-
mated fault severities increase along with the surface area.
This results proves that the derived estimation model can
allow to evaluate the incipient fault level successfully.

VIi. CONCLUSION

In this paper, we proposed a new fault diagnosis method based
on the ICA-wavelet-JSD combination for the minor cracks
detection and estimation in high perturbation levels. The ben-
efit of using a blind source separation function coupled with
wavelet transform and Jensen-Shannon Divergence is dis-
cussed and validated. The limitations of the literature are first
highlighted for methodologies based on Kullback-Leibler
divergence and Cumulative Sum. The benefit of our proposal
is discussed and its detection performances is proved as
the most efficient one in high noise levels. For estimation
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purpose, we derive a theoretical model for our process and
we show its efficiency for several incipient crack severities.
Our proposed diagnosis process is then well validated for
experimental crack detection.
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