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ABSTRACT Recently, physically unclonable functions (PUFs) have received considerable attention from the
research community due to their potential use in security mechanisms for applications such as the Internet of
things (10T). The concept generally employs the fabrication variability and naturally embedded randomness
of device characteristics for secure identification. This approach complements and improves upon the con-
ventional cryptographic security algorithms by covering their vulnerability against counterfeiting, cloning
attacks, and physical hijacking. In this work, we propose a new identification/authentication mechanism
based on a specific implementation of optical PUFs based on electrochemically formed dendritic patterns.
Dendritic tags are built by growing unique, complex, and unclonable nano-scaled metallic patterns on
highly nonreactive substrates using electrolyte solutions. Dendritic patterns with 3D surfaces are technically
impossible to reproduce, hence they can be used as the fingerprints of objects. Current optical PUF-based
identification mechanisms rely on image processing methods that require high-complexity computations and
massive storage and communication capacity to store and exchange high-resolution image databases in large-
scale networks. To address these issues, we propose a light-weight identification algorithm that converts
the images of dendritic patterns into representative graphs and uses a graph-matching approach for device
identification. More specifically, we develop a probabilistic graph matching algorithm that makes linkages
between the similar feature points in the test and reference graphs while considering the consistency of their
local subgraphs. The proposed method demonstrates a high level of accuracy in the presence of imaging
artifacts, noise, and skew compared to existing image-based algorithms. The computational complexity of
the algorithm grows linearly with the number of extracted feature points and is therefore suitable for large-
scale networks.

INDEX TERMS Optical PUF, graph matching, image identification, IoT security, identification tags.

I. INTRODUCTION

Visual information accounts for more than 90 percent of
human perception of the surrounding world [1]. Therefore,
most identification and authentication processes traditionally
rely on image processing. Examples of image-based identifi-
cation methods are countless. For instance, processing facial
images [2], fingerprints [3], iris [4], outer ear shape [5],
and gait analysis from video frames [6] are among the most
popular methods developed for human identification. Identi-
fication tags are commonly used in supply chains, distribu-
tion systems, logistics, transportation, and related industries.
For instance, barcodes, and QR codes are widely used to
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translate text-based identification information (e.g., product
ID, fabrication date, manufacturer, and the country of ori-
gin) into 1-D and 2-D patterns with universal mapping [7].
According to a recent survey conducted by Statistia [8],
in the US alone, an estimated 11 million households will
scan a QR code in 2020. Barcodes and QR codes have been
a successful ubiquitous identification method due to their
advantages such as low-cost fabrication, affordable readers,
high accuracy and light processing requirement, compared
to more costly and intricate electronics-based identification
methods, such as RFID. However, due to their plain 2-D
structure, they are easily copiable, and hence are vulnerable
to cloning attacks, and so anti-copy methods are currently
under investigation [9], [10]). Their vulnerability to coun-
terfeiting questions their utility, especially for more sensitive
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FIGURE 1. A sample dendrite object (magnified, top). The dendrite wafer
panel (bottom left) includes 24 x 24 = 576 dendrite objects. The US
Quarter Dollar is included for scale.

applications such as federal and military supply chains which
are facing growing threats from the insertion of low-quality
fake parts [11], [12]. To protect these sensitive supply chains,
it is desired to use unclonable visual-tags as a trust mark for
the item it is attached to. It is noteworthy that RFID and
other microelectronics tags are highly susceptible to hostile
cloning due to recent advances in cryptographic hacking
methods involving side-channel attacks [13], focused ion
beam (FIB) [14] edits, micro-probing, and chemical mechani-
cal polishing (CMP) tear down after removing the passivation
layer on the chip [15].

One major drawback of image-based identification meth-
ods (e.g., face recognition) is the need for huge storage and
communication capacity for identification systems to main-
tain and exchange a valid copy of reference images. This
can be troublesome when the identification system is scaled
to include a large number of devices such as those found
in the Internet of Things(IoT). Furthermore, image-based
identification methods can be computationally expensive for
IoT nodes with limited processing powers.

Dr. Kozicki’s (co-author) team at Arizona State
University (ASU) have invented a new proof-of-concept tag-
ging technology, called dendritic identifiers, which involves
electrodeposition of metallic structures on substrates con-
taining electrolytes to provide unique information-rich pat-
terns [16], [17]. A sample dendrite is shown in Figure 1.
The inherent randomness of multi-scaled dendritic patterns
1 provides high-entropy object-specific identifiers. Further,
due to the nature of the electrodeposited material which
exhibits a 3D faceted surface, it is virtually impossible to
clone any of the dendrites with existing technology. There-
fore, these dendritic objects have great potential to be used in
image-based identification methods.

In this paper, we propose a low-complexity and high-
reliability image-based identification algorithm that has been
developed for such dendritic patterns that use a simple
cellphone-based imaging system. The core idea of the pro-
posed method is the translation of the intricate dendritic
patterns into representative graphs, which converts the com-
putationally expensive image-based identification problem
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into a much lighter graph matching algorithm without a
significant degradation in the identification accuracy. This
approach also eliminates the need for massive storage and
communication capacities in large-scale networks. Using a
novel feature extracti on as well as a probabilistic matching
approach, the proposed method is robust to imaging artifacts
such as rotation, skew, scaling, noise, and scratches. We pro-
vide intensive simulations and compare the performance of
the proposed algorithm to similar methods.

Il. BACKGROUND INFORMATION AND RELATED WORK
Before proceeding with the details of the proposed solution,
we provide a short review of Physical Unclonable Func-
tions (PUFs), image-based identification methods, and graph-
matching algorithms.

A. RELATED WORK ON OPTICAL PUFs

PUFs based on electronic devices are widely used as a reli-
able means of identification and authentication since they
exploit the natural randomness and the fabrication variability
of each device to produce as a unique and unclonable device
identifier. Examples of electronic PUFs include ring oscilla-
tors [18], programmable delay lines [19], arbiters [20], and
memory arrays [21]. A key advantage of the use of electronic
PUFs for identification is that little or no additional cost
is incurred at the device level as they use existing device
elements. However, they cannot be considered fully secure.
For instance, cloning attacks on static random access memo-
ries (SRAMs) have become possible by reprogramming the
tendency of a cell using focused ion beam circuit edit [22].
In addition to the vulnerability of electronic PUFs to side-
channel attacks [23], [24], there exist two limiting factors.
Firstly, complicated custom-built circuitry is often required
for the identification purpose that can make the reader costly
compared to optical PUFs that can be interrogated by a
software-based method through a simple camera. Secondly,
electronic PUFs are usable only for specific microelectronic
devices, hence they cannot be considered as a universal and
low-cost solution for other applications. Optical PUFs use
the similar concept of extracting unique, random, and high-
entropy features from images for identification purposes.
For instance, [25] proposes the use of a speckle fluctuation
phenomenon caused by a laser passing through inhomoge-
neous transparent objects for the identification of mm-scaled
objects. An array of commercial LCD arrays with 623 nm
laser emission is used to implement an optical PUF that
improves upon digital holography in terms of accuracy [26].
These methods provide high accuracy but require a precisely
designed optical pipeline with accurate object placement in a
lab setup, hence they are not suitable for commercial use. In
this paper, we use the specific properties of dendritic patterns
that include recognizable, but unclonable nano-scaled pat-
terns to implement a highly reliable optical PUF. In contrast
to laser-based methods, our method is fully software-based
and uses commercial cameras, such as cellphone cameras.
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B. IMAGE RECOGNITION TECHNIQUES

Image-based recognition methods involve several approaches
and span a wide range of applications. They typically
involve the sequential steps of detection, feature extraction,
and matching. For instance, in face recognition methods,
the steps include (i) detect and localize the face in the picture,
(ii) extract numerical information or descriptive features from
the face images and (iii) compare it with those extracted from
one or multiple reference images [27]. The facial features
include visual features, statistical pixel features, transform
coefficient features, component-based and holistic represen-
tational features, and algebraic features. Recently, learning-
based features that utilize dictionary learning from a large
set of images have shown superior performance over con-
ventional methods [28]. For instance, facial images may be
projected into lower space using dimensionality reduction
methods (e.g., Eigen-face [29]) to enhance the accuracy of
recognition step.

As mentioned earlier, feature selection methods are an
important part of image-based identification methods. Some
feature selection methods have been developed for specific
applications like face recognition [30], fingerprint identifica-
tion [31], and cross-spectral biometric imaging [32], while
others have been developed for general images. For instance,
the popular scale-invariant feature transform (SIFT) algo-
rithm and its variants perform image comparison by match-
ing a refined selection of key-points obtained from both
images based on the distance of Gaussian (DoG) method.
Its performance is robust against the scale and orientation
of the object by the use of local feature coordinates and
multiple scales for the key points [33]. The speeded up robust
features (SURF) technique can be viewed as an accelerated
version of SIFT that uses Hessian matrix approximation
(instead of DoG) to locate key points and uses Haar wavelet
response (instead of the orientation histogram) to find the
key-point orientation [33]. The features from accelerated
segment test (FAST) is used to detect the features of input
images. Unlike SIFT [34], FAST does not rely on DoG, rather
it identifies the feature points when the summation of the
absolute value of the difference between 9 or 12 continuous
surrounding pixels and the middle position is greater than a
threshold. However, FAST is not robust in noisy conditions.
Another recently developed method is the maximally stable
extremal regions (MSER) [35]. In this method the image is
binarized frequently by decreasing thresholds. The regions
that show less variations in consecutive binarization stages
are identified as maximally stable regions.

Some other commonly used feature selection methods
include Harris et al. [36], histogram oriented gradient (HOG),
binary robust invariant scalable keypoints (BRISK) [37], and
the modified version of Harris-Min Eigen [38].

For our work, considering the special topology of dendritic
patterns, we locate feature points in terms of bifurcations
and leaves of the dendritic tree which is naturally robust
to noise, orientation, scratches, and skew. Our results show
that this method outperforms similar feature selection and
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descriptors methods when matching dendritic patterns since
it is customized to the special morphology of dendrites.

The steps of feature selection, dimensionality reduction,
and recognition can also be integrated into one algorithm. The
most popular approach is using deep learning methods like
convolutional neural networks. For instance, convolutional
neural networks(CNN) have shown unprecedented power in
exploiting deep local and global features from images. One
milestone was Krizhevsky’s very powerful CNN implemen-
tation, called ImageNet [39]. Since then many other imple-
mentations of CNN including AlexNet [39], VGG16 [40],
VGG19, and GoogleNet [41] have been proposed to develop
image based classification and object recognition tasks by
stacking more layers and realizing more powerful and flexible
architectures. A good review of these methods can be found
in [42]. However, this is more relevant for classifying objects
with similar image descriptors, hence not directly applicable
to our case of optimal match finding where the goal is to find
the most similar reference dendrite among a subset of ref-
erence dendrite images with completely random and unique
patterns. Secondly, deep learning methods with thousands of
parameters require a large dataset of high resolution images,
and computationally expensive training phases, something
not affordable in low-power tiny IoT devices, and in low-cost
volume labeling technology. In this paper, we intend to design
a light-weight algorithm that does not require too much com-
putation power, and high storage for saving high resolution
images to achieve an acceptable accuracy and flexibility.

C. REVIEW OF GRAPH MATCHING ALGORITHMS

Our proposed method converts the images of dendritic pat-
terns into directed acyclic graphs (DAG) with tree struc-
tures. The extracted graph provides a numerical representa-
tion of the dendrite, hence graph-matching approaches can
be used to evaluate the similarity between two dendrites for
identification and authentication purposes. Graph matching
is a powerful technique for similarity assessment for dif-
ferent applications such as object recognition [43], protein
classification [44], face recognition [45], and finger print
identification [46]. In our method, the similarity between
two dendritic patterns is assessed by calculating the distance
between matching nodes’ parameters that quantify the length
and orientation of corresponding branches.

In most applications, the matching problem boils down to
finding graphs with similar structures that include exact and
inexact matching, join matching of multiple graphs, higher-
order matching, etc., [47]. The exact graph matching with
zero-distortion node mapping, the so-called graph isomor-
phism is known to be in NP (neither P nor NP-complete).
However, there exist special structures like planner trees that
can be solved in linear time [48]. The majority of heuris-
tic algorithms proposed for this problem are computation-
ally intensive [49]. Another major challenge of using graph
matching methods for image recognition is the sensitivity
of extracted features to noise and image artifacts [50]. For
instance, the majority of graph matching algorithms such
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FIGURE 2. Conceptual block-diagram of dendrite-based identification/authentication system.

as greedy algorithms and labeling methods that employ full
graph structures for comparison purposes demonstrate expo-
nential complexity with the number of nodes for worst-
case scenarios [51]. Graph matching problems can also
be cast as nonlinear optimization problems. Using some
sort of relaxation in labeling can significantly reduce the
computational complexity compared to the exact labeling
methods [52]-[54]. Another technique to reduce complexity
is subgraph matching which is based on reducing the full
graph matching to multiple smaller subgraph matching sub-
problems [55].

In addition to the aforementioned complexity issue, most
of these algorithms are appropriate only for topology match-
ing of unweighted graphs but this does not apply to weighted
graphs or our case of attributed graphs, where each node is
associated with a weight representing the respective branch
morphology.

In this paper, noting the special structure of dendritic
patterns, we propose a low-complexity graph matching algo-
rithm that uses an ad-hoc bottom-up method for graph match-
ing. The core idea is to link similar nodes between the test and
reference graphs based on their node metrics, and iteratively
refine the linkages (by breaking the loose linkages) based on
the calculated consistency scores of their local subgraphs.
The proposed method has been customized for tree-based
graphs and presents a computational complexity that grows
linearly with the number of nodes, thereby being faster com-
pared to the other more general methods.

The rest of this paper is organized as follows. In section I,
the details of the proposed method of converting dendritic
patterns into attributed graphs are given. The proposed graph-
matching algorithm are elaborated in section I'V. Section V
includes experimental results to verify the robustness of the
proposed method in the presence of various image distortions.
Concluding remarks are provided in section VI.

lil. METHODOLOGY
In this section, we elaborate on the details of the proposed
approach of using dendritic patterns to implement a reliable
mechanism for object identification and authentication in
large-scale networks.

The conceptual block diagram of the system is shown
in Figure 2. Each object has an embedded dendrite tag. The
numerical information of tags is extracted and stored as a
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representative tree structure in a network-based database dur-
ing the registration phase. The dendritic tags can be used
for both identification and authentication tasks, depending
on the application-specific requirements. In the identification
scenario, when a new object enters the network, a visual
inspection is initiated by the reader at the entry point of
the network. The unlabeled (anonymous) extracted numerical
information (in terms of the representative tree) is exchanged
with the database through secure communication. The test
tree is compared against the reference trees and if matching
with a similarity score above a predefined threshold is deter-
mined, the object is recognized as being valid and identifica-
tion is thereby confirmed.

In the authentication scenario, the extracted tree along with
its unique ID is sent by the reader to the network, and access
is granted only if the similarity between the test tree and the
associated reference tree is above the threshold, otherwise
verification is denied. Both methods rely on the similarity of
extracted numerical information between the test object and
the corresponding record in the database. The identification
scenario is more appropriate for small-scale networks while
the authentication mechanism is suitable for both small-scale
and large-scale networks since the object is compared only
against the respective reference database record. Finally, note
that the extracted numerical information can be combined
with random numbers and temporary information to gen-
erate encryption keys for secure wireless communication
(e.g., ciphering key (CK) in the non-access stratum (NAS)
security algorithm in the long-term evolution (LTE)
system [56], [57]). Regardless of the use case, the core of the
image-based authentication includes two steps of (i) numer-
ical representation of dendritic patterns in terms of graphs,
and (ii) assessing the similarity between the test graph against
a reference graph in the database using graph-matching algo-
rithms. The following sections elucidate the operation of the
proposed framework for the image-based authentication of
dendritic tags.

A. IMAGE PRE-PROCESSING

The images taken from the dendrite object can be noisy due
to imaging artifacts, the camera’s accuracy, uneven illumi-
nation, and other factors. Also, the image quality may be
compromised due to dust, dirt, scratches, etc. which can
accumulate during use in operating environments. The goal
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FIGURE 3. The image processing steps applied to the reference dendrite (top row) and the noisy version of the test
dendrite (bottom row). The columns represent: (a) the original image, (b) the Image in YCbCr space, (c) the image after
segmentation, (d) the binarized image, (e) the extracted and thinned skeleton, (f) the extracted graph vertices (feature

points), and (g) the representative graph.

of this stage is to clean up the images of artifacts and extract
the skeleton of the dendritic pattern from the captured image.
This skeleton is then converted to a representative tree and
then used in the subsequent graph-matching algorithm. To
illustrate the image pre-processing sequence, we selected
a dendritic object from an array of objects created by the
growth of silver dendrites on a microfabricated substrate. The
captured dendritic images undergo the following sequential
steps, as shown in Figure 3 for the test and the reference
images:

1) YCbCr CONVERSION

The captured image is first converted to YCbCr color space.
In this space, it is easy to represent colors in terms of
one luminance component and two chrominance compo-
nents. RGB space is not preferred for image segmenta-
tion because the space is not uniform and all components
should be quantized with the same precision. On the other
hand, YCbCr can mimic the properties of the human eye,
which is more sensitive to the light intensity changes and
less to the hue change. Therefore, YCbCr is preferred for
image segmentation [58]. Considering the dendritic object
shown in Figure 3, it is noticeable that the reference image
(top image in Figure 3(b) is much brighter than the bot-
tom image which has high Gaussian noise. The high con-
trast of the image facilitates the dendritic skeleton extraction
process.

2) DENOISING AND QUALITY ENHANCEMENT

In order to eliminate the noise and imaging, an adaptive
median filter [59] is applied to smooth out the image and
suppress the noise around the pattern. An exemplary image
after denoising is shown in Figure 3(c).

3) BINARIZATION

By thresholding the pixel values with respect to the median
of the pixel intensity histogram, the extracted pattern is con-
verted to a monochrome image.
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4) CONTIGUITY TEST

Noting that the main pattern is a tree-shaped connected
structure, disjoint patterns should be removed. Therefore,
a small object removal method (particle filtering) is applied
to exclude the patterns, which are most likely due to scratches
and imaging artifacts. The result of this step is shown
in Figure 3(d).

5) CENTRE DETECTION

The dendritic patterns emerge from a centered circle. The
center represents the root note and the level-2 nodes lie on the
perimeter of the circle. To locate the circle, we use the Hough
transformation [60] that provides the center and radius of the
circle.

6) THINNING

To facilitate extraction of the coherent tree skeleton,
the widths of branches are narrowed down to a unit-pixel
width, as shown in Figure 3(e). The thinning is performed
by following the root node towards the leaves of the tree and
removing the extra pixels on both sides of the branches. The
thinned tree is used to extract the skeleton and the bifurcation
and leaf points of the tree (shown by red dots in Figure 3(f)).

7) KEYPOINT EXTRACTION

The extracted skeleton of the dendritic image is a binary
image with two segments including the one-pixel-wide pat-
tern and the background. At this step, we convert the extracted
pattern to the representative graph. The tree is determined by
pixels with three different types of feature points including
(i) the root node (i.e., the center of the circle), (ii) seed points
(the nodes at the first level, where branches emerge from
the circle), (iii) the bifurcation nodes, and (iv) the leaves
(terminating pixels). The rest of the pixels are considered
regular points and do not contribute to the tree representation.
we use keypoint and feature points interchangeably in this

paper.
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FIGURE 4. Overview of the proposed feature extraction method. the 3 x 3
sliding window, (b) A sample dendritic partial after preprocessing and
skeletonizing step, where the black pixels (1) represent the skeleton and
white pixels (0) represent the background; (c) The 3 x 3 filter with pixel
indexes shown by set W, at current position; red pixels represent the
previous center of the filter and blue pixels represent the newly visited
pixels by the window at its current position, i.e. W; \ W;_;; (d) The
obtained indicators [l;, J;] = g(W;, W;_) obtained by evaluating the
filter at its current and previous positions to determine the type of pixels.

To identify these nodes, we scan a 3pixel x 3pixel filter
along the branches from the root node (center of the dendritic
structure) towards the leaves of its tree-like structure using
depth first traversal method, as shown in Figure 4. Note
that we use the binarized image, where black and white
pixels respectively represent the dendrite pattern and the
background as shown in Figure 4(b). At each step, we move
this 3 x 3 window one pixel in the direction of the branch (up,
down, right, left) to visit and identify keypoints (bifurcation,
and end nodes). Suppose that W; is a set of the index of
black (foreground) pixels visited by the sliding window at
time point ¢, where the center of the window is the pixel under
investigation. The point type is determined by comparing the
pixel values visited by the 3 x 3 filter at its current and previ-
ous positions, or equivalently by comparing the sets W, and
W;_1. More specifically, we form two indicator functions.
The first indicator /; counts the number of newly visited black
pixels after moving the filter to its current position (shown by
blue color in 4(c)). If W; and W;_; respectively represent
the set of black pixels visited by the filter at time points # and
t — 1, then I, = W, \ W;_1|, where |S] is the cardinally of
set S. Intuitively, we have the following set of rules:

I, =0: Seed Point or End Point

I =1: Regular Point

2 < I, <3: Bifurcation Point or Regular Point
I, >4: Bifurcation Point

There is no confusion between the seed points (first-level
nodes) and the end points (leaves), as they are present,
respectively, at the beginning and end of the tree traversal.
However, since the bifurcation nodes can be confused with
regular points for 2 < [; < 3, we define the second
indicator J; that computes the number of transitions from 0
(white) to 1 (colored) pixels and vice versa when traversing
the 8 surrounding pixels of the filter (i.e., transition from
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FIGURE 5. (Left): A silver dendrite grown on synthetic paper that had
previously been soaked with a liquid electrolyte (Right): extracted
features points are shown by red dots.

pixel 1 to pixel 2, from pixel 2 to pixel 3, ... and pixel 8
to pixel 1). More specifically, if we label the pixels of the
current filter as shown in Figure 4(a) and represent the value
of pixel i with pw (i, ), then J; is defined as:

n=8
Ji=) lpw(l +mod i.8).0) = pw(i.Dl. ()
i=1
where mod (i,j) is the remainder of i divided by j.
If J; < 4 represents two branches emerging from the current
point, one towards the root and one towards the leaf, it is
therefore considered as a regular point. Otherwise, J; > 6
represents a bifurcation point with more than two branches.
Figure 4(b) represents sample points of different types.
In summary, the decision rules can be stated as:

I;=0: Seed Point or End Point
I;=1: Regular Point 3)
2<I; <3andJ; <4: Regular Point

else : Bifurcation Point

Figure 5 represents a dendritic image along with the feature
points (seed, bifurcation, leaves) extracted using the method
discussed above. As may be seen in this figure, the extracted
keypoints can be different from the original pattern due to
noise and imaging artifacts.

B. GRAPH REPRESENTATION OF DENDRITES

The extracted feature points determine the morphology of the
extracted skeleton. At this stage, we complete the process
by extracting the numerical information associated with the
feature points that fully determine the tree. Each tree is rep-
resented by an attributed directed acyclic graph G = (V, E),
where V. = {ny,ny,...,ny} is the set of N vertices and
E = {eyli,j = 1,2,...,N} is the set of edges. We have
ejj = 1 if node n; is the direct parent of node n; or vice versa;
otherwise we set e;; = 0. To construct the attributed graph,
we traverse the tree from the root node (the center of the
circle) towards the leaves visiting and weighing all the feature
points including seed, bifurcation, and leaves. Each node n;
(or equivalently the edge e;j; that terminates at this node) is
assigned with a vector (/;, 6;), where /; denotes the distance
from the current node to its parent and 6; represents the
orientation of the branch. For instance, if the position of #; is
(xi, yi), and its parent is n; = P(n;) with position (x;, y;), then
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FIGURE 6. Numerical representation of the extracted skeleton through
weighing the nodes. Each node n; is associated with (/;, 6;) representing
the length and orientation of the straight line connecting n; to its parent

P(n;j).

we have [; = \/(xi —x)? + (i —y))? and 6; = l‘an_l}%-
This concept is presented in Figure 6.

IV. GRAPH MATCHING ALGORITHM

In this section, the proposed consistency-penalized graph-
matching (CPGM) algorithm is presented. The idea is to
find the best mapping between the nodes of the test and
reference graphs, respectively, denoted by G and G.
Once the mapping is established, the similarity score is
calculated and this establishes the legitimacy of the test
graph.

In [61], we proposed a graph-matching algorithm that
takes a top-down approach. The idea was to start with the
root node and make a linkage between the nodes of the
test and reference trees at the first level such that the total
distance between the paired nodes is minimized. Once the
level-1 nodes are paired, we investigate each level-1 pair of
nodes and make linkages between their children (the second-
level nodes). The algorithm is continued until all nodes are
mapped between the test and the reference trees. This method
performs well in low-noise regimes but is extremely sensi-
tive to the level-shifting errors due to noise and scratches.
A scratch may cause a fake bifurcation node or may delete
an existing branch from the test tree and consequently may
compromise the level alignment. This error causes all the
nodes in the emerging subgraph to be shifted up or down in
the tree structure. In other words, this method suffers from
the error-propagation issue, as all the nodes in the emerging
sub-graphs of a miss-aligned node in the test tree are mapped
to wrong nodes in the reference tree causing the algorithm
to perform poorly. The impact is higher if the misalignment
occurs in the lower levels. To avoid this issue, we proposed an
embedded level re-alignment algorithm in [61] that attempts
to realign the out-of-sync levels. However, this method can
only repair 1-level shifts. Inspired by this observation, here
we adopt a substantially different approach based on ad-hoc
matching.

Notations: Before proceeding with the details of the pro-
posed algorithm, we define our notatlons We use n(r) l(r)
Qi(r) to respectively denote the i’ node in the test tree, and

the length and the orientation of the edge connects nl(r) to its
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parent. In general, we use subscripts to denote the node index
and postscripts to denote the corresponding tree. Likewise,
N® and N, represent the number of nodes in the test and
reference trees. The set of the children of node n; is given by
C(n)) = {njIP(nj) = n;}. Likewise, the set of the siblings
of node n; is given by S(n;)) = {nj|P(n;) = P(n;)}. The
depth of node »; is the minimum number of edges to reach
the root node and denoted by dep(n). The set of nodes at
level i is defined as Dgt = {nj|dep(n;) = i}. We also define
notations for establishing linkages (pairing the nodes between
the test and reference trees) that is the core of the roposed
algorithm. We use n(t) 7" to show that nodes n and n(r)
are linked. We show the set of nodes with an actlve hnkage
in the test and reference trees by LD and £, Furthermore,
LED = A{(n,m)n € LD, m e L7, Link(n, m) = 1} denotes
the set of active links between the test and reference trees.
Finally, we define the set of free nodes as the complement of
linked nodes Vf(rtge = VO\ LD and Vf(rre)e = VN L") where
A\ B means the set of members of A excluding the members
of B. We omit the postscript when it is clear from the context
for notation convenience.

A. OVERVIEW OF THE ALGORITHM

The proposed algorithm is initialized by setting all the nodes
as free nodes. Then, it takes an ad-hoc approach to make
linkages between the free nodes of the test and reference trees
based on their pairwise distances. Then, the consistency of
the links in terms of their nodes’ local subgraph including
their parents, direct children and siblings is assessed. The
consistency scores are compared against a predefined thresh-
old; the links with higher consistency scores are more likely
to represent correct matches, hence their linkages remain
established. However, the nodes with less consistent sub-
networks are more likely to be wrong matches, hence their
links are broken. Next, we execute the mapping algorithm
only for the free nodes with no active linkage. We repeat this
algorithm until the mapping converges, the desired similarity
achieved, or the maximum number of iterations is reached.
The following are the details of the different components of
the algorithm.

B. NORMALIZATION

To realize a fair and scale-invariant pairing mechanism and
also avoid sensitivity to the units of the length and angle,
we normalize the node metrics (I;, 6;). More specifically,
we use t; — (l; — u(ly)/o(lp), and 6; — (6; — w(6;))/o (6;),
where (.) and o(.) are the mean and standard deviation of
parameters calculated using all nodes of the graph.

C. NODE PAIRING

An important part of the algorithm is making linkages
between free nodes of the test and reference graph. The
linkages are made based on the similarity of the associ-
ated node metrics (/;, 0;) as well as their depth level dep(n).
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FIGURE 7. Demonstration of the use of consistency check to eliminate
matching errors. The length of branch terminating at point B’ is shrunk
from Ig = Izg to Iy = Iy g due to the noise-related fake branch (red
dots). Its level also is changed dep(B’) : 1 — 3, therefore this node B’ in
the reference tree is mistakenly mapped to node E with similar branch
length and orientation in the reference tree instead of node B. The
consistency verification identifies and filters out these wrong linkages.

More specifically, we define the following distance metric:
(ty (r)
d(n;”, n; )
min{dep(n;),dep(n;)}—1

= (1 - Z (6“0 - 12)°)

+y (61— 60)° + aldep(n)”) — dep(n(’))l) . @

where «, 8, and y are tuning parameters between 0 and 1
to balance between the importance of the depth of the node,
the length of the branch, and the orientation of the branch.
Also, in order to mitigate bias to the insertion and deletion of
fake branches that affect li(t), we use the accumulative length
by summing over the links from the current node to the root
node, while penalizing the relative importance of the link
lengths as we move away from the current node. This factor
is represented by me{dep(n - dep()} (,Bk( 19— (r)) ) in (4),

where /; (Z) is the distance of the k" ancestor of node n; to its

(k + 1)’ ancestor. In other words, we FUt more emphasis in
the distance to the direct parent (/; 0 _ l ) and less on the k"
order ancestors by enforcing the penahzatlon factor gX.

In order to perform the pairing, we iteratively pairs free
nodes (the nodes with no active linkages) between the test
and references trees until the algorithm converges to a stable
linkage. To this end, we use the Hungarian algorithm, also
known as Munkres assignment [62] that can pair the elements
of two sets based on a given distance metric without exhaus-
tively examining all possibilities. In this paper, we use this
algorithm to pair the nodes of G® and G based on level-
distance metric d (nEI), n/(.r) ) defined in (4).

D. CONSISTENCY ANALYSIS

The results of the Munkres Assignment in the previous section
might not be accurate due to the noise-related graph topol-
ogy changes. An illustrative example of such a scenario is
presented in Figure 7, where one node in the test pattern
undergoes substantial changes in its metric (i.e., n?) in this
case) due to fake branches caused by scratches. In such
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Algorithm 1 Consistency-Penalized Graph Matching
Algorithm

Inputs: test graph G = (V® | E®); reference graph
G = (v, EM); desired similarity score Hmin
Outputs: Similarity score H; optimal linkage £
Initialization:

Add all nodes to the set of free nodes V([) =V®, and

v = v, Equivalently L) = {}, L(r) -0,
LED =)

Set parameters «, 8, ¥, &, Be, Ve, ltermax, Te
Set terminationFlag < False: t = 0O;
while NOT terminationFlag do
t=t+1;
E(t o) Munkers(thr[e)e, f(rre)e’ d(): Establish
optimal linkage using Munkers
Assignment and distance metric
defined in (4)
for all links Li; = (n;, n;) € L") do
Calculate consistency score S¢(L;j) = f(n;, n;)
using (5)
Calculate link-break prob. Ppreax(L;j) using (6)
Select link L;; with Prob. Pyreax(Lij)
if link L;j selected then
£§t’r) <« [,Y’r) \ {(ni, nj)} break the
links
LO — LEDN {n)
L) ) \ {n}
end

end
compute matching rate R,, using (7)
Check termination criteria:
compute similarity score H using (8)
if H > Hmin or t > Itermax or Ry, > 90% or
£en = Ef’fl) then
| terminationFlag<— True
end

end

scenarios, the node my be mapped to a wrong node with
similar metrics in the reference pattern. Here, we propose
the novel method of consistency-check for the paired nodes
as follows. This step essentially examines the established
linkages and provides a consistency score denoted by S.(L;;)
for all links L;; € £"). The idea is to investigate the nodes

(1) and " that make the linkage L;; in terms of their parents

(P(n?) ), P(n/(.r))), the sets of their children (C(ngt)), C(nj(.r))),

and the sets of their siblings (S (n(t) ), S(nj(.r) )). If these local

sub-networks of nodes n(t) and n!"” are linked, it indicates

that their subnetworks create similar topology, and hence this
linkage L;; is confirmed. On the other hand, if the subnet-
works are inconsistent, the linkage L;; is not verified and is
disconnected, and nodes n(t) and n!"” can join the next round
of pairing as free nodes. Overall, the consistency score S¢(L;j)

VOLUME 8, 2020



Z. Chi et al.: Consistency Penalized Graph Matching for Image-Based Identification of Dendritic Patterns

IEEE Access

increases with the number of paired relatives and is defined
as:

Se(Ly) = f(n”, n")
= ad[P(n) < P(n{")]

2ecmecu 1% < ml

max(|C(n;" |, [C(n"])

2 S meS) Ing < n]

max(|S(n{", 1S(n"”)

where «., B¢, Y. are tuning parameters, can be adjusted with
cross-validation or can be simply setto o, = B, = y. = 1/3.
In this equation, /() is the indicator function, and n; < n;
means linkage between n; and n;, i.e. (n;, nj) € L,

The consistency verification step computes S.(L;;) for all
active links L;; € L&) and splits the links into two sets.
The link with consistency scores higher than a predefined
threshold 7, remain valid. The links with lower consistency
scores are excluded from the £7") and their respective nodes
n?) and n](.r) added to the set of free nodes Vf(rle)e and Vf(rre)e. To
impose more randomness, a small part of verified links are
also broken and their nodes are added to the set of free nodes.
We break these links with probability 1 — S.(L;;). In other
words, the probability of breaking a link is:

1 if Se(Lij) < Te
1 =S, ifSe(Ly) = T,

®

P break(Lij) = (6)
In the next iteration, the pairing operation is performed only
among the set of free nodes. Once a full iteration is com-
pleted, we calculate the matching rate R,, as follows:
£
Ryp=—F—""—"7—, 7

" min{[VO)L [V @
which gives the ratio of nodes that are linked with consistency
scores above the threshold. Likewise, we define a global
similarity score H as:

Z(ni,ilj)eﬁ(’=f) d(ni, nj)

L) ’
which basically takes the average of similarity scores among
the linked nodes after final matching. The term R, is included
to consider the dissimilarity of unmatched points.

The algorithm continues until one of the termination cri-
teria is achieved: one of the following stopping criteria is
met: (i) the majority of the nodes are paired with consistency
score above threshold (i.e. R, > 90%), (ii) the mapping
L®7) does not significantly change for consecutive iterations,
(iii) a desired similarity score is met H > Hmpin, or (iv)
the maximum number of iterations Iferm,x is reached. A
summary of the whole process is presented in Algorithm.1.

H = Rp(l — (8)

E. COMPUTATIONAL COMPLEXITY

The proposed graph-mapping algorithm completes the steps
in O(mKN?) at worst case, where m is the number of refer-
ence objects in the reference database (if the ID is not already
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available), K is the number of iterations, and N is the number
of nodes in the test graph. Since the complexity grows
linearly with the number of reference objects, the algorithm
is easily scalable to large-scale networks. However, the com-
plexity grows with N2. Therefore, a reasonable pattern gran-
ularity should be considered in the dendrite growth process,
or a limited allowable tree depth should be considered when
converting the captured image to the representative graph
translation stage, to avoid unnecessarily heavy computations
while maintaining a reasonable authentication specificity.

V. EXPERIMENTAL RESULTS

In this section, we present numerical results to evaluate
the performance of the proposed algorithm in authenticating
dendritic objects when subjected to imaging artifacts, noise,
scratches, scaling, rotation and skew. Here, we use images
taken from 50 dendrites produced at Arizona State University
by the growth of silver electrodeposits on a solid electrolyte
layer on a microfabricated substrate. We compare the pro-
posed algorithm with the state of the art in terms of matching
rate, identification error, representation quality, and storage
size requirements. One key feature of the proposed numerical
coding of the dendrites is its full reliance on the main structure
of the dendrite through extraction of keypoints that results in a
natural of robustness against other smaller patterns created by
noise and imaging artifacts. This is demonstrated in different
test scenarios.

A. KEYPOINT EXTRACTION

The first test compares the proposed keypoint extraction
method with various popular feature mapping algorithms,
including Harris, BRISK, FAST, Min Eigen, and SURF, when
applied to the noise-free reference and noisy test images.
The results of this test are shown in Figure 8. The reference
and test images are overlapped and the keypoints extracted
from the reference and test images are respectively shown
by red and green markers. The feature points extracted by
different methods are substantially different. This figure illus-
trates three key advantages for the proposed method. Firstly,
the dendritic pattern is represented with much fewer key-
points compared to other methods. This significantly reduces
the storage and communication throughput requirements in
large-scale networks. Secondly, almost all of the features
extracted by our method coincide with the dendritic pat-
tern while those extracted by the other methods represent
both the dendritic and scratch-related patterns. Thirdly, and
more importantly, the matching rate between the keypoints
extracted from the reference and test images using our method
exhibit a much higher matching rate than other methods that
result in a better identification rate.

B. MATCHING RATE

The proposed algorithm operates based on establishing link-
ages between the keypoints of test and reference image in an
iterative fashion followed by finding a similarity score for the
optimal matching (Figure 9). If the similarity score between
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(d) Min Eigen

(e) SURF

(f) proposed

FIGURE 8. Descriptive key extracted by different feature matching algorithms. Green and red dots represent keypoints extracted from the

reference and test images, respectively.

FIGURE 9. Keypoint mapping: test image is rotated 180° clockwise for a
better illustration of linkage between the keypoints.

the test and the respective reference image is below a thresh-
old, or lower than the similarity between the test and a dif-
ferent reference image, then the identification/authentication
mechanism fails.

Figure 10 shows the similarity of 3 representative samples
against 50 reference samples. The test image is obtained
by adding noise to the reference images with three signal
to noise (SNR) values. Case (a) represents the noise-free
scenario (SNR = 00), in which all test samples are correctly
verified with a matching rate of R, = 100%. For case (b) with
SNR = 12.5 dB, the matching rate has reduced from 100%
to about [25% — 45%] range, but the test samples are still
correctly identified since their matching rates with the right
reference samples are still higher than their matching rate
with any other reference sample. However, if we increase the
noise power, at some point the object identification may fail.
For case (c) with the SNR of SNR = 10.85, the matching rate
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(a) (b) ()

FIGURE 10. The matching rate between 3 test samples and 50 reference
samples. The three rows from top to bottom represent random drew
samples ID#15, ID#34, ID#49. Each bar represents a reference image,
and the red bar represents the corresponding reference image. The height
of the bars represents the matching rate, namely the rate of robust and
consistent links established between the test and reference graphs by the
proposed algorithm. The test images are the noisy versions of the
reference images with three SNR values including (a) noise-free

(b) SNR = 12.5 dB, (c) SNR = 10.85 dB.

has dropped to the [10% — 25%] range, and only two of three
samples are correctly identified.

C. COMPARATIVE ANALYSIS

We conducted another experiment to test the performance
of the proposed method in comparison with other popular
feature extraction and matching techniques when the test
image is subject to rotation and Gaussian noise with different
SNR values. To realize a fair comparison, other methods are
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TABLE 1. Comparison of the proposed method with the popular feature extraction and matching methods for image identification at different noise
levels. R : 180° represents a 180 degrees clockwise rotation. The results are in terms of identification accuracy (ACC) and the matching rate (MR) averaged

over 50 samples. The numbers are in percentage (%).

Methods SNR 19.13 (R : 180°) SNR 16.56 SNR 12.5 SNR 10.85 SNR 9.58
ACC MR ACC MR ACC MR ACC MR ACC MR

Min Eigen + Exhaustive 98 0.37 98 0.24 84 0.07 46 0.029 10 0.014
FAST + Exhaustive 10 14.62 6.0 10.59 2.0 6.25 8.0 1.9 6.0 0.25
BRISK + Exhaustive 54 10.91 98 16.8 98 11.72 96 43 96 0.63
SUREF + Exhaustive 100 55.53 98 529 92 38.89 94 27.26 54 16.29
Harris + Exhaustive 100 13.33 98 10.4 90 2.60 46 0.19 14 0.04
MSER + Exhaustive 38 92.96 24 85.8 4.0 29.67 18 14.69 8.0 3.49
proposed CPGM 100 83.58 100 84.2 100  29.67 98 17.65 86 9

TABLE 2. The number of keypoints extracted by different methods at different SNR levels used for results in Table 1.

Methods SNR 19.13 (R) | SNR16.56 | SNR 12.5 | SNR 10.85 | SNR9.58
Min Eigen 3.55¢e4 3.65¢4 3.64e4 3.64e4 3.67e4
FAST 4.73el 6.60el 1.08e2 3.60e2 2.45e3
BRISK 1.08e4 1.26e2 1.74e2 4.42¢2 2.60e3
SURF 1.91e2 1.94e2 2.04e2 2.17e2 2.36e2
Harris 4.74e2 4.99¢2 6.62¢2 4.28e3 1.18e4
MSER 1.05el 1.17el 1.96el 3.36el 1.17e2
CPGM 4.03e2 4.10e2 5.29¢2 6.29e2 9.59¢2

combined with exhaustive search for optimal performance.
Table 1 compares the performance of the methods in terms
of identification accuracy (ACC) and sum matching rate
(MR). Likewise, Table 2 presents the number of extracted
features (nF) on average for each method. The results of this
section is obtained by averaging over 50 dendrite samples.

Table 1 suggests that only some of the algorithms are robust
to rotation including our proposed algorithm, along with the
Min Eigen, Fast, BRISK, SURF, Harris, and MSER tech-
niques. A short description and references for these methods
are provided in section II.B. Note that we use an exhaustive
search when comparing the pairwise distances between the
feature vectors in the reference and test images for the highest
performance. Two feature vectors match when their distance
is less than a predefined threshold.

The rest of the algorithms perform poorly with rotation
which indicates an important weakness for their use in a
poorly controlled viewing environment. In terms of robust-
ness against noise, the proposed CPGM algorithm outper-
forms the majority of the methods in terms of identification
accuracy and matching rate. Only BRISK shows slightly
higher accuracy at extremely noisy regimes. However, as we
see in Table 2, this slight improvement for BRISK comes
at the cost of using more features by a factor of about 100,
which is not affordable for fast image identification. Also, its
lower matching rate of R, < 1% is alarming. Although the
correct reference dendrite (out of 50 samples) is selected as
the matching reference for test objects in 96% of experiments,
the accuracy can drop for larger datasets due to the BRISK’s
low matching rate between feature points. Harris, SURF and
Min Eigen methods also perform reasonably well at high
SNR regime, but their accuracy and feature matching rate
drops dramatically with increasing noise variance and this
makes them inappropriate for dendritic pattern recognition.
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Further, the number of features required for the Min Eigen
method is substantially larger than the proposed method that
which makes it a poor choice for fast identification. Finally,
the performance of MSER and FAST is not acceptable even
at higher SNR regimes leaving them off the table for this
application.

D. NOISE AND IMAGING ARTIFACTS

The performance of the identification stage can be com-
promised by the distortion of the test image. We model
this distortion by noise to represent different effects such
as scratches, dirt, camera inaccuracy, light reflection, low
illumination intensity, and even motion-related blurring. Fig-
ure 11 shows the performance of the proposed CPGM algo-
rithm for six samples. Figure 11 (left) shows the convergence
of the algorithm when the signal to noise level is SNR = 13.5.
As is evident from the figure, it takes about 10 iterations
for the algorithm to converge to the best possible matching
rate. Figure 11 (right) presents the final matching rate versus
different SNR values for six individual samples as well as the
average across all samples.

E. SCRATCH

Scratch is a normal type of distortion occurs when people
carry, touch, and scan the dendrite tags. These scratches can
appear as fake branches in the dendrite structure and hence
negatively affect the authentication algorithm. In this test,
we will prove our proposed algorithm is flexible to handle
the normal scratch and fake branch scenarios. Fig 12 shows
the performance of the proposed algorithm using the original
samples (a and c) and samples with severe scratches and
multiple fake branches (b and d). When applying the algo-
rithm to the original and scratched paired samples (a) and
(b), more than 83.75% of points are correctly matched within
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FIGURE 11. (Top): the convergence of the algorithm in terms of matching
rate (Rm) versus iterations for six different samples, each of which is
represented by a different color. (Bottom): the achieved matching rate
after the convergence point versus SNR for twelve individual samples
(represented by circles of different colors) as well as the average over all
samples, represented by a dashed line.
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FIGURE 12. (a) and (c): the original dendritic samples with identified
nodes marked as yellow; (b) and (d): the scratched samples with
identified nodes marked as green.

10 iterations. Likewise, the matching rate for the pair (c) and
(d) is 87.32% within 10 iterations. When comparing the
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FIGURE 13. (a) The average Euclidean distances between the matching
keypoints of a representative skewed image and the matched reference
as well as five randomly selected reference images; (b) The matching rate
between the test image and corresponding reference image for skewness
ranging from 0° to 60° at noise-free regime. Dots of different colors
represent the test results for different test samples.

scratchy samples with 100 reference objects, both success-
fully are identified and matched to the corresponding refer-
ence original images. Both tests prove that even though the
fake branches slightly reduce the feature matching rate, but
the proposed graph matching algorithm is powerful and flex-
ible enough to find the right reference images by matching
the rest of the nodes that retain distinctive multi-dimensional
features.

F. SKEW

Another important source of image distortion is skew that
is caused by the misalignment between the camera focus
line and object exposure that changes the angle of view.
This problem is more commonly observed when pictures are
taken by handheld and cellphone cameras. Even a completely
noise-free but skewed image may fail the identification stage
if the matching algorithm is not well designed to mitigate this
issue. One advantage of the proposed algorithm is its natural
robustness against skewness since the overall structure of the
dendritic pattern and the metrics associated with the extracted
keypoints do not substantially change with the skew. The
behavior of the proposed algorithm when processing skewed
images is shown in Figure 13.
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FIGURE 14. Comparison of file sizes required to store original images for
multiple samples in PNG format as well as the size of MATLAB files
containing the representative graphs with numerical content in different
noise regime.

Figure 13a shows the performance of the proposed algo-
rithm in terms of identification accuracy when the test image
is skewed with 1 to 12 degrees. A skewed test image com-
pared against the reference datasets and the achieved similar-
ity score in terms of the average Euclidean distance between
the matched points of the test image and the right reference
image as well as five randomly selected reference images are
shown. This experiment shows that a skew up to 10 degrees
is tolerable by the algorithm, while the resulting Euclidean
distance for the matched reference is not the minimum for
skews over 10 degree. For instance, Ref#20 mistakenly iden-
tified as the matching reference for skew of 11° and 12°. The
tolerance of this algorithm to skewness obviously depends on
many factors including the size of the reference dataset, and
the granularity of the dendritic patterns. Figure 13a shows the
performance of the proposed algorithm in terms of another
key metric, namely the keypoint matching rate (R,,) when
the test image undergoes skew from 0° to 60°. The results
are shown for six individual samples as well as the average
for all six samples. The similarity score decreases with skew
as expected. Our algorithm retains a 40% matching rate in
30-degree skew, which is much higher than the average suc-
cessful matching rate of other methods in Table. 1. It seems
that the typical skew up to 10° remains fully in the safe zone.

G. COMPRESSION EFFICIENCY

Here, we assess the storage requirement of the proposed
method. The original images can be compressed and stored
using common formats such as PNG. Here, the proposed
method stores the reference objects in terms of graphs that
contain numerical representations of the dendritic patterns
with storage requirements shown in Fig 14. Note that the
proposed method does not replace image compression meth-
ods but adds yet another layer of compression by translating
the image into attributed graph format with small storage
requirements, as a desirable feature for large-scale networks.
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Figure 14 shows that that the required file size to store
samples as representative graphs is approximately average
4500 times lower than typical compressed methods like PNG
in typical noise condition. This considerable compression rate
comes without significant compromise in the identification
accuracy. This is another key advantage of the proposed
method that is scalable to large-scale networks without the
need for massive information exchange and storage require-
ments to maintain and update the reference databases.

VI. CONCLUSION

This paper considers the use of the unique key features of den-
drite patterns for image-based identification and authentica-
tion. These dendritic tags can be used as optical PUFs to add
an additional layer of security to IoT devices. Dendritic tags
can mitigate counterfeiting and cloning attacks since they are
not clonable with the existing technology due to their 3D facet
and nano-scaled granularity. However, we noted that there
exists no customized method for authenticating such devices
with acceptable performance and affordable complexity that
scales to large-scale networks.

We addressed this issue by offering a new graph-based
image identification method that operates by matching the
keypoints extracted from nano-scaled dendritic patterns. Due
to the use of keypoint extraction, skeletonizing, and small
pattern filtering methods, the algorithm is robust to image
scratches. Also, the probabilistic nature of the graph matching
algorithm with the proposed consistency check in an iterative
fashion provides robustness against noise, skew, and image
distortion. Overall, in typical conditions, the identification
accuracy remains in the excellent range of 95% to 100%.
Although we applied the proposed identification algorithm
to our custom-built dendrite samples, it is a general method
that can be used for image authentication problems when the
image features can be well represented by numerical graphs.
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