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ABSTRACT Sentiment lexicon learning is of paramount importance in sentiment analysis. One of the
most considerable challenges in learning sentiment lexicons is their domain-specific behavior. Transferring
knowledge acquired from a sentiment lexicon from one domain to another is an open research problem.
In this study, we attempt to address this challenge by presenting a transfer learning approach that creates
new learning insights for multiple domains of the same genre. We propose an unsupervised sentiment
lexicon learning methodology scalable to new domains of the same genre. Incremental learning and the
methodology learn polarity seed words from corpora of multiple automatically selected source domains.
This process then transfers its genre-level knowledge of corpus-learned seed words to the target domains.
The corpus-learned seed words are used for sentiment lexicon generation for multiple target domains of
the same genre. The sentiment lexicon learning process is based on the latent semantic analysis technique
and uses unlabeled training data from the source and target domains. The experiment was performed using
24 domains of the same genre, i.e., consumer product review. The proposed model displays the best results
using standard evaluation measures compared with the competitive baselines. The proposed genre-based
unsupervised approach achieves a maximum accuracy of 86% and outperforms methods recently presented
in the literature.

INDEX TERMS Multiple domains, sentiment lexicon, corpus-learned seed words, transfer learning, latent
semantic analysis.

I. INTRODUCTION
With the growth of the Internet, an enormous amount of infor-
mation has become publicly available over the past decade.
An increasing number of individuals share their experiences
and opinions online, such as in consumer forums and on
social media. The Web is evolving toward an era in which
consumer opinions are predicted to dictate the final shape
of products and services [1]. Sentiment analysis techniques
process these messages to extract valuable information. Sen-
timent analysis is defined as the computational study of
people’s opinions, experiences, and emotions about an event,
topic, object, individual, organization, etc. Sentiment analysis
is valued and widely used by individuals and organizations
worldwide [2].
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In text data, sentiments and opinions are conveyed using
opinion oriented words (OOWs), which are used to detect
the underlying sentiment. Lexicon/knowledge-based and
statistical/machine learning are the two primary approaches
to sentiment analysis [1], [3], [4]. The combination of
these two approaches forms the third approach called
a hybrid approach. OOWs are an essential component
of both statistical-learning and lexicon-based approaches.
Lexicon-based approaches use OOWs from sentiment lex-
icons to perform tasks in sentiment analysis. Statistical/
machine learning techniques use sentiment words as basic
and deep features. Hybrid approaches use additional n-grams
and part-of-speech (POS) patterns as features for senti-
ment classification [1]–[8]. Additionally, recent neural net-
work approaches have used existing lexicons as resources
to improve performance [9]. Therefore, building sentiment
lexicons is an important task.
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Commonly used general-purpose English language sen-
timent lexicons include SentiWordNet 3.0 [10], General
Inquirer (GI) [11], the Multi-Perspective Question Answer-
ing (MPQA) lexicon [12], SenticNet [13], and Valence Aware
Dictionary and Sentiment Reasoner (VADER) [14]. These
sentiment lexicons are useful for general sentiment analysis;
however, they may not be effective in a domain-specific
context. In the following sentences taken from the Amazon
consumer review dataset, the sentiment orientation of the
opinion word ‘‘big’’ varies depending on the context:

A. These workout pants are too big for me.
B. This popcorn pops up big and in no time at all.
C. The earpieces are big for fitting.

Example A from the ‘‘Clothe, Shoes, Jewel’’ domain and
example C from the ‘‘Cell Phone’’ domain express nega-
tive sentiments, whereas example B from the ‘‘Grocery &
Gourmet Food’’ domain expresses a positive sentiment. The
dominant score for the sentiment word ‘‘big’’ is positive
according to SentiWordNet 3.0 if an approach that ignores
the objective score is used. However, this score is not relevant
to examples A and C. Examples from different domains thus
demonstrate that general-purpose sentiment lexicons are less
effective for domain-specific tasks because they represent a
generic sentiment orientation.

As observed from the above examples, generic sentiment
orientation is important but not applicable to all domains.
Sentiment lexicons that are learned from a domain preserve
the domain-based orientation of words. Moreover, they out-
perform general-purpose sentiment lexicons [15]. Very few
domain-specific sentiment lexicons are publicly available,
including sentiment lexicons from the National Research
Council (NRC) Canada for Laptop, Restaurant, and other
domains [16] and for the Finance domain fromWordStat [17].

In summary, domain-specific sentiment lexicons provide
greater accuracy for sentiment analysis tasks. However,
owing to the lack of availability of domain-specific sentiment
lexicons, it is essential to generate sentiment lexicons for
multiple and diverse domains. This creates a need for an auto-
matic sentiment lexicon generation model that can generate
sentiment lexicons for different domains.

Corpus-based and hybrid sentiment lexicon generation cre-
ation approaches are either supervised or unsupervised/semi-
supervised. Supervised approaches have been relatively well
researched and can be used to learn a single domain or
a small number of domains [18]. However, supervised
learning is highly dependent on labeled data, which are
often unavailable. Additionally, data labeling requires a
significant amount of time and manual labor. Therefore,
the scaling of supervised approaches to multiple domains
is difficult. Labeled data scarcity is overcome by recent
semi-supervised approaches that include combining labeled
and unlabeled data [19], self-training [20], co-training [21],
and sentiment topic-model [22] approaches. An unsuper-
vised approach overcomes the absence of labeled data with
a knowledge graph propagation approach using a sentiment

lexicon [40]. An unsupervised approach with a small amount
of seed information can provide significant assistance. Seed-
word-based approaches have been used in single-domain
sentiment lexicon learning, with the generated sentiment
lexicons being able to extract domain-specific sentiment
words [23]–[25].Most seed-word-based approaches use stan-
dard seed words [25]. The usage of certain highly expressive
words (e.g., bonus, garbage, relax, and crap) has significantly
changed in the context of social media (e.g., word garbage
has a negative connotation of being wasteful). Therefore,
the use of only standard seed words or existing sentiment lex-
icons may be insufficient for creating a domain-based lexicon
that can learn the domain-relevant polarity, domain-relevant
polarity score, and domain-specific sentiment words. The
generation of a sentiment lexicon that is scalable to multiple
new domains remains an open research problem [26], [27].

In this work, we address these challenges by present-
ing a generic and unsupervised sentiment lexicon learning
model for multiple domains of the same genre. The proposed
model assumes that multiple domains belonging to the same
genre have common characteristics in terms of the text used
for expressing experiences and the style of expressing feel-
ings, which is referred to in the literature as the language
domain [28]. Our approach leverages the connection between
domains of the same genre and presents a scalable mech-
anism for learning a sentiment lexicon using a hybrid
approach.

Researchers have observed that knowledge transfer is
more effective between similar domains than dissimilar
domains [29], [30]. Accordingly, our novel approach first
identifies similar domains, learns common knowledge, and
then acquires transferrable knowledge. The two multidomain
challenges reported in a study by Abdullah et al. [31] are
addressed by our proposed model framework. The first chal-
lenge pertaining to information overload is addressed by
a novel domain selection process and relevant information
selection for optimized results. The second challenge pertain-
ing to domain divergence is addressed by experimentation
on 24 diverse domains of the same genre. The proposed
approach segregates the source and target domains using a
clustering mechanism. The source domains learn the polarity
seed words in an unlabeled training process. The process
starts with a pair of seven standard polarity seed words [25]
and learns new seed words from the source domain corpora.
The seed words that are learned from the corpora are further
used to learn the target domain lexicon in the absence of
labeled data.

The contributions of this study are as follows:
• An automated mechanism for categorizing domains
using the affinity propagation algorithm that segregates
the domains into source and target domains to avoid
biased domain selection

• A sentiment lexicon generation mechanism for unla-
beled data using latent semantic analysis (LSA) that
relies on a truncated singular value decomposition
(SVD)
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• A corpus-learned polarity seed word generation model
that combines knowledge learned from multiple source
domains of the same genre

• Learning of a sentiment lexicon for multiple target
domains using a polarity seed word generated on the
basis of the proposed genre-based model

• Adaptability to domains, model performance analysis,
and comparison with existing sentiment lexicons and
other models

The remainder of this paper is organized as follows.
Related work is discussed in Section II, while a description
of the model, learning approach, and different stages are
presented in Section III. Details of the corpora are provided
in Section IV, while evaluation measures and baselines are
discussed in Section V. The experimental setup is presented
in Section VI, and the results of the comparative evaluation
are provided in Section VII. An analysis of the experimental
results, including a case study and a qualitative analysis,
is presented in Section VIII. Conclusions and potential exten-
sions of the proposed model are discussed in Section IX.

II. RELATED WORK
Automatic sentiment lexicon learning has been extensively
studied using several techniques for over a decade and a
half. Sentiment lexicon can be learned using two basic
approaches: dictionary-based approaches, which expand or
adapt existing sentiment dictionary bases, and corpus-based
approaches, which learn new lexicons from corpora using dif-
ferent methods.We present a brief survey of these approaches
in the following subsections.

A. DICTIONARY-BASED APPROACHES
Dictionary-based approaches start with initial inputs from
linguistic resources (e.g., language dictionaries, thesauruses,
and other popular lexicon resources) and learn new senti-
ment lexicons. Early studies used relation-based knowledge,
such as synonyms and antonyms, to expand polarity lexi-
cons. For example, a set of positive and negative adjectives
was expanded using the WordNet synonym and antonym
relations [23]. Initial approaches assigned a discrete polar-
ity score to sentiment words, while later approaches used
real value scores. SentiWordNet3.0 [10] was developed from
WordNet glosses using synonyms and other relations. A word
was assigned positive, negative, and objective scores based
on subjectivity/objectivity relations. The semantic orien-
tation calculator (SO-CAL) approach computed sentiment
scores by incorporating intensification and negation [32].
This approach used GI and domain-based lexicons with asso-
ciated sentiment word orientation and strength. Mutual infor-
mation between SentiWordNet synsets and labeled corpora
was explored to learn a sentiment lexicon [33]. In another
approach, Thelwall lexicon and a two-dimensional trans-
formed vector representationwere used to calculate sentiment
scores [34]. This method learned the sentiment scores and
expanded the existing lexicon.

In another study, multiple existing sentiment lexicons
were combined to collect common words having the same
polarity [28]. These words were added to learn more
words that expressed sentiments from a corpus using the
point-wise mutual information (PMI) approach. A Chinese
sentiment lexicon was learned [8] using labeled phrases from
HowNet and the National Taiwan University Sentiment Dic-
tionary (NTUSD). It determined the semantic fuzziness of
these phrases at the character level. This approach calculated
the semantic tendency of a character using its frequency
in positive and negative phrases by applying the Gaussian
density function. Because of the insufficiency of available
lexicons, a new general-purpose lexicon was manually cre-
ated based on a common word list from 12 dictionaries [35].
It contained approximately 30,000 words with discrete inten-
sity scores. In another study, HowNet and NTUSD were
used to manually identify domain-based synonymy for five
consumer review domains [36].

Some methods for dictionary-based learning using graphs,
rules, or a fuzzy approach have also been proposed. In one
of these approaches, an active query strategy learned the
most informative instances using syntactic rules [37]. General
sentiment information was adapted to the target domain using
domain-specific sentiment similarity. A rule-based n-gram
sentiment lexicon creation approach used the general-purpose
VADER lexicon [38]. The process used the SO-CAL method
to calculate n-gram scores. A sequential learning domain
lexicon adaptation approach used several heuristic rules and
adapted the SenticNet lexicon to learn the target domain
lexicon [39]. This cognitive supervision process tracked
incorrectly predicted sentences and used them for super-
vision. This approach exploited the semantic similarity
between words. A recent lexical-affective graph propagation
approach was based on variants of the shortest path prob-
lem [40]. A graph connected the WordNet knowledge base
with the WordNet-Affect hierarchy using semantic relations
(e.g., hypernymy or meronymy) and hierarchical relations
(e.g., ‘‘is a’’ or ‘‘has a’’). The approach created a sentiment
lexicon of affect scored concepts by computing the scores
using semantic relations and WordNet hierarchical relations.
Another approach proposed binned corpus polarity lexicon
creation for stock market data [41], wherein price changes
of particular stock were used as guiding polarity values.
It featured fuzzy linguistic labeling, which served as an inter-
mediate measure between polarity and discrete scores.

Recent advancements in neural network research rein-
vented the use of lexicons. A lexicon integration attention
model integrated lexicon embedding into a Convolutional
Neural Network (CNN) [42]. This model used three meth-
ods of integrating lexicons with word embeddings. The
approach used NRC, Hu & Liu, and four other lexicons.
A multilayer perceptron (MLP) approach used a positive
and unlabeled learning approach to identify sentiment words
from corpora [43]. This approach performed a double dic-
tionary search in a Chinese dictionary and classified social
media instances. Another study used a lexicon-enhanced
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network [9] by integrating SentiWordNet in the training pro-
cess to obtain the sentiment embedding. The concatenated
word embedding and its sentiment embedding were input to
a Long Short Term Memory (LSTM) network. The model
used a combination of multiple general-purpose sentiment
lexicons. A recent attention-based model used the extended
Affective Norms lexicon in addition to SentiWordNet [44].
Themodel added attention using a correlationmatrix between
a sentiment word and context word.

Dictionary-based approaches are highly dependent on
existing lexicons. This problem can be overcome by corpus-
based approaches, which are discussed in the following
subsection.

B. CORPUS-BASED APPROACHES
Corpus-based sentiment lexicon learning approaches use
corpus-based linguistic knowledge, linguistic relations, and
linguistic dependencies. Corpus-based approaches can be
generally categorized into in-domain learning, one-to-one
domain learning, and multidomain learning.

1) IN-DOMAIN LEARNING
In-domain learning uses training and test data from the same
domain. In an early study, additional sentiment words were
identified from a corpus using the relation between con-
junctions and modifiers, and polarity was assigned to new
adjectives [45]. The semantic orientation approach identified
the polarity of words using the PMI and LSA techniques [25].
The semantic orientation score of a word was calculated
using its association with standard seed words. Sentiment
word polarity disambiguation is handled using verb, noun,
and adjectives as opinion words and other features that help
in connecting two opinions such as conjunctions [46]. The
polarity scores are computed using the Bayesian model.
An information retrieval approach used adjectives, nouns,
and verbs with specific dependency relations as context fea-
tures [47]. The method disambiguated polarity of a word
by forming positive context word vector from star-labeled
positive corpus and similarly negative word vector from neg-
ative corpus. The polarity of a word is identified using a
query vector similarity with respective positive and nega-
tive vectors. Another approach explored the relation between
words, associated concept category, and polarity strength
of labeled stars review [15]. The relationship between the
frequency of words and categories was used to learn a con-
cept quality lexicon using a vector-based method on hotel
and movie review datasets. The variability of the sentiment
polarity of words based on different domains was captured
by a generative model [48]. This model used labeled data for
training and experimented on five datasets, including movie
review and SemEval Twitter datasets. The model learned
a domain-specific sentiment lexicon by jointly considering
sentiment words from domains using hierarchical supervision
information of documents and words.

A rule-based approach was used to extract senti-
ment expressive words from a corpus [24]. Rules were

designed based on subjectivity/objectivity dependency rela-
tions. Weighted lexical graph propagation and the k-nearest
neighbor approach were used to learn sentiment words [49].
This approach used a small, manually selected set of
seed words to propagate sentiment labels. An unsupervised
approach used a few manually selected positive and negative
words as seeds [50]. Sentiment propagation was performed
using rule-based dependency graph propagation to learn new
sentiment words. The experiments involved three datasets,
including movie reviews and SemEval Twitter data.

A neural network MLP end-to-end approach [51] embed-
ded scores in a neural network. This approach automatically
generated domain adapted sentiment lexicons and used them
in posterior sentiment analysis tasks. This neural network
approachmodified a sentiment lexicon using a distantly anno-
tated text of a certain domain.

In the aforementioned approaches, sentiment lexicon
learning is limited to a single domain. The learning scope
and reusability of knowledge can be improved by knowledge-
transfer approaches.

2) ONE-TO-ONE DOMAIN LEARNING
In one-to-one domain learning, one domain is the source and
another domain is the target. The domain used for learning
is called the source domain, and the learned knowledge is
adapted in the target domain. An early study used structural
correspondence learning [29], wherein frequently occurring
features in the source and target domains were identified to
build a correspondence between the domains. Experiments
were conducted on four consumer review domains using
labeled source data for all possible source and target com-
binations. Principal component analysis was used to select
the samples [52]. A sample of labeled instances from the
target and source domains were used to verify the close-
ness between the domains. This information helped adapt
the scores of words from the source domain to the target
domain for all source–target combinations of the four con-
sumer review domains. Domain-independent words from the
labeled source domain that were distributed most similarly
to the target domain were selected as landmarks [53]. Sub-
sequently, the geodesic flow kernel (GFK) [54] adaptation
algorithm was applied to learn the discriminant features of
landmarks with the help of their labels. The GFK constructed
from source and target data projected a large subspace that
lays on a geodesic flow curve. The geodesic flow curve
represented the incremental difference in the geometric and
statistical properties between the source and target domain
spaces. The domain-invariant features of the geodesic flow
curve were used as features for classification.

A deep learning stacked denoising autoencoder model
used sparse rectifier units for domain adaptation [55]. This
model performed text feature extraction for adaptation from
labeled source data and other unlabeled data. This approach
provided results on four consumer review domains for all
possible source and target combinations. Moreover, an adver-
sarial memory network was explored for domain knowledge
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transfer [56]. Data from the source and target domains
were modeled together for different combinations of four
consumer review domains. The model jointly trained two
networks for sentiment and domain classification. In a super-
vised approach, a few target samples were added to source
training for learning using neural networks and fuzzy infer-
ence systems [57] using wireless sensor data and Intel
laboratory data.

3) MULTIDOMAIN LEARNING
In multidomain learning, multiple domains are involved in
the learning process. A probabilistic generativemodel assigns
each word a domain label, domain-dependent/independent
label, and polarity [58]. Experiments were conducted,
wherein the number of source and target domains was varied.
The results demonstrated that an increase in the number of
source domains improved performance, whereas an increase
in the number of target domains decreased performance.
A multitask learning approach was proposed to learn from
multiple source domains [30]. Here, the process segregated
the source and target domains. The domain similarity was
determined using word distribution and sentiment graph sim-
ilarity for the Home & Kitchen, Book, DVD, and Electron-
ics domains. This approach explored sentiment-coherent and
sentiment-opposite relations and extracted global knowledge
from all three source domains, except the target domains.
In addition, it extracted domain-specific knowledge from the
most similar domains among the four domains, which was
transferred to the target domain using the sentiment graphs
of the words. This approach used all domains as the source,
except the target domain.

Another study on the Hindi language translated con-
sumer reviews from English to Hindi for four domains [59].
All domains except the target domain were considered
source domains. A lexicon was learned from labeled source
domain corpora and unlabeled target domain corpora. The
approach was based on n-grams and PMI. A neural network
learning approach explored learning from multiple source
domains and a small amount of data from the target domain
using Bidirectional Gated Recurrent Units (BiGRU) and a
CNN [60]. This approach trained the model using different
combinations of two and three source domains. The exper-
iment included four Chinese and four English consumer
domains. Another adversarial neural network study used all
possible combinations of four consumer review domains
with two source domains and one target domain [61]. The
model separated domain-specific and common/shared fea-
tures with two private encoders and one shared encoder. The
adversarial training strategy ensured similar shared feature
representations.

Furthermore, some multidomain studies focused on joint
learning, in which knowledge is shared among domains.
A hybrid approach used a genetic algorithm to learn a
sentiment lexicon from corpora of different domains that
was adaptable to multiple domains [62]. The work was

based on Twitter data and used a seed lexicon in addition
to corpus-based learning. In a recent neural-network-based
approach, domain representation was used as attention to
select the features most related to each domain. The pro-
cess simultaneously extracted domain-specific and shared
features. The model performed two tasks in a single network,
which helped adapt the scores to different domains [63].

C. SUMMARY
Dictionary-based approaches use existing lexicons and pro-
vide quick and easy access to many sentiment words. How-
ever, these approaches rely on knowledge from an existing
sentiment lexicon so that the advantages and disadvantages of
an existing lexicon may be reflected in the learned sentiment
lexicon. Different approaches use different general-purpose
lexicons, which suggests that different lexicons may be effec-
tive for different approaches. In-domain sentiment lexicon
learning using a corpus-based approach is limited to a sin-
gle domain. These approaches accurately reflect domain-
specific sentiments; however, the learning process does not
share the learned knowledge across domains. To learn the
sentiment lexicon of another domain, the same process must
be repeated.

Most learning approaches depend on labeled corpora.
In addition, research on one-to-one and multidomain learning
uses labeled data from source domains, and in some cases,
labeled data from the target domain. Herein, we overcome
this drawback using an unsupervised learning model.

One-to-one domain learning has been extensively stud-
ied. Such learning approaches involve all combinations of
source and target domain results without confirming a spe-
cific source domain. Multidomain learning studies have also
been conducted with all possible source and target domain
combinations using two or three source domains. How-
ever, no approach has proposed a strategy to select source
domain(s) for knowledge transfer. We address this drawback
using a genre-based learning approach.

Multiple-domain learning studies are generally based on
few (typically four) domains. These studies involve multiple
combinations of source domains and a single target domain.
In contrast, our model is based on 24 consumer review
domains, and the learning approach involves multiple source
and target domains.

Our model uses an approach different from existing
approaches. Thus, it is not directly comparable with the
one-to-one domain-level knowledge transfer or supervised
adaptation models. A preliminary study was presented
in [64]. The initial study is further extended in the current
research work for genre-level multi-to-multi domain knowl-
edge transfer using unsupervised learning. Our approach,
to the best of our knowledge, is the first to address the source
domain selection process, which overcomes the major chal-
lenge observed in the multidomain literature. The proposed
genre-based multidomain learning approach is presented in
Section III.
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FIGURE 1. Schematic diagram of genre-based multidomain sentiment lexicon generation model.

III. GENRE-BASED MULTIDOMAIN SENTIMENT
LEXICON GENERATION MODEL
Figure 1 illustrates the functionality of our approach. The
process is divided into four stages. In Stage 1, basic
data preprocessing and OOW extraction are performed for
all domains. Stage 2 focuses on the process of selecting
representative domains. The selected domains are used as

source domains, and the remaining domains are considered
target domains. Stage 3 is the core of the proposed model.
Multiple source domains participate in the learning pro-
cess and generate knowledge in the form of corpus-learned
polarity seed words. These outcomes are passed to Stage 4,
which is the corpus-learned polarity seed word transfer stage.
Our approach addresses the problem of homogenous trans-
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fer learning [65], in which seed-based knowledge is trans-
ferred to different but related target domains. The proposed
approach considers multiple domains that belong to the
same genre, i.e., consumer product reviews. The domains are
related because they belong to the same language domain and
arewritten by consumers who like, dislike, and leave opinions
about consumer products. The four stages are described in
detail in the following subsections.

A. STAGE 1: DATA PREPROCESSING
In Stage 1, unstructured reviews for N consumer product
domains are preprocessed, and a set of meaningful features is
selected. At the end of this stage, each review is represented
in the form of OOWs. Noise removal includes the removal of
unwanted characters, such as URL or non-ASCII characters.
Repeated characters are replaced by single characters; for
example, ‘‘loooong’’ is replaced by ‘‘long’’ using a basic
heuristic model that includes spell check. Data are tokenized
at the sentence level and processed for POS tagging and
lemmatization using the Stanford POS tagger and lemma-
tizer [66]. The meaningful features are extracted based on
their semantic orientation. Early studies on sentiment anal-
ysis considered only adjectives and adverbs as candidate
OOWs [23], [45]. However, it was later observed that verbs
and nouns are also important candidate OOWs [2], [25].
Based on these studies, our approach considers adjectives,
adverbs, verbs, and nouns (except proper nouns and auxiliary
verbs) OOWs. In the final step, the extracted candidate OOWs
are converted into lowercase letters. The reviews are then
passed to the next stage of the model.

B. STAGE 2: SOURCE-TARGET DOMAIN SELECTION
This stage segregates domains of the same genre into source
and target domains. The preprocessed reviews for the N
domains from the previous stage are processed separately for
each domain. The OOWs that correspond to the reviews are
grouped together to form a separate ‘‘review pool’’ for each
domain. This process generates N review pools correspond-
ing to the N domains. Stage 2 aims to identify the source
and target domains using a clustering approach based on the
observation that domains with a similar word distribution
share common characteristic. Manning et al. [67] used cosine
similarity as a document similarity measure. Documents were
clustered into groups [68], such that the degree of similarity
tended to be high within the group and low across groups. Our
clustering process works in a similar way but at the domain-
level. The proposed model uses the affinity propagation algo-
rithm to cluster the domains [69]. The input into the clustering
algorithm is a domain similarity matrix that is derived from
the N review pools. A term frequency inverse document fre-
quency (TF-IDF) feature matrixDLxN is constructed from the
review pools, where each rowOOWi represents anOOW from
the collection of L unique OOWs across all N review pools
and each columnDj corresponds to N domains. Each value dij
in the matrix represents the TF-IDF score of the ith OOW in
the jth domain. dij is calculated using Equation (1), where the

first term, tf , is tf (OOWi, Dj), which denotes the number of
occurrences of an OOWi in the jth domain. The second term
is idf , the logarithm of N divided by C , where N is the total
number of domains, andC is the number of domains in which
OOWi appears.

dij = tf
(
OOWi,Dj

)
∗log

(
N
C

)
(1)

A similarity matrix CSNxN is created from matrix DLxN by
calculating the cosine similarity between each pair of column
vectors ofDLxN using Equation (2), where CSij represents the
similarity score between the pair of domains Di and Dj.

CS ij =


< EDi. EDj>

‖Di‖
∥∥Dj∥∥ i 6= j

1 i = j

i, j = 1, 2, ..,N (2)

The similarity matrix forms an input of the affinity propa-
gation algorithm [69]. Affinity propagation is a clustering
algorithm widely used in text clustering. This graph-based
method uses amessage-passing technique. In particular, it ini-
tially considers all points as centers and gradually builds
clusters by exchanging messages. It automatically identifies
new cluster centers without prior information on the num-
ber of clusters or the cluster centers. This process creates
S clusters of N same genre domains. Each created cluster
is characterized by its center domain and cluster member
domains. The center domain is a semantic representation of
a cluster. The center of each cluster is considered the source
domain, while the remaining cluster members are considered
the target domains. This process forms S source domains
and M = (N − S) target domains. The source and target
domain selection process constitute the initial step of the
corpus-learned polarity seed word generation stage.

C. STAGE 3: CORPUS-LEARNED POLARITY
SEED WORD GENERATION
In Stage 3, the selected source domains are used to gen-
erate corpus-learned polarity seed words. The seed words
are generated by the ‘‘combined learning’’ process. The
single-domain sentiment lexicon learning process is a sub-
process of this stage, which is discussed in Section III-C-1.
Section III-C-2 describes the combined learning process,
which combines knowledge from multiple source domains to
generate corpus-learned polarity seed words.

1) SINGLE-DOMAIN SENTIMENT LEXICON LEARNING
The single-domain sentiment lexicon learning process is
based on the distributional semantic hypothesis, which states
that ‘‘words that are used and occur in the same contexts tend
to have similar meanings’’ [70]. This process also applies
the latent relation hypothesis, which states that ‘‘pairs of
words that co-occur in similar patterns tend to have simi-
lar semantic relations’’ [68]. The single-domain sentiment
lexicon learning process learns a sentiment lexicon for a
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domain based on LSA [71], which in turn relies on a trun-
cated SVD [72], [73] of an OOW review matrix of TF-IDF
values to discover a higher order association between OOWs.
LSA creates a semantic space that uses the second level of
associations between OOWs in a multidimensional review
data space. At the first level, associations between OOWs
are observed using a co-occurrence approach. At the second
level of association, OOWs may not co-occur, but they can
co-occur in similar contexts. For example, the terms ‘‘RAM’’
and ‘‘main memory’’ are used interchangeably in domains
such as Electronics or Cell Phone.

The process has four main steps: matrix construction,
matrix decomposition, matrix reconstruction, and sentiment
lexicon learning. Matrix Apxq contains unique OOWs as rows
and single-domain reviews as columns. Each cell aij stores
a TF-IDF score of the ith OOW in the jth review as in
Equation (1). SVD is applied to matrix Apxq. The matrix
is decomposed into three matrices: a matrix U of OOWs,
a matrix Vq of reviews, and a matrix 6pxq of singular val-
ues. In particular, Up contains a row vector for each OOW,
Vq contains a column vector for each review, and 6pxq stores
singular values that represent the importance of dimensions
in descending order. A truncated SVD is used to reconstruct
the matrices, where only the first k singular values are consid-
ered. Let T denote the pxkmatrix that is derived from U6 by
truncating all rows to length k , as illustrated in Equation (3).

Tpxk = Upxk
∑
k

(3)

The review matrix Vq is not used in matrix reconstruction,
as the learning process focuses on OOWs to build the sen-
timent lexicon. The matrix construction and decomposition
processes are performed only once for the largest k value.
Matrix reconstruction, which uses Equation (3), is performed
for different k values. This modification significantly reduces
the number of computations and improves time complexity
and scalability.

The final step of this submodule involves the calculation
of sentiment scores for each OOW in the domain that corre-
sponds to every row vector in T . The process uses a small,
predefined, and strong semantic opinion orientation seed set
that contains positive and negative seed words. Pseeds is a
set of seed words with a strong positive orientation, while
Nseeds is a set of negative seed words. The Pseed_Score of an
OOW is the summation of the cosine similarity between the
word vector of the OOW and the positive seed word vectors,
as given by Equation (4). Similarly,Nseed_Score is calculated
using Equation (4).

Pseed_Score(oowi)

=
1

|Pseeds|

∑
∀s,ps∈Pseeds

ooEwiEps
‖ooEwi‖ ‖Eps‖

(4)

Nseed_Score (oowi)

=
1

|Nseeds|

∑
∀s,ns∈Nseeds

ooEwiEns
‖ooEwi‖ ‖Ens‖

(5)

Score (oowi)

= PseedScore(oowi) − Nseed_Score(oowi), ∀ i, i = 1 . . . .p

(6)

The final sentiment score of an OOW is calculated using
Equation (6). Each OOW sentiment score ranges between
−1.0 and +1.0. The sentiment lexicon learning process is
completed by calculating Score for all OOWs. Subsequently,
the sentiment lexicon is evaluated using the in-domain test
on a validation set, which is an unseen labeled review dataset.
The score of a review is calculated by summing the sentiment
scores of all OOWs from the review, where the generated
sentiment lexicon is used for OOW scores. OOWs not found
in the sentiment lexicon are assigned a score of 0. A review is
classified as positive or negative based on the polarity of the
aggregate score. The sentiment lexicon is evaluated in terms
of accuracy, as illustrated in Equation (7).

Accuracy =
Total number of correctly classified reviews

Total number of reviews
(7)

The matrix reconstruction, OOW score calculation, and eval-
uation processes are repeated for different k values. The value
of k that corresponds to the highest accuracy on the validation
set is selected, and the corresponding sentiment lexicon is
selected as the final sentiment lexicon for the domain under
consideration.

2) POLARITY SEED WORD LEARNING PROCESS
The focus of this stage is to generate corpus-learned polarity
seed words by combining knowledge from multiple source
domains. The sentiment lexicon learning process is applied
to S source domains. The sentiment lexicons that are created
for each source domain are denoted SD_SLi, i = 1. . . .., S.
OOWs that have the same polarity orientation across all S
source domains are listed in the positive and negative sets,
and each listed OOW is assigned the calculated average of
the scores across all S source domains. The absolute scores
in each set are arranged in descending order. The top P seed
words from each set are considered a new seed word set.
Equal numbers of positive and negative top words are used in
each experiment to avoid a polarity class bias. The top P seed
word set is used to build the sentiment lexicon for each source
domain for different values of P. The optimal value of P that
corresponds to the highest accuracy across all source domains
is referred to as the best seed word set. If the best seed words
in the current iteration produce an improvement in accuracy
of the sentiment lexicon across all source domains (compared
with the previous iteration for the corresponding domains),
then the process continues with the next iteration for a new
seed generation. This process stops when the best seed words
in the current iteration do not improve the accuracy of the
sentiment lexicon across all source domains (compared with
the previous iterations for the corresponding domains). In this
case, the best seed words in the previous iteration are declared
the final corpus-learned seed word set. Table 1 presents the
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TABLE 1. Algorithm: Corpus-learned polarity seed word learning process.

corresponding algorithm. These corpus-learned polarity seed
words are used in Stage 4, which is described in Section III-D.

D. STAGE 4: CORPUS-LEARNED POLARITY
SEED TRANSFER
In the previous stage, knowledge from the source domains
was combined to generate corpus-learned polarity seed
words. In this stage, the corpus-learned polarity seed word
knowledge learned from source domains of the same genre
is transferred to the target domain. The target domain
uses the set of corpus-learned seed words as labeled input
and learns the domain-based sentiment lexicon using the
single-domain sentiment-lexicon learning process presented
in Section III-C-1. The generated sentiment lexicons for
the target domain are denoted TD_SLi, i = 1, 2. . . ., M.
Thus, genre-level seed knowledge-transfer learning is accom-
plished through the corpus-learned polarity seed word set.
The review data that were used to create and evaluate the
sentiment lexicons are described in Section IV.

IV. DATA SOURCE
The proposed model was experimentally validated using the
Amazon consumer review dataset [74], [75], a large multido-
main dataset. Our experiments used data from 24 domains
(e.g., Beauty & Personal Care, Cell Phones, Clothing, Shoes,
Jewelry, etc.). The dataset was obtained from the Stanford
Network Analysis Project database [74] from the period
2007–2013 and from the University of California San Diego
database [75] from the period 2013–2014. An average review
contained approximately 60–100 words. The model’s perfor-
mance was evaluated using the hold-out sampling technique.

The source domain data were split into a training set and
a validation set, while the target domain data were split
into a training set and a test set. There was no overlap
between the training, test, and validation sets. The training
set for each domain contained 80,000 unlabeled reviews.
The validation and test sets contained 3,000 and 20,000
labeled reviews, respectively, with a balanced polarity class
distribution. Reviews with one and two stars were labeled as
negative, while reviews with four and five stars were labeled
as positive. The proposed model only considered OOWs
that appeared a minimum of five times in the domain-level
data. The OOW count at the domain level was in the ranges
of 2–3 and 0.4–0.7 million for the training and test datasets,
respectively.

The proposed model was compared with several baselines
using standard evaluation measures. All baselines and evalu-
ation measures are discussed in Section V.

V. BASELINE AND EVALUATION MEASURES
The experimental results of the proposed model were com-
pared with existing lexicons and models using standard eval-
uation measures. The baselines and evaluation measures are
described in subsections V-A and V-B, respectively.

A. BASELINES
The experimental results of the proposed model were com-
pared with those of six baselines. The first four baselines
were standard sentiment lexicons that are widely used as
baselines in sentiment analysis research [28], [40]. The fifth
and sixth baselines were widely used models, that have been
adapted from the method originally proposed by Turney and
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Littman [25]. These baselines are mainly used in in-domain
sentiment lexicon learning.

1) HU & LIU LEXICON
The first baseline was the Hu & Liu lexicon [23], a popular
polarity lexicon created from consumer product review data.
It contains a list of 2,006 positive and 4,783 negative words
that were manually extracted from consumer reviews. The Hu
& Liu lexicon was evaluated by assigning a score of +1 if
the word was in the positive list, −1 if the word was in the
negative list, and 0 if the word was absent from the lexicon.

2) MULTIPERSPECTIVE QUESTION ANSWERING (MPQA)
LEXICON
The second baseline was theMPQA subjectivity lexicon [12],
which contains 2,301 positive words and 4,149 negative
words. It also contains neutral words that were not considered
in this study. Thismanually created lexicon stores subjectivity
clues for words in terms of their discrete strength of intensity
(strong or weak). Each word entry has a predefined POS tag:
noun, verb, adverb, adjective, and other tags. For evaluation,
POS tags were not considered, and conflicting words were
removed. The polarity orientation and polarity strength were
used to assign a score of −1, −2, +1, and +2 to weak
negative, strong negative, weak positive, and strong positive
words, respectively; otherwise, a score of 0 was assigned.

3) NRC EMOTION LEXICON
The NRC emotion lexicon, which is described in [76], is a
polarity lexicon that was manually created using Amazon
Mechanical Turk. It contains frequently occurring nouns,
verbs, adjectives, and adverbs, eight emotions, and posi-
tive/negative polarity. For evaluation, 2,231 words with posi-
tive polarity were assigned a score of +1, while 3,324 words
with negative polarity were assigned a score of -1.

4) SentiWordNet (SWN)
The fourth baseline was SentiWordNet 3.0 (SWN) [10],
which is one of the most commonly used baselines in lexicon
learning research [40]. SWN synsets for a word contain pos-
itive, negative, and objective scores. In this study, a word’s
score was calculated as the difference between the average
positive score and average negative score across all synsets
without considering the POS tags. The resulting score’s polar-
ity orientationwas used to label a word as positive or negative.
Accordingly, 2,527 positive polarity sentiment words and
2,380 negative polarity sentiment words were extracted from
SWN.

5) SEMANTIC ORIENTATION POINT-WISE MUTUAL
INFORMATION (SOPMI) MODEL
The fifth baseline was a sentiment lexicon learningmodel that
is based on SOPMI [25], [77]. For a given sentiment, word,
and a standard polarity word, seed, a PMI score was calcu-
lated based on the probability of co-occurrence and individual

occurrence at the domain level, as given by Equation (8).

PMI (word, seed) = log(
p (word, seed)

p (word) .p (seed)
) (8)

Using the PMI score, the SOPMI score for the sentiment
word was calculated as given by Equation (9), which uses
the seven standard pairs of seed words that were proposed in
reference [25]. Initial Pseeds (positive seed words) and initial
Nseeds (negative seed words) are defined as follows:
• Initial Pseeds: ‘‘excellent,’’ ‘‘good,’’ ‘‘fortunate,’’ ‘‘cor-
rect,’’ ‘‘nice,’’ ‘‘superior,’’ ‘‘positive.’’

• Initial Nseeds: ‘‘poor,’’ ‘‘bad,’’ ‘‘unfortunate,’’ ‘‘wrong,’’
‘‘nasty,’’ ‘‘inferior,’’ ‘‘negative.’’

Each word expressing a sentiment was assigned a score by
subtracting the average positive PMI score from the average
negative PMI score. A positive score for a word that expresses
a sentiment is the average score of the mutual association of
the word with positive seed words. Similarly, a negative score
for a word that expresses a sentiment is the average score of
the mutual association of the word with negative seed words.
The positive average score was subtracted from the negative
average score and assigned to the sentiment word.

SOPMI (word)

=

(
1

|Pseeds|

∑
Pi∈Pseeds∀i=1to7

PMI (word,Pi)
)

−

(
1

|Nseeds|

∑
Ni∈Nseeds∀i=1to7

PMI (word,Ni)
)

(9)

Using this baseline model, each domain created its own lexi-
con. The number of positive sentiment words was in the range
of 2,500–5,200, and the number of negative sentiment words
was in the range of 3,600–7,700. Table 2 presents the statistics
of the sentiment lexicons generated using the SOPMI model
for the 24 domains.

6) SPS MODEL
This baseline is the single-domain sentiment lexicon learn-
ing process described in Section III-C-1. The SPS model is
based on LSA and uses the abovementioned seven standard
pairs of seed words [25]. Table 2 provides the SPS model
sentiment lexicon statistics for 24 domains. The number of
positive sentiment words was in the range of 3,255–6,748,
and the number of negative sentiment words was in the range
of 3,623–7,723.

B. EVALUATION MEASURES
The focus of our approach was not on classification task but
on the evaluation of the target domain sentiment lexicon.
A review score was calculated by summing the scores of all
sentiment words from the processed target domain sentiment
lexicon. The sentiment words not found in the sentiment
lexicon were assigned a score of 0. A review was classified
as positive or negative based on the polarity of the aggregate
score.

The proposed model sentiment lexicon and the six base-
line sentiment lexicons were evaluated using four standard
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TABLE 2. Domain-wise sentiment lexicon statistics generated using the semantic orientation point-wise mutual information (SOPMI) and seven pair
seed (SPS) models.

performance measures: precision, recall, F1 score, and accu-
racy. These measures were calculated separately for posi-
tive and negative reviews using inputs from the confusion
matrix representing the target and predicted classes, as given
in Table 3.

TABLE 3. Confusion matrix representing the target and predicted classes.

Precision is the fraction of correctly tagged reviews among
the total number of tagged reviews; it was calculated using
Equation (10). Recall is the ratio of correctly tagged reviews
to the total number of reviews with correct tags, as given by
Equation (11). The F1 score represents the harmonic mean
of the precision and recall values; it was calculated using

Equation (12)

Precisioni =
tp

tp+ fp
(10)

Recalli =
tp

tp+ fn
(11)

F1 scorei = 2 ∗
Precision ∗ Recall
Precision+ Recall

(12)

where i = p or n

In Equations (10)–(12), i = p indicates a positive class and
i = n indicates a negative class. Accuracy represents the
total number of reviews that are correctly classified; it was
calculated using Equation (13), where tp and tn represent the
number of correctly classified positive and negative reviews,
respectively.

Accuracy =
tp+ tn

tp+ fp+ tn+ fn
(13)

Section VI discusses the parameter settings of the proposed
model.
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FIGURE 2. Domain cluster formation results.

VI. EXPERIMENTAL SETUP
The proposed model uses parameter settings in Stages 2
and 3, and the parameter settings of Stage 2 are used for
identifying the source and target domains. Details are pro-
vided in Section VI-A. The Stage 3 parameters are used
for corpus-learned seed word learning; they are discussed
in Section VI-B. The proposed model was developed in
Python using NLTK 3.09 [78] and Gensim 10 [79]. The
computational complexity of the experiment is discussed in
Section VI-C.

A. PARAMETER SETTING OF SOURCE AND TARGET
DOMAIN SELECTION
The experiment used 24 domains that were grouped into clus-
ters using the affinity propagation algorithm to identify the
source and target domains. The process involved the creation
of a review pool using positive reviews. The review pool was
created for each domain by combining a fixed number of
reviews. For example, a review pool for the Baby Products
domain of size 1,000was created by combining 1,000 reviews
from the Baby Products domain. Each review pool repre-
sented a single domain. Thus, a review pool was created for
all domains. Review pools of the same size were fed as input
to the source and target domain selection process described in
Section III-B. The selection processwas repeated for different
review pool sizes by starting at 500 reviews and increasing the
pool size in increments of 500. The results of the selection
process are presented in Figure 2. As illustrated in Figure 2,
cluster formations can be visualized in terms of segregation
into a number of clusters and different cluster formations,
review pool sizes, and members of clusters.

Cluster formation using different cluster members is repre-
sented using a unique pattern. For example, for Formation 1 in
Figure 2, the number of clusters (4) is denoted by a blue line
mapped on the left vertical axis, the review pool size (500) is
denoted by a red line mapped on the right vertical axis, and
the cluster formation and cluster members are denoted by a
green dotted pattern. The cluster formations are designated
Formation 1 to Formation 5 for different review pool sizes,
as shown in Figure 2. Formations 1–4 correspond to review
pool sizes of 500, 1,000, 1,500, and 2,000, respectively, and
differ in terms of the number of clusters and the cluster
members. The review pool sizes of 2,500, 3,000, 3,500, 4,000,
4,500, and 5,000 were found to generate the same cluster
formation, which is designated Formation 5 in Figure 2.
The cluster formation continued to be Formation 5 when the
experiment was repeated with increased pool sizes; therefore,
the selection process was terminated. Formation 5, which
contained six clusters, was selected as the output of the source
and target domain selection stage. Table 4 lists the cluster
representatives and members. The six cluster representatives
were selected as the source domains, and the 18 cluster
members were selected as the target domains.

B. PARAMETER SETTINGS OF CORPUS-LEARNED
POLARITY SEED WORD GENERATION
The model’s learning process requires the tuning of two
main parameters. The first parameter is k in the single-
domain sentiment lexicon learning process, while the second
parameter is the best seed word set P in the corpus-learned
seed word generation process. The single-domain sentiment
lexicon learning process experimentally selects the value
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TABLE 4. Cluster centers and cluster members in formation 5.

FIGURE 3. Source domain sentiment lexicon accuracy comparison on the
validation set across iterations.

of k as part of the matrix reconstruction step described in
Section III-C-1. The process was optimized to identify the
best value of k. The sentiment lexicon generation experiment
was repeated for different values of k , which varied from 50 to
550 in increments of 25. We selected the sentiment lexicon
that produced the highest accuracy on the validation set.

The corpus-based polarity seed word learning process
involved the selection of new best seed words in each iter-
ation. The initial iteration of the sentiment lexicon learning
process used the initial Pseeds and initial Nseeds, as described
for the SPS model in Section V. In subsequent iterations,
seed words were selected experimentally from the top P
seed words generated by the learning process of the previous
iteration. The value of P was selected such that it corre-
sponded to the P word polarity-seed-set that achieved the
highest accuracy across all source domains. Figure 3 presents
the accuracy of all source domains on the validation set
in successive iterations. It can be observed that in itera-
tion 4, there is accuracy drop for the source domains Apps
for Android, Baby Products, and Patio Lawn Garden. Thus,
the results of iteration 3 were selected as the final output
of the proposed model. As illustrated in Figure 3, a signifi-

FIGURE 4. Source domain sentiment lexicon accuracy comparison of top
P seed words used in the last iteration of corpus-learned polarity seed
word learning process on the validation set.

cant 3–10 points accuracy improvement was achieved over
the first iteration of the proposed model. Figure 4 displays
the variation in the source domain’s classification accuracy
in the final iteration for different numbers of top P seed
word sets. Stable results were observed for sets with over
20 seed words, while inconsistent accuracies were observed
for sets with over 35 seed words. The set with the top
35 seed words was considered the corpus-learned polarity
seed word set. The seed words are listed in Table 5 and are
used in the proposed model to build target domain sentiment
lexicons.

C. COMPUTATIONAL COMPLEXITY
The learning process uses LSA (in particular, truncated SVD)
to generate a single-domain sentiment lexicon. The time
complexity of the single-domain sentiment lexicon learning
process is O(qk2), where q is the number of sentiment words.
Although the complexity may appear quadratic, the value
of k remains constant and does not change with the domain.
In our approach, k is set to the largest singular value, which
is 550. Matrix construction and decomposition are performed
only once in the single-domain sentiment lexicon learning
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TABLE 5. Proposed corpus-learned polarity seed words.

process. In the corpus-based seed word learning process
described in Section III-C-2, the single-domain sentiment
lexicon learning process is repeated for t sets of top seed
words and S source domains, and the entire process is
repeated i times. The aggregate time complexity isO(qtiSk2).
Therefore, the time complexity can be considered linear,
making the model scalable in practice. The results of the eval-
uation and baseline comparison are presented in Section VII.

VII. EVALUATION AND COMPARISON OF
EXPERIMENTAL RESULTS
This section presents the experimental results and their sta-
tistical significance. Section VII-A presents the experimental
results in two setups. In the first setup, the target domain
results are evaluated and compared with existing lexicons and
baseline models. In the second setup, the proposed model is
compared with recent studies [39]. In Section VII-B, the sta-
tistical significance test is discussed.

A. EXPERIMENTAL RESULTS
In the first setup of the experimental results, the corpus-
learned polarity seed word knowledge generated from the
source domains was transferred to learn sentiment lexicons
for 18 target domains of the same genre. This process trans-
ferred knowledge of the corpus-learned polarity seed words
listed in Table 5. These seed words were used for the tar-
get domain sentiment lexicon generation using the process
described in Section III-C-1. Table 6 presents the sentiment
word polarity statistics of the target domain sentiment lexi-
cons. The number of positive sentiment words varied between
3,600 and 7,000, and the number of negative sentiment words
varied between 3,100 and 6,600. The target domain sentiment
lexicons were evaluated using a classification test on the
target domain test set, as described in Section V.

The results of the proposed model were compared
with those of the baseline models. The accuracy results
summarized in Table 7 indicate that independent use of
general-purpose lexicons did not improve performance,
whereas the use of domain-based sentiment lexicons led
to improved results. The SPS and SOPMI baseline models

TABLE 6. Statistics of proposed model’s target domain sentiment
lexicons (TD_SL) generated using corpus-learned polarity seed words.

learned a domain-based sentiment lexicon and performed
best among the six baselines. Overall, our unsupervised
genre-based model outperformed the six baselines in terms
of accuracy (Table 7). On average, the accuracy of our model
was up to 15.50 and 24.77 points higher than those of the SPS
and SOPMI baselines, respectively. In addition, our model’s
accuracy was up to 27.70 points higher than that of the pop-
ular SentiWordNet lexicon. The highest accuracy of 86.89%
was observed in the Toys & Games domain.

We conducted a deeper analysis in terms of precision,
recall, and F1 score for positive and negative classes. The
results are presented in Table 8. Positive and negative class
F1 score results are comparable with the exception of some
domains, such as Amazon Instant Video and Office Prod-
ucts. Negative class recall was observed to be higher than
positive class recall in almost all domains except for Ama-
zon Instant Video and Office Products. Generally, negative
reviews are more descriptive, as reviewer express annoy-
ance and dislike through overelaboration, whereas positive
reviews are generally more precise. The average number
of OOWs per review in the test data across all domains
was 23.4 and 32.5 in the positive and negative labeled
data, respectively. We compared our model with a model
recently proposed by Xing et al. (2019) [39]. Their rule-based
iterative model is a cognitive-inspired approach that uses
incorrectly predicted outcomes as feedback. The authors
conducted experiments using Hu & Liu, SentiWordNet, and
SenticNet lexicon adaptation. They observed that the Sentic-
Net lexicon adaptation demonstrated the best performance.
The model results were tested on the popular dataset from
Blitzer et al. (2007) [29]. A comparison of results was
performed on five domains, i.e., the Apparel, Electronics,

VOLUME 8, 2020 118063



S. Sanagar, D. Gupta: Unsupervised Genre-Based Multidomain Sentiment Lexicon Learning

TABLE 7. Comparison of accuracy of target domain sentiment lexicon of the proposed and baseline models.

TABLE 8. Experimental results of the proposed model for target domain sentiment lexicon (TD_SL) for positive and negative classes with precision, recall,
and F1 score evaluation.

Kitchen, Healthcare, and Movie domains. We used the pro-
posed model’s respective target domain sentiment lexicons

for evaluation. We excluded results from the finance domain,
as they were unrelated to our genre-based approach.
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TABLE 9. Comparison of the accuracies of the proposed model and model proposed by Xing et al. [39].

TABLE 10. Comparison of the results of the proposed model and baselines (column 1) using Tukey’s post-hoc analysis test.

FIGURE 5. Analytical visualization of corpus-learned polarity seed words. (a). Scree plot displaying elbow curve with two factors. (b). Factor analysis
results displaying seed-word-polarity class binding.

Our evaluation used 1,000 positive and negative reviews each
from Blitzer et al. (2007) [29]. The comparative results dis-
played visible improvements in all domains, as presented
in Table 9. Our model showed a 4.5–12.7 points accu-
racy improvement across domains. To further evaluate our
proposed model, we performed a statistical significance
test using the accuracy measure in comparison with the
baselines.

B. STATISTICAL SIGNIFICANCE TEST
A single-factor analysis of variance (ANOVA) test was
performed to determine whether there was a significant
difference in accuracy between the proposed model and
the baselines across various domains. Tukey’s post-hoc
test revealed models having honest significant differences.
The results of statistical analysis with Tukey’s post-hoc
test at a 95% confidence level are presented in Table 10.
The p-value obtained in the ANOVA test was less than 5%

(F (6, 119) = 97.95, p = 0.0000), which implies that there
was a significant difference between the models. The results
reveal that the proposed model significantly differed from
all baseline models, demonstrating a statistically significant
increase in the mean of 6.487 points at a 95% confidence
interval (t (17) = 5.140, p < 0.05) in comparison with the
SPS model. Therefore, our proposed model’s improvement
in accuracy compared to baselines is statistically significant.
The strength of our proposed model lies in two outcomes: the
corpus-learned polarity seed words that are used as the source
for transfer learning and the learned target domain lexicons.
In Section VIII, we provide a deeper analysis of these two
contributions.

VIII. ANALYSIS AND DISCUSSION OF
EXPERIMENTAL RESULTS
A thorough analysis of the proposed model was performed
from the following three perspectives:
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FIGURE 6. Corpus-learned seed word scores across 18 target domains. (a). Positive polarity words. (b). Negative polarity words.

• Analysis of seed word polarity class binding and target
domain representation

• Comparison of the target domain sentiment lexicon cov-
erage and polarity strength analysis

Case study of sentiment word polarity, polarity strength, and
domain-specific divergence across target domains.

A. SEED WORD POLARITY CLASS BINDING AND TARGET
DOMAIN REPRESENTATION
The proposed model’s target domain sentiment lexicon
results demonstrate the representative nature of the corpus-
learned polarity seed words and their relation with their
respective polarity classes. A cross-investigation of these
properties was performed using a factor-analysis tech-
nique [73]. A TF-DIF vector for a corpus-learned seed word
was formed by concatenating the corpus-learned seed word

vectors from all source domains. The concatenated TF-DIF
vector acted as input to the factor-analysis technique. The
process involved 35 positive and negative corpus-learned
polarity seed words each.

Figure 5(a) presents the factor analysis by plotting corpus-
learned seed words on the x-axis and eigenvalues on the
y-axis in a scree plot. Through its elbow point, the scree
plot reveals that the orientation of the corpus-learned seed
words is along with two factors. In the loading plot illustrated
in Figure 5(b), positive seed words are represented using
the second factor, whereas negative seed words are repre-
sented using the first factor. The 35 positive corpus-learned
polarity seed words are denoted byP1–P35, while the 35 neg-
ative corpus-learned polarity seed words are denoted by
N1–N35. As shown in Figure 5(b), the positive and nega-
tive seed word sets are strongly bound to their respective
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FIGURE 7. Proposed model’s domain-wise sentiment word overlaps and non-overlaps with baselines’ sentiment lexicons.

polarity classes. This reveals the polarity strength and class
representativeness of the corpus-learned polarity seed words.
Thus, the proposed model can generate lexicons that perform
well across all target domains.

We further investigated the representativeness of corpus-
learned polarity seed words by verifying their polarity classes
in the target domains. Figures 6(a) and 6(b) display the polar-
ity scores of positive and negative corpus-learned seed words
across 18 target domains respectively. The same serial order
of domains was followed as used in all tables. Each domain
in Figures 6(a) and 6(b) (1–18) represent 35 corpus-learned
seed word scores as a colored dot. The scores of seed words
have the same polarity class and domain-based intensity
variation.

Overall, the positive corpus-learned seed words were pos-
itive across the genre-based target domains, whereas the
negative seed words were negative across these domains.
However, there were some exceptions; for example, the seed
word ‘‘awful’’ was absent from the Electronics and Digital
Music domains, and the seed word ‘‘instructor’’ was absent
from the Cell Phone domain. In addition, ‘‘instructor’’ was
observed with slightly opposite polarity in Clothe Shoes
Jewel and Video Games domains, as this word is rarely
observed in these domains and has a negative connotation.

The target domain seed word relevance was consistent with
the seed binding results in the source domain. The analysis
thus indicates that seed knowledge transfer was achieved by
the proposed model.

B. TARGET DOMAIN SENTIMENT LEXICON COVERAGE
AND POLARITY STRENGTH ANALYSIS
Sentiment lexicon coverage and sentiment word polarity
strength have a major impact on sentiment evaluation. There-
fore, it is necessary to evaluate the polarity lexicon coverage
and sentiment scores used in the different baselines.

The first four baselines (Hu & Liu, MPQA, NRC, and
SWN) are existing lexicons. The polarity lexicon cover-
age analysis of these four baselines in comparison with
our model is presented in Figure 7, wherein the results
are in three subgroups, comparing sentiment word overlap
(i.e., words shared by our model and the baselines) and
non-overlap (i.e., sentiment words present in our model but
absent from the baseline models/lexicons and vice versa)
statistics of the baseline model lexicon with our model’s
domain-based lexicon across target domains. The sentiment
word overlap between the proposed model and the baseline
models was in the range of 1,500–4,200. The number of
domain-specific sentiment words present in the proposed
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TABLE 11. Representative sentiment word score/polarity comparison between the proposed and baseline models for some target domains.

model and absent from the baseline models was in the range
of 3,800–10,200. These statistics explain the poorer perfor-
mance of existing lexicon baselines.

The SPS and SOPMImodels learn sentiment lexicons from
a target domain corpus; thus, sentiment lexicon coverage
in these two baselines was similar to that of the proposed
model. A sentiment word score represents the polarity ori-
entation and strength (score) that is reflected in the results.
The proposed model and SOPMI and SPS models assign a
real value score to a sentiment word that captures the sen-
timent orientation strength. Table 11 presents the sentiment
scores of representative sentiment words from the SOPMI
and SPS baseline models and the proposed model sentiment
lexicons for some target domains. In the Pet Supplies domain,
the review orientation was inclined toward pets. Therefore,
the sentiment words ‘‘cuddle’’ and ‘‘scuffle’’ were relevant
and denoted positivity and negativity, respectively. With the
proposed model, these two sentiment words had a higher
strength (score) than with the SOPMI and SPS models. In the
Sports & Outdoor domain, the sentiment words ‘‘stylish,’’
‘‘comfort,’’ and ‘‘rugged’’ were observed to be important,
having a positive connotation. Similarly, ‘‘defective,’’ ‘‘sub-
standard,’’ and ‘‘faulty’’ were observed to be important and

having a negative connotation. These sentiment words were
highly relevant in our model compared with the baseline
models. For example, a consumer prefers a cell phone that
is ‘‘affordable’’ and ‘‘lightweight’’ and provides ‘‘ease’’ of
handling. The proposed model reveals that these sentiment
words have high domain relevance.

Similar behavior was observed in other sentiment words
across all target domain sentiment lexicons of our model.
Two important achievements of the proposed model include
the ability to enhance the polarity orientation and retain
domain-specific polarity.

C. CASE STUDY OF SENTIMENT WORD POLARITY,
POLARITY STRENGTH, AND DOMAIN-SPECIFIC
DIVERGENCE ACROSS TARGET DOMAINS
This case study analyzed the quality and domain-inde-
pendence of the target domain sentiment lexicon learned
using our genre-based seed transfer learning approach. This
analysis addressed the transfer learning challenge of learning
the domain-relevant polarity, domain-relevant polarity score,
and domain-independent sentiment words. We present an
analysis using 17 representative sentiment words.
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FIGURE 8. Sentiment word scores displaying polarity and strength divergence across target domains.

In our model, sentiment words have domain-based scores
denoting their domain relevance. Thus, sentiment words
were observed with varying polarity scores across target
domains. The variation in scores of sentiment words is
depicted in Figure 8. The positive sentiment words ‘‘hesita-
tion,’’ ‘‘challenge,’’ ‘‘thrill,’’ ‘‘perfect,’’ and ‘‘enjoy’’ denoted
positivity, and their scores varied across target domains based
on their relevance to the domain. These words are indicated
by shades of red in Figure 8. The following sentence from
the Tools Home domain expressed positivity through the
sentiment word ‘‘hesitation’’: ‘‘I bought this product without
hesitation.’’ Although ‘‘hesitation’’ generally has a negative
connotation, it was always observed in a positive context.
A sense of positivity was also expressed through the senti-
ment word ‘‘thrill’’ in the Video Games domain as follows:
‘‘My son loved this; I gave it to him as a gift, and he was
thrilled.’’

The negative sentiment words ‘‘exchange,’’ ‘‘defective,’’
‘‘hate,’’ ‘‘shoddy,’’ and ‘‘fake’’ exhibited negative score vari-
ations across domains. These words are indicated by shades
of green in Figure 8. A consumer in the Beauty Products
domain expressed anger about a low-quality product as fol-
lows: ‘‘This brand produces shoddy products and has lousy
customer service.’’ A sentiment word with positive polar-
ity in one domain may be negative in another. The senti-
ment words ‘‘rapid,’’ ‘‘rough,’’ ‘‘tight,’’ ‘‘thin,’’ and ‘‘long’’
express varying polarity and are indicated by shades of
blue in Figure 8. The poor quality of fabric in the Clothe
Shoe Jewel domain was expressed using the sentiment word
‘‘rough,’’ such as ‘‘This fabric is very rough.’’ In contrast,
the same sentiment word was used to express positivity in the
Pet Supplies domain, such as ‘‘ Our cat is rough and tough!’’

Similarly, the sentiment word ‘‘thin’’ expressed positivity
in the Cell Phone domain, as thinner cell phones are more
popular, whereas it expressed negativity in the Tools Home
and Health & Personal Care domains.

Our proposed model also learned domain-specific senti-
ment words that were not present in all or source domains.
The sentiment word ‘‘dressy’’ was present in the Clothe
Shoes Jewel domain and several other domains but was absent
from most domains. Similarly, the sentiment word ‘‘virus’’
was observed in the Video Games domain and other domains
but was absent from the Automotive and Clothe Shoes Jewel
domains.

The above analysis indicates that our proposed model
learns target domains’ specific polarity, polarity strength vari-
ation, and domain-specific sentiment words. The proposed
model thus addresses the transfer learning challenge, the spar-
sity problem reported in a multidomain study [31].

IX. CONCLUSIONS AND FUTURE WORK
Our results suggest that the proposed genre-based model
can significantly contribute to the field of sentiment lexicon
learning. The strength of the model lies in the fact that
it automatically learns from corpora and does not rely on
existing seed words, lexicons, or labeled data. Using the
proposed model, we demonstrated sentiment lexicon learning
for multiple domains of the same genre. Thus, our model is
scalable and can be applied to any set of domains of the same
genre.

Source and target domains of the same genre were selected
from multiple domains using the affinity propagation cluster-
ing algorithm. The selected source domains were used in the
corpus-based polarity seed word learning process. The target
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domain sentiment lexicons were generated using the learned
seed words. The seed word transfer learning process exhib-
ited superior performance over the baselines with respect to
almost all target domains. The most important output of the
proposed approach was the genre-level set of corpus-learned
polarity seed words. The representative nature and strong
binding of the corpus-learned seed words were verified and
reflected in the model’s performance.

Parameter tuning in the model was performed using heuris-
tic approaches. In the future, an optimization technique can
be implemented to tune the parameters. This would fur-
ther enhance the model’s adaptability to various domains.
Potential extensions of this research include investigation
using different homogeneous knowledge-transfer tasks and
the possible application of the model to different languages
in circumstances wherein labeled data are unavailable.
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