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ABSTRACT Diabetic retinopathy (DR) is a major reason for the increased visual loss globally, and it became
an important cause of visual impairment among people in 25-74 years of age. The DR significantly affects the
economic status in society, particularly in healthcare systems. When timely treatment is provided to the DR
patients, approximately 90% of patients can be saved from visual loss. Therefore, it becomes highly essential
to classify the stages and severity of DR for the recommendation of required treatments. In this view, this
paper introduces a new automated Hyperparameter Tuning Inception-v4 (HPTI-v4) model for the detection
and classification of DR from color fundus images. At the preprocessing stage, the contrast level of the fundus
image will be improved by the use of contrast limited adaptive histogram equalization (CLAHE) model.
Then, the segmentation of the preprocessed image takes place utilizing a histogram-based segmentation
model. Afterward, the HPTI-v4 model is applied to extract the required features from the segmented image
and it subsequently undergoes classification by the use of a multilayer perceptron (MLP). A series of
experiments take place on MESSIDOR (Methods to Evaluate Segmentation and Indexing Techniques in
the field of Retinal Ophthalmology) DR dataset to guarantee the goodness of the HPTI-v4 approach and
the obtained results clearly exhibited the supremacy of the HPTI-v4 model over the compared methods in a
significant way.

INDEX TERMS Diabetic retinopathy, image classification, hyperparameter, deep learning.

I. INTRODUCTION
In past decades, diabetes is caused because of the excess
growth of glucose in the blood. If the same condition is
retained for a long time, it results in severe blood vessel
damage. A person affected with diabetes is vulnerable to
kidney failure, loss of eyesight, bleeding teeth, lower limb
confiscation, nerve failures, and so on. It also leads to a heart
attack as well as stroke in diabetic affected individuals. The
nephrons present in the kidney are damaged and leads to
diabetic neuropathy while neurons present in the brain get
damaged, and cause diabetic retinopathy (DR) which results
in the retinal infection. According to the survey of the World
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Health Organization (WHO) has been detected that diabetes
would be in the 7th place which comes under fatal disease [1].
Furthermore, the additional information states that around
108 million diabetic patients were in an earlier period which
has been increased to 422 million respectively. Based on the
statistics, the diabetic affected persons have been maximized
above 18 years of age from 4.7% to 8.5% is obtained. Some
of the poor people have a greater option to be affected by
diabetes. In India, people around 61.3million between the age
of 25–75 are found to be diabetic individuals. Alternatively,
it states that theymight be raised to 101.2 million by 2030 [2].
If there is a frequent improvement in blood glucose level
which affects the retina prior. The maximum enhancement in
glucose level greatly influences the blood vessels that cause
oozing of blood from eyes and weakens the human visual
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FIGURE 1. Stages involved in DR: (a) normal; (b) mild; (c) moderate;
(d) severe; (e) PDR.

system. However, humans are inherited with the capability
of curing the disease. If the brain detects the blood leakage,
it tends to stimulate the adjacent tissues to manage the current
status. As a result, it leads to the random development of
new blood vessels [3], but the formed cells are anemic in
nature. At the initial stage, the vision gets affected slowly.
Consequently, it is compulsory for diabetic patients must
undertake a systematic eye checkup where the retina should
be observed by an ophthalmologist. There are various tech-
niques for detecting the affected eye, some of them are slit-
lamp biomicroscopy, optical coherence tomography (OCT),
fundus fluorescein angiography (FFA), and fundus images.

The intensity of disease would be identified from the
abnormal size of any part that is affected. There are a few fore-
casting models, namely venous beading, microaneurysms,
hemorrhage, etc. are considered to be significant principles
applied. Here, microaneurysms denote the size of a blood clot
which is 100–120µm with a circular shape. Hemorrhage is
caused due to the enormous amount of blood leakage from
the affected blood vessel. Furthermore, the uneven enlarge-
ment of blood vessels is called neovascularization. DR is
classified into non-proliferativeDR (NPDR) and Proliferative
DR (PDR). Hence, a DR sample implies different levels are
shown in Figure 1.

DR plays a significant role in preventing vision loss only
when the disease is predicted in the earlier stage. If the
anomaly is detected, the patient must undergo regular treat-
ment every 6 months to examine the disease [4]. To overcome
the above short comes, a new method has been designed
to predict and classify fundus images, which is helpful in
degrading the problem of vision loss due to the contribution of
DR. Diverse works have provided different models to obtain
exact DR identification. While performing the identification

and classification of DR takes place under the segmentation
of fundus images as small parts to find the presence of exu-
dates, lesions, microaneurysms, etc.

A method to compute different features of abnormal foveal
zone, as well as microaneurysms, has been presented in [4].
It often applies curvelet coefficients which are attained from
fundus images and angiograms. There is a three-stage classi-
fication technique appliedwhere the experiment has been per-
formed, 70 diabetic patients. Therefore, the projected method
reaches an optimal sensitivity value of 100%. A DR image
classification approach has been presented in [5] which is
processed according to the previous microaneurysms. Fur-
thermore, circularity as well as region of microaneurysms
has been used to perform the feature extraction. Some of
the datasets like DIARETDB1, DRIVE, and ROC have been
applied in this research work. Furthermore, the presented
method attains a better classification in terms of maximum
sensitivity and specificity than alternate techniques. It is
also employed with the principal component analysis (PCA)
model to divide the images of optic disc (OD) from fundus
photography. Under the application of enhanced minimum
distance discriminant (MDD) classifier technique, it attains
a maximum classification result including optimal detecting
value. Subsequently, diverse images are employed to perform
the above process along with a classification process which
denotes the normal and abnormal images.

Cunha-Vaz [6] measured the practical result of support
vector machine (SVM) from three standard datasets as well
as to attain maximum accuracy rate. Simultaneously, tex-
ture attributes have been derived from the local binary pat-
tern (LBP) [7] to predict the presence of exudates to attain
the best classification process. The alternate dual classifi-
cation process, designed by Omar et al. [8], which has a
bootstrapped decision tree (DT) is applied for fundus image
segmentation.

Here, Gabor filtering and SVM classifier has been pro-
jected in [9] to perform the DR classification. Before the
application of classification technique, circular Hough trans-
form (CHT) and contrast limited adaptive histogram equal-
ization (CLAHE) methods have been generated for input
images which help to reach the optimal detecting value in
the STARE dataset. Some of the morphological processes use
the intensity level of image as threshold values for segment-
ing images [10]. Bhatkar and Kharat [11] mentioned CNN
features with data augmentation technology in classifying
DR images. Therefore, DR images undergo 5 phases that are
tested using the Kaggle dataset.

Partovi et al. [12] established an error based independent
system that helped to divide images. Deep CNN (DCNN)
offers advanced feature extracting method to classify medic-
inal images.

Followed by, Xu et al. [13] utilized DCNN to reduce the
human inventions and attempts in maximum feature repre-
sentation of histopathological colon for classifying cancer
images and other images. Shen et al. [14] developed a tech-
nique of multi-crop pooling which is applied in DCNN to
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FIGURE 2. Overall process involved in the HPTI-v4 model.

capture object salient information for categorizing the lung
cancer with the consumption of CT photographs. In Shan-
thi and Sabeenian [15], a new DR classification model
using modified AlexNet architecture has been presented.
The presented model using CNN with appropriate pooling,
softmax, and ReLU layers to attain maximum detection
performance. The performance of the model is assessed on
Messidor dataset. The proposed Modified AlexNet architec-
ture has reached to a maximum average accuracy of 96.25%.
In Shankar et al. [16], an effective DR classification
model has been presented by the use of Inception-ResNet
v2 model-based feature extraction and deep neural net-
work with moth search optimization (DNN-MSO) algorithm.
The presented model is validated using Messidor dataset
and the results exhibited better results with the maximum
accuracy, sensitivity, and specificity of 99.12%, 97.91%,
and 99.47%

Though various DL models are available for DR classi-
fication, the hyperparameter tuning process of DL models
are not extensively addressed. The hyperparameter tuning
technique helps to properly select the parameter values and
leads to better classification performance. In this view, this
paper introduces a new automated Hyperparameter Tuning

Inception-v4 (HPTI-v4) model for the prediction and clas-
sification of DR from color fundus images. The presented
HPTI-v4 model is composed of diverse sub-processes like
preprocessing, segmentation, feature extraction, and clas-
sification. Here, the segmentation process takes place by
histogram-based segmentation, and the inception-v4-based
feature extraction process takes place. For tuning the hyper-
parameters in inception-v4, the Bayesian optimization tech-
nique is involved. Finally, the classification process takes
place under the application of multilayer perceptron (MLP).

The structure of this study includes four sections. The
presented HPTI-v4 model is neatly discussed in Section II.
The validation of the HPTI-v4 model takes place in
Section III, and the contributions of this study are concluded
in Section IV.

II. THE PROPOSED HPTI-V4 MODEL FOR DR
CLASSIFICATION
The overall working principle of the HPTI-v4model is shown
in Figure 2. As shown, the input image will be preprocessed
to improve the contrast level by the use of CLAHE model.
Then, the segmentation of the preprocessed image takes place
by utilizing the histogram-based segmentation model. After-
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ward, the HPTI-v4 model is used for feature extraction. The
tuning of hyperparameter is carried out by the use of the
Bayesian optimization technique. At last, the MLP classifier
model is applied for the classification of diverse DR levels in
color fundus pictures.

A. PREPROCESSING: CONTRAST ENHANCEMENT
In order to achieve an accurate segmentation and DR classi-
fication of images, the CLAHE method is applied to improve
image contrast. The extended version of CLAHE is helpful in
avoiding unwanted noise amplification. Furthermore, various
histograms intensities are computed under the application of
CLAHE, which every node relies on standard image area
as well as the histogram is distributed to prevent additional
amplification as well as re-mapping the intensity measures
which is carried out with the help of shared histogram.
When it comes to medical images, the currently devel-
oped CLAHE methods are deployed to improvise the image
contrast.

To reveal the efficiency of CLAHE approach, few steps
have been provided as follows.

• Producing entire input: An image, count of parts present
in all rows and columns directions, bin number of his-
tograms are employed to develop image transformation
and clip boundary application to limit the contrast from
0 to 1.

• Input pre-processing: In ordinary values, find a clip
boundary to add the image at the primary stage before
processing the image partition.

• Determining every background area that tends to create
mapping to grayscale: Producing whole image region,
deploy a histogram region under the application of spec-
ified bin count, histogram clip applies a clip boundary as
well as offers an optimal mapping.

• For collecting final CLAHE image, arbitrate gray level
mapping: Extraction of cluster with 4 adaptive map-
ping operations, compute image regions which result
in two-third of overlapping for all mapping tiles, then
extract all pixels, applies 4 mappings to pixel, and inter-
polates among the outcome to accomplish a maximum
efficiency from the whole image.

B. HISTOGRAM-BASED SEGMENTATION PROCESS
Here, segmentation is said to be the division of images
into the group of non-overlapping areas respectively. The
segmentation model mainly focuses on dividing the regions
with objects of interest that are adopted from the portion of
image concerning background. The above process could be
performed with the application of similarity as well as homo-
geneity. In addition, the thresholding mechanism is simple
and satisfying which helps to process a specific constraint
of foreground against the background segmenting process.
Some of thresholding methods are simple, perceptive, and
based on various intensities of diverse images. From the
thresholding mechanism, the collection of better thresholds

can be obtained which is relied on many useful regions that
help to discover the image. Several thresholding approaches
have been established with a complete study that is provided
by [16]. By identifying optimal thresholds, an effective seg-
mentation process could be attained where other models are
based on histogram computation. Hence, the histogram of an
image denotes the comparative frequency of various color
occurrence. A digital image exists with a value of L col-
ors, and then the histogram would be a discrete function as
Equation (1).

h (gk) =
nk
N
, k = 0, 1, . . . ,L − 1. (1)

The number of pixels nk includes color gk which is
assumed to be the fraction of entire pixels N . Images with
bi-modal histograms, a global threshold T has been applied
for portioning the image histogram. Therefore, the dis-
tinct condition of having objects as well as background
is denoted in image histogram through a deep and nar-
row valley. Thus, threshold value could be selected from
the end of valley. The other technique for computing the
threshold is easy and simple which does not acquire more
information about the image which is strong enough in
contrast to image noise. Furthermore, it can be adap-
tive for iterations under the application of mean inten-
sity values that is obtained from segmented images, yet to
attain some modifications in a successive process that is
small.

Generally, the global thresholding is processed for the
peaks in image histogram, with respect to objects of interest
as well as to background has been divided. Thus, it is proven
that the adapted technique is not applicable for images that are
strongly illuminated and the valleys of histogram are said to
be lengthy as well as broadwith different measures of heights.
It enables the thresholding process for an image includ-
ing a histogram that lacks in original peaks. Furthermore,
the image is divided into sub-images under the help of spec-
ified technique as well as the application of mean value for
sub-image. When a definite feature of an image is obtained
then, the process is named as priori, where the task of select-
ing threshold would be simple and the main purpose of select-
ing threshold is to assure the satisfaction in the process. A new
technique termed as P-tile applies these kinds of data like
objects may be dark when compared with other backgrounds
and consumes a definite fraction i.e. percentile (1/p) is the
overall image area. The threshold can be identified by exam-
ining the intensity level where the target fraction of image
pixels is lower than the given value. Hence, the intensity level
could be discovered with the help of cumulative histogram by
Equation (2).

c (gk) =
k∑
i=0

gi. (2)

The value of threshold T is fixed as c(T ) = 1/p. In case of
dark background, it might be set as c(T ) = 1 - 1/p.
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FIGURE 3. The architecture of inception-v4 model.

C. HYPERPARAMETER OPTIMIZATION OF
INCEPTION-V4 USING THE BAYESIAN OPTIMIZATION FOR
FEATURE EXTRACTION
The basic model of inceptions is applied in training different
portions such that all monotonous blocks are segmented as
several sub-networks which is applicable to allow the com-
plete method in memory. Therefore, the inception method
could be tuned in an easy manner that denotes the probability
of altering number of filters from unique layers that do not
affects the quality of complete trained network. In order
to enhance the speed of training process, the size of layer
should be tuned in a proper way to reach the tradeoff among
different sub-networks. In contrast, by applying TensorFlow,
advanced inception methods are designed without repeated
partitioning. This is because of using smart memory optimiz-
ing for backpropagation (BP) which is attained by enabling
tensors that are essential in calculating gradient as well
as determining reduced numbers. Furthermore, inception-
v4 has been proposed to eliminate the unnecessary operation
which makes similar methods for Inception blocks in all
grid sizes [17], [18]. The whole architecture of inception-
v4 technique is shown in Figure 3.

1) RESIDUAL INCEPTION BLOCKS
Here, inception blocks are used by the filter-expansion
layer which is used to improve the dimensionality of filter
bank, before totaling the depth of input. This process is

essential in replacing the dimensionality cutback tempted
through the inception block. There are diverse types of
inception, inception-v4 is slow, due to the presence of
massive layers. The extra modification between residual
and non-residual. It is named as batch-normalization that
is applied to conventional layers. However, the model of
batch-normalization in TensorFlow takes maximum storage
space as well as it is essential to reduce the total number of
layers if batch normalization is to be used in any place.

2) SCALING OF THE RESIDUALS
In this study, when a filter count is more than 1000, residual
models show that it is unstable and the network is terminated
at the initial stage of training which signifies the target layer
before the pooling layer starts to produce zeros from various
iterations. However, it could not be eliminated by minimizing
the training measure.

In addition, the reduced values are appended before the
activation layer is identified and stable in learning. In general,
some of scaling factors are within the range of 0.1 to 0.3 that
is used in scaling the accumulated layer activations.

3) PARAMETER TUNING
Hyperparameters can be tuned to control the performance
of the applied techniques. The process of the selection of
hyperparameters is the major characteristic of the DL models
which nearly explain particular hyperparameters that handles
various aspects like memory and computation complexity.
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FIGURE 4. Bayesian optimization process.

Therefore, the additional hyperparameters are represented to
settle in a definite technique on a particular scenario. Gen-
erally, more time is needed to tune the hyperparameters for
obtaining effective results.

Hyperparameter optimization can be defined as follows:

x∗ = arg m
x∈X

f (x) (3)

where f(x) denotes the objective score to reduce the error
assessed on the validation set, x∗ is the collection of hyperpa-
rameters which produces minimum score value, and x could
take on any value in the domain X. In other words, the aim is
to determine the model hyperparameters which produce high
score on the validation set metric. There are two ways exist
to select them such as manual and automatic. All these meth-
ods are officially feasible and the decision normally defines
a tradeoff among the deep interpretation of MLP method
needed for choosing hyperparameters in a manual way ver-
sus the maximum computation cost needed by automated
selection models. Here, the hyperparameters in the inception-
v4 model are tuned by the use of Bayesian optimization
model (shown in Figure 4) [19].

The Bayesian optimization model analyzes the previous
validation outcome inwhich it utilizes to create a probabilistic
model, which will map the hypermeters to a probability of a
score. This technique is termed as a ‘‘surrogate’’ for objec-
tive function p(b|a). The surrogate can be easily optimized
compared to the objective function.

Bayesian optimization is a well-known and simple
approach that is mainly applied for sequential optimiza-
tion of unlabeled objective functions and defined as, x∗ =
argmaxx∈X f (x), where X ⊆ RD. Unfortunately, the function

estimations could be filled with artefacts with y = f (x) + ε
where ε ∼ N (0, σ 2). Gaussian process (GP) (Williams and
Rasmussen 2006) is a familiar choice to specify the smoothly
varying functions. Assume x is theD dimensional observation
andX as matrix with pwhereas y denotes the parallel function
values in these observations. With mo loss of generality,
the prior mean function is assigned as zero function which
makes the Gaussian process completely defined by covari-
ance function as: p(f |X ) = N (f |0,K ) where f represents the
corresponding latent parameters and K refers to the kernel
matrix with Ki,j = k(xi, xj). Here, it selects the well-known
squared exponential kernel as the choice of covariance func-
tion.

The above-defined model is defined as, k(x, x ′) =
exp(− 1

2θ

∥∥x − x ′∥∥2) where θ signifies the length-scale
parameter of a kernel. Under the application of GP features,
incomplete derivatives of a GP is still Gaussian as the dif-
ferentiation is said to be linear process. It enables to enclose
the derivative of unknown objective function by applying the
provided criteria for covariance functions as:

k

[
∂f (i)

∂x(i)d
, f (j)

]
=

∂

∂x(i)d
k
[
f (i), f (j)

]
(4)

k

[
∂f (i)

∂x(i)d
,
∂f (j)

∂x(j)g

]
=

∂2

∂x(i)d ∂x
(j)
g

k
[
f (i), f (j)

]
(5)

where d, g ∈ [1, ...,D]. The newly developed model applies
the acquisition function which helps in searching optimal
objective function. Here, Expected Improvement (EI) has
been employed for acquiring the advantages of the given
approach. But, it is notified that is capable of working with
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any kind of acquisition function. EI is depicted as:

α(xp+1) = (µ(xp+1)−f (x+))8(z)+σ (xp+1)φ(z) (6)

where

z = (µ(xp + 1)− f (x+))/σ
(
xp + 1

)
(7)

where8(·) and φ(·) are CDF as well as PDF of a standard nor-
mal distribution. The Bayesian optimization model is effec-
tive because it selects the subsequent hyperparameters in an
informed way. The core concept is to allocate slightly higher
time to choose the next hyperparameters for making less
number of objective function. The efficiency of this approach
can be identified only with minimum iterations. The primary
commitment of HPTI-v4 model is used for the classification
of the provided input image into different classes of DR.

D. MLP-BASED CLASSIFICATION
Here, MLP is considered as a feed-forward artificial neural
network (ANN) technique that is mapped with the collection
of input data to set of output data. Therefore, it is assumed
as logistic regression (LR) classifier, and the conversion of
primary input is carried out with the help of non-linear trans-
formation. Any MLP along with a single hidden layer is a
discriminant of non-linear transformation.

y = fθ (x) = σ (b+ B× σ (a+ A× x)) . (8)

where the parameter θ indicates two vectors a and b; and
A and B indicate two matrices, and σ (·) is the element-
wise sigmoid function of a vector. These parameters undergo
optimization using stochastic gradient descent (SGD), min-
imizing few objective functions involving y and the ground
truth classification information. Some of the reducing func-
tions are composed of y where element becomes optimized
for the whole network along with SGD as well as original
data classification. The function c(θ ) is an objective function.
Hence, an upcoming effective technique is employed to attain
maximum optimization. Usually, the function fθ has several
local minima. In order to train a little ANN, the local minima
should be analyzed consecutively with maximum problems
like XOR, spiral as well as parity. Due to the existence of
fθ symmetry, an individual local minimum introduces higher
local minima from the parameter vector. In various cases,
c(θ ) often has a lower hierarchy. To train the ANN model,
many techniques have been attained by the above study. For
lower scales, the momentum is embedded from local minima,
and programs for learning measures are arranged with the
application of minima hierarchy in various scales of same
method to repeated annealing.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS
A series of experimental analysis takes place to verify the
performance of the proposed method. The optimal set of
hyperparameters chosen by Bayesian optimization is epoch
count: 500, learning rate: 0.001, and momentum: 0.9.

TABLE 1. Dataset details.

A. DATASET
To compute the performance of the presented HPTI-v4
model, a benchmark MESSIDOR dataset is applied [20]
which has color fundus images with appropriate annotation.
The images present in the dataset can undergo classification
into a set of four stages as shown in Table 1. The 1200 eye
fundus color images of the posterior pole of the Messidor
database were gathered by 3 ophthalmologic departments
through a color video 3CCD camera placed on the Topcon
TRC NW6 non-mydriatic retinograph with a 45◦ field of
view. The images are taken by the use of 8 bits per color
plane at 1440∗960, 2240∗1488 or 2304∗1536 pixels. The
images which have some microaneurysms belong to Stage 1.
The image in which both microaneurysms and hemorrhages
belong to Stage 2 and the images involve high microa-
neurysms and hemorrhages belong to Stage 3. For experimen-
tation, 10 fold cross-validation process is employed to divide
the dataset into training and testing sets.

B. PERFORMANCE MEASURES
The set of 4 estimation parameters were applied to evaluate
the function of HPTI-v4 models in terms of sensitivity, speci-
ficity, accuracy, and precision factor. The given equations are
provided to compute the above-mentioned factors as provided
in Equations (9)-(12). The sensitivity is measured accord-
ing to true-positive (TP) and false-negative (FN )(shown in
Equation (9)). The specificity is measured according to
true-negative (TN ) and false-positive (FP)(shown in Equa-
tion (10)). The accuracy is measured according to true-
positive (TP), false-positive (FP), true-negative (TN ), and
false-negative (FN )(shown in Equation (11)). The precision
factor is measured according to true-positive (TP) and false-
positive (FP)(shown in Equation (12)).

Sen =
TP

TP + FN
. (9)

Spe =
TN

TN + FP
. (10)

Acc =
TP + TN

TP + FP + TN + FN
. (11)

Pre =
TP

TP + FP
. (12)

C. RESULT ANALYSES
A sample visualization results attained by the HPTI-v4model
is shown in Figure 5. As shown, Figure 5(a) shows the sam-
ple input test color fundus images which undergo effective
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FIGURE 5. (a) Original image; (b) segmented image; (c) classified image.

FIGURE 6. Generated confusion matrix for DR.

segmentation and classification model. Figure 5(b) and Fig-
ure 6(c) show the segmented and classified output of the used
test image.

Figure 6 visualizes the confusion matrix generated by
HPTI-v4 model in the classification of the different stages
of DR images. It is transformed into an understandable form
in Table 2. The values in Table 2 indicated that a total
of 542 images were classified into the class label ‘Normal’,
150 images were classified into the class label ‘Stage_1’,
244 images were classified into the class label ‘Stage_2’ and
252 images were classified into the class label ‘Stage_3’.

Table 3 provide the confusionmatrix of the HPTI-v4model
in terms of TP, TN , FP, and FN for every stage of DR.
It is the preliminary process for the determination of the
classification performance of the presented HPTI-v4 model.
The figure shows that the values of TP and TN are signifi-
cantly higher compared to FP and FN . These values itself

TABLE 2. Confusion matrix.

TABLE 3. Manipulation from confusion matrix.

FIGURE 7. Sensitivity and specificity analyses of the HPTI-v4 model.

FIGURE 8. Accuracy and precision factor analyses of the HPTI-v4 model.

clearly portrayed the effective classification outcome of the
HPTI-v4 model.

Figure 7 and Figure 8 show the classifier results of the
HPTI-v4 technique in terms of accuracy, sensitivity, speci-
ficity, and precision factor. The figure depicted that the DR
images under the grade ‘Normal’ are effectively classified
with the sensitivity, specificity, accuracy, and precision factor
of 99.27%, 99.85%, 99.58%, and 99.82% respectively. Simi-
larly, the DR images under the grade ‘Stage_1’ are effectively
classified with the sensitivity, specificity, accuracy, and preci-
sion factor of 98.04%, 99.62%, 99.42%, and 97.40% respec-
tively. Likewise, the DR images under the grade ‘Stage_2’
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FIGURE 9. Comparison of HPTI-v4 model with diverse methods in terms
of sensitivity and specificity.

FIGURE 10. Comparison of HPTI-v4 model with diverse methods in terms
of accuracy.

are effectively classifiedwith the sensitivity, specificity, accu-
racy, and precision factor of 98.79%, 99.58%, 99.42%, and
98.39% respectively. At last, the DR images under the grade
‘Stage_3’ are effectively classified with the sensitivity, speci-
ficity, accuracy, and precision factor of 99.21%, 99.68%,
99.58%, and 98.82% respectively.

Figure 9 and Figure 10 offer a detailed comparative analy-
sis of different models [15], [16] in terms of accuracy, sensi-
tivity, and specificity. On measuring the classifier outcome in
terms of accuracy, it is noticeable that the AlexNet technique
attains an inferior classifier outcome with minimal accu-
racy of 89.75%. At the same time, the ResNet model offers
slightly better classification with the moderate accuracy
of 90.40%. On continuing with, the VggNet-16, VggNet-19,
and GoogleNet models exhibit manageable and near iden-
tical results with the accuracy values of 93.17%, 93.73%,
and 93.36% correspondingly. In line with, the VGGNet-s
model shows better results of those previous models with
an accuracy value of 95.68%. Then, the modified AlexNet
(M-AlexNet) and deep neural network with moth swarm
optimization (DNN-MSO) models show competitive results
and attain higher accuracy values of 96.00% and 99.12%.
However, the HPTI-v4 model showcased extraordinary clas-
sification performance and obtained the highest accuracy
of 99.49%.

During the classification performance assessment in terms
of sensitivity, it is reported that theGoogleNetmodel achieves

worse classification with the minimal sensitivity of 77.66%.
Together, the AlexNet model has resulted in a moderate
sensitivity of 81.27%. On continuing with, the VggNet-
s, VggNet-16, and ResNet models exhibit controllable and
closer results with the sensitivity values of 86.47%, 86.47%,
and 88.78% correspondingly. In line with, the VggNet-
16 technique shows improved results over previous models
with a sensitivity value of 90.78%. Afterward, M-AlexNet
and DNN-MSOmodels display competitive results and attain
higher sensitivities of 92.35% and 97.91%. Nevertheless,
the HPTI-v4 model showcased extraordinary classification
performance and obtained the highest sensitivity of 98.83%.

On computing the classifier result in terms of specificity,
it is conveyed that the GoogleNet model accomplishes infe-
rior classification with a minimal specificity of 93.45%.
At the same time, the AlexNet and VggNet-16 models offer
somewhat better classification with reasonable specificity
values of 94.07% and 94.32% correspondingly. Besides,
the VggNet-19 and ResNet models exhibit manageable and
near identical results with the specificity values of 96.49 and
95.56 correspondingly. Then, the M-AlexNet and VggNet-s
models demonstrate viable results and attain higher speci-
ficity values of 97.45% and 97.43% respectively. It is also
noted that the DNN-MSO algorithm has reached a com-
petitive result with a higher specificity of 99.47%. The
HPTI-v4 model showcased extraordinary classification per-
formance and obtained a specificity of 99.68%. By looking
into the above tables and figures, it is apparent that the pre-
sented HPTI-v4 model shows extraordinary results with the
maximum accuracy, sensitivity, and specificity of 99.49%,
98.83%, and 99.68%, respectively. Therefore, the presented
model can be employed as an automated diagnostic tool for
the classification of DR images.

IV. CONCLUSION AND FUTURE WORK
An efficient DR disease diagnosis model called the HPTI-v4
model has been presented. The presented HPTI-v4 model
involves the segmentation process by the feature extraction
processes based on histogram and Inception v4. For tuning
the hyperparameters in Inception v4, the Bayesian optimiza-
tion technique is involved. Finally, the classification pro-
cesses are performed by the use of MLP. The experimental
outcomes stated that the presented HPTI-v4 model showed
extraordinary results with the maximum accuracy, sensitivity,
and specificity of 99.49%, 98.83%, and 99.68% respectively.
Therefore, the HPTI-v4 model can be employed as an auto-
mated diagnostic tool for the classification of DR images.
In the future, the proposed model can be further improved
with the application of classification models.
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