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ABSTRACT Deep learning methods have huge success in task specific feature representation. Transfer
learning algorithms are very much effective when large training data is scarce. It has been significantly used
for diagnosis of diseases in medical imaging. This article presents a systematic literature review (SLR) by
conducting a comparison of a variety of transfer learning approaches with healthcare experts in diagnosing
diseases from medical imaging. This study has been compiled by reviewing research studies published
in renowned venues between 2014 and 2019. Moreover, the data for the diagnosis performed by health
care experts has also been acquired to perform a detailed comparative analysis for a wide range of
diseases. The analysis has been performed on the basis of diseases, transfer learning approaches, type of
medical imaging used. The comparative analysis is based on performance indices reported in studies which
include diagnostic accuracy, true-positive (TP), false-positive (FP), true-negative (TN), false-negative (FN)
sensitivity, specificity, and the area under the receiver operating characteristic curve (AUROC). A total
of5,188articles were identified out of which 63 studies were included. Among them 21 research studies
contain sufficient data to construct the evaluation tables that enable process of test accuracy of transfer
learning having sensitivity ranged from 71% to 100% (mean 85.25%) and specificity ranged from 64%
to 100% (mean 81.92%). Furthermore, health experts having sensitivity ranged from 33% to 100% (mean
85.27%) and specificity ranged from 82% to 100% (mean 91.63%).This SLR found that diagnostic accuracy
of transfer learning is approximately equivalent to the diagnosis of health experts. The results also revealed
that convolutional neural networks (CNN) have been extensively used for disease diagnosis from medical
imaging. Finally, inappropriate exposure of diseases in transfer learning studies restricts reliable elucidation
of the outcomes of diagnostic accuracy.

INDEX TERMS Transfer learning, heath experts, disease, medical imaging, SLR.

I. INTRODUCTION
In MEDLINE (a bibliographic database of biomedical and
life sciences), the first paper was indexed with the MeSH
term ‘‘artificial intelligence’’ (AI) dates back to July 1951,
when a tortoise robot presented in the seminal paper ‘‘Matter
with mind; a neurological research robot’’ was presented by
Fletcher [1]. Currently in the field of AI, a large of number
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of scientific articles has been published, with numerous in
the lay press [2]. The AI has transformed and improve the
Quality of Life (QoL) through smart and intelligent applica-
tions such as face tagging, natural language translation (NLT)
and speech recognition [3], [4]. A lot of advancement has
been achieved by the research community in the domain
of healthcare using AI; particularly in finding of patterns
or identification of diseases from medical imaging, some
researcher even thinks that in near future AI will replace and
revolutionized the classical medical diagnostic approaches
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and change the role of doctors from diagnostician to ‘‘infor-
mation specialists’’.

Diagnosis is the art of finding or identifying the nature
of an illness through amalgamation and collections of data
which allows them to accurately classify the disease and
refers the medical treatment. Human diagnosticians achieve
an adequate accuracy in classifying the disease by practic-
ing on evident medical cases in the supervised diagnostic
process [5].

Medical imaging has been considered the significant
sources of diagnostic, but it is reliant on human elucida-
tion. The need for, and accessibility of, diagnostic medical
images is rapidly exceeding the capability and competency
of the available healthcare specialists, especially in low and
middle-income countries [6]. Automated process of disease
diagnosis from medical imaging through the smart gadgets
of AI, mainly in the field of transfer learning, might be able
to solve this dilemma [7]. Reports of pre-trained algorithms
exceeding humans in diagnostic assessment have generated
considerable elation.

Transfer learning is an application of AI based on pre-
trained learning that provides significant enhancement in
accuracy and rate of diagnosis through medical imaging.
There is a sturdy public engrossing and market demands that
are driving the rapid production of such diagnostic products.
The approaches of transfer learning provide architecture to
exploit previously acquired knowledge to unravel new but
relevant issuesmuchmore expeditiously and effectively using
AI [8]. The transfer learning algorithms have the feature to
fine-tune the model on the basis of previously trained data,
allowing them to adjust to their provided input layers. This
feature makes them the powerful tool for identifying and
cataloging the pattern of diseases. Furthermore, the revealed
features have not processed by medical technologists, but to
a certain extent by the sequences they have trained from input
data [9].

In contrast, deep learning algorithms has achieved aston-
ishing and significant deviations to the medical engineering,
with their findings in the field of image caption, computer
vision and pattern recognition [10], [11]. Until now, the deep
learning has faced three major issues in disease diagnostic
procedures. First, access to a large amount of well-curated
and labeled medical image databases. Second, highly spe-
cialized computing equipment’s has vital role because the
evaluation of deep learning algorithms depends on the par-
allel computing architectures, known as ‘‘graphic processing
units’’ (GPU) [12]. Third, technical and numerical exper-
tise is required to implement the deep learning algorithms.
Transfer learning has ability to conquer such issues, where an
algorithm has designed for a particular problem is repurposed
and leveraged as initial point for learning on novel task.While
transfer learning moderates a few of substantial computing
assets request in developing a custom-made algorithm from
inception, it nonetheless demands deep learning proficiency
to deliver efficient and effective results.

In this SLR, we have sought the latest development of
disease diagnostic performance by pre-trained algorithms for
medical imaging compared with clinical experts, considering
study behavior, exposure, and clinical significance to the
globe. We have conducted this SLR to evaluate the diagnos-
tic accuracy of transfer learning algorithms associated with
health experts.

To the best of our knowledge, there is no such published
SLR comparing the disease diagnostic performance between
transfer learning models and clinical experts. Thus, we aimed
to study the literature and provide a modern summary indi-
cating the scope of pre-trained algorithms to disease diag-
noses compared with human diagnostician. A taxonomy of
disease diagnosis has been proposed using medical imaging
to compare the accuracy of transfer learning algorithms and
discussed their results by comparingwith diagnostic accuracy
of health experts. Furthermore, the proposed model for dis-
ease diagnosis has been presented. We hope this SLR would
help healthcare experts’ consciousness and comprehension of
pre-trained learning-related medical practices.

This SLR has been categorized as follows: Section II dis-
cusses the methodology for conducting SLR by defining the
research questions, search string strategy, inclusion-exclusion
criteria of selected articles and quality assessment; Section III
contains the results of research question; Section IV presents
the discussions on the obtained results. Moreover, the pro-
posed taxonomy and model for the diagnosis of diseases have
been presented in this section; and finally, the SLR has been
concluded in Section V.

II. RESEARCH METHODOLOGY
Petersen et al. [13] described that the purpose of SLR is to
present an overview of a research publication area, classify
its number of publications, and types of research studies,
and outcomes available within it. In this systematic study the
primary goal is to calculate the number of publications over
time to explore different research trends. Furthermore, also
identify the fora inwhich field of research has been published.
The flow of systematic study process is shown in Fig. 1,
which covers the search strategy for relevant research
publications, classification scheme, and the mapping of
publications.

A. RESEARCH QUESTIONS
The overall purpose of our systematic study research is to
gain insight into the all possible solutions designed to address
the comparison of pre-trained algorithms performance versus
health experts in classifying diseases from different kinds
of medical imaging. In order to achieve a comprehensive
review on this research topic, the systematic study consists of
four research questions (RQ) which are described with their
corresponding motivations in Table 1. These RQs will allow
us to classify the existing research trends, and to identify
upcoming research studies aspect.
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FIGURE 1. Systematic study process.

TABLE 1. Research questions.

B. SEARCH STRATEGY
In this systematic study, we searched for research studies that
designed or validated a pre-trained model for the classifi-
cation of any disease by using different medical or health
imaging modalities. In additionally, authors compared the
accuracy of diagnoses achieve by algorithms versus clinical
or health experts. We searched 8 different databases such as
Wiley library, IEEE Xplore, Ovid-MEDLINE, ACM Digital
Library, Springer Link, Scopus, Science Direct, Taylor &

Francis online and Conference Proceedings Citation Index
for research studies published from January 2014, to Decem-
ber 2019, that validated pre-trained methods for the any
kind of diseases diagnostics from medical imaging. We
deliberately defined the cutoff of January 2014, to consider
a conceded transform in the efficiency of algorithms with
the advancement of transfer learning approaches. In 2014,
Convolutional Neural Network (CNN) for object recognition
designed and trained by Oxford’s renowned Visual Geom-
etry Group (VGG), enabled by modern concept of parallel
computing architectures, made a significant breakthrough at
the ‘‘ImageNet Large- Scale Visual Recognition Challenge’’
(ILSVRC) [14]. Manual searches were also done for related
research studies, bibliographies and citations of selected
articles were also undertaken to include any relevant papers
that might have been missed during searches. We query the
above mentioned well-reputed publication databases using
a set of variant search keywords are shown in Fig.2.The
primary search keywords were selected as key identifiers
of study in the field of transfer learning. The secondary
keywordswere added to capture the research publications that
identify the diagnostic accuracy of the health experts. More-
over, additional keywords were included to ensure detailed
coverage. The retrieved results from the research publication
portals consists of title of the papers, abstract, and publication
outlet are stored in a personal knowledge base, which will be
filtered according to the inclusion and exclusion criterion.
The complete keywords of search string combinations for
8 different databases are mentioned in the Table 2.

C. STUDY SELECTION CRITERIA
The study selection process was done by identifying the
most significant and relevant articles, which is also the initial
objective of this systematic study. When the same research
study obtained from more than one database, it was con-
sidered only once according to our search policy. Eligibil-
ity assessment of the selected papers was finalized by the
authors who screened abstracts and titles of the search results
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FIGURE 2. Search string keywords to identify the research studies.

TABLE 2. Search strategies for databases.

independently. We did not apply any limitations on the target
population, the disease outcome of interest. The inclusion cri-
teria of the obtained studies were limited to the search string
mentioned in Table 2. Moreover, the selected research studies

that met at least one of the following exclusion criteria (EC)
were excluded:

EC1. Papers which were not focused on binary classifica-
tion of disease.

EC2. Diseases evaluated without medical imaging were
excluded.

EC3. The studies investigating the image segmentation
instead of image classification were excluded.

EC4. Studies based on non-human samples were excluded.
Fig. 3 shows the search process results. 63 studies were

selected from 5,188 identified studies.

FIGURE 3. Studies selection process.

D. QUALITY ASSESSMENT
The quality assessment (QA) is usually carried out in sys-
tematic study but less in mapping studies. However, in order
to evaluate the quality of our research, a questionnaire was
designed to review the worth of the 63 included articles.
The quality assessment (see Table 3 ) was calculated by the
authors of this SLR.

Whether there exists a comparison of medical imaging
data for health experts and transfer learning algorithms or
otherwise? The possible answer to this question was ‘‘True
(+1)’’ and ‘‘False (+0).’’

Have the selected studies addressed an evident solution to
the problems of disease diagnosis in medical imaging? The
possible answer to this question was ‘‘True (+1)’’ and ‘‘False
(+0).’’

Are selected 63 research studies had been published
in a recognized publication channel? This question was
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TABLE 3. Quality Assessment of 63 selected studies.

answered by considering the Journal Citation Reports (JCR)
2019 with their quartile ranking such as Q1, Q2, Q3 and Q4.

In addition, the computer science conference was ranked e.g.
CORE
(A, B, and C).

The possible answers to this question were for conferences
and workshops:

(+2) for CORE A,
(+1.5) for CORE B,
(+1) for CORE C,
(+0) Not present in CORE ranking.

The possible answers to this questionwere for journals, letters
and scientific reports:

(+2) if it is quartile Q1,
(+1.5) if it is quartileQ2,
(+1) if it is quartileQ3,
(+0.5) if it is quartileQ4,
(+0) If it has no quartile ranking

The quality criterion (c) score is based on the fact that journal
publications have more worth and value than conferences,
workshops and seminars. Hence, the authors believe that pub-
lishing of research work in quartile ranked journals may be
more complex and time consuming than in other publication
channels.

III. RESULTS
This section answers the results of our four RQs described
in Table 1. The QA score for each selected study listed
in Table 3. Approximately 81% of the selected research
studies obtain above average score, 14% of the articles hold
average score, and 5% of the study hold the below average
score. This QA score could also help the researchers and
health experts to select the most significant and relevant
papers for the diagnostics of diseases from medical imaging.
We obtained the lists of all publication sources of included
63 studies, with their variant publication platforms, and the
total numbers of articles per publication source are shown
in Table 4. Two different types of publication platforms were
observed such as letter and a scientific report. It has been cal-
culated that 4.8 % of the selected research studies published
in conferences, 1.6 % studies were presented as scientific
report and research letter respectively. Moreover, 92.1 % of
the included 63 research studies were published in journals.
The overall distribution of all 63 selected studies (see Table 4)
has been presented in Fig.4a. The journal papers have opted
fromOvid-Medline has a ratio of 73%, IEEE has 4.8%,Wiley,
Springer, Scopus, Taylor & Francis and Science direct, ACM
digital library have a ratio 1.6% and 3.2% respectively. The
journal wise distribution of the 63 included studies has been
represented in Fig.4b.

A. SELECTION RESULTS
Our search identified 5,188 records, of which 5,163 were
screened (Fig. 3). 63 studies were included in this system-
atic study[15]. These studies described lung cancer (8 stud-
ies), breast tumor (6 studies), diabetes (3 studies), knee
injuries and Age-related macular degeneration (8 studies),
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FIGURE 4. (a) Distribution of selected studies. (b) Journal-wise
distribution of selected studies.

skin cancer (8 studies), retinopathy (4 studies), liver fibrosis
(1 study), brain hemorrhage (2 studies), nasopharyngeal
and thyroid cancer (6 studies), hip fractures (3 stud-
ies), Trauma and orthopaedics (1 study), Ophthalmol-
ogy (1 study), oesophageal cancer (1 study), odontogenic
tumors of the jaw(1 study), prostate cancer (1 study),
femoral head osteonecrosis(1 study), alzheimer’s disease
(1 study), lymph node metastases (1 study), onychomy-
cosis(1 study), spondylitis (1 study), Sjogren’s syndrome
(1 study), oesophageal cancer (1 study), helicobacter pylori
gastritis (1 study) and Gastric cancer (1 study). Study char-
acteristics are summarized in the Tables 5, 6, 7, and 8.

B. DATA EXTRACTION AND SYNTHESIS METHOD
The data extraction process was developed to provide the set
of possible answer to the RQs listed in Table 1.

RQ1. What sort of benchmark datasets have been used in
transfer learning based medical imaging research?

TABLE 4. Publication source.
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TABLE 4. (Continued)Publication source.

Datasets are an integral part of the field of AI and
have been cited in peer reviewed journals, conferences, let-
ters and scientific reports. The medical image datasets for
an AI application have adequate data volume, reusability

and annotation. Each medical imaging datasets consists of
metadata, data elements and identifiers. This combination
is known as ‘‘imaging examination’’. Meta data element for
medical imaging contains data made by an imaging modality;
description of data depends on an order and annotations
representing the content of a particular image. The Table 5
represents the datasets of variant diseases with their details.
In the diabetes field [15], the Maastricht study of diabetes
(T2DM) were used to diagnose diabetes from 8924 good
quality images in the southern part of the Netherlands. From
the clinical dataset, Optical coherence tomography (OCT)
scan images were applied to diagnose the disease resulting
in affected eyes by the macular fluid [47]. According to
Bien et al., [19] the knee magnetic resonance imaging (MRI)
reports were collected by Stanford Medical Center to detect
the knee abnormalities, anterior cruciate ligament (ACL)
tears, and meniscal tears. In identification of skin cancer,
dermoscopic images from HAM 10000 dataset were col-
lected from the International Skin Imaging Collaboration
[20]. Adams et al., [55] used Anteroposterior hip radiograph
dataset which contains 1160 images in the 8-bit PNG format.
Burlina et al., [22] were applied to the 5664 color fundus
images obtained from the NIH AREDS dataset to detect
outer boundaries of the retina and resize them to 231× 231
to conform the overFeat network. The National Eye Insti-
tute Age-Related Eye Disease Study (AREDS) dataset used
by Burline et al., [56] which has total 67401 number of
fundus photograph and it is identified as a gold-standard
dataset. The open access series of breast ultrasonic dataset,
which contains 882 images of unique breast masses, consists
of 678 benign and 204 malignant lesions [23]. Cao et al.[58]
were practiced prostrate mp-MRI dataset, which contains
the data of 417 patients, preprocessed by intensity normal-
ization and 3T scanners were used to take these images.
Chee et al.[59] were used the hips dataset collected by Seoul
National University Hospital (SNUH), which contains 673,
1346 MRI images of 16 years old or older patients and
DICOM radiographic image archive were loaded by using
python library 0.9.9v.

RQ2.What types of classification methods/algorithms are
used in transfer learning research in disease diagnosis?

It has been observed that 55 studies were collected data
by retrospectively and 8 studies used prospectively com-
posed data as presented in (Table 6 ). Moreover, 17 stud-
ies have used datasets from open-access databases. When
considering transfer learning and its approaches for medi-
cal diagnosis, there are two main processes. First process
involves the classification including reduction of the poten-
tial outcomes (diagnosis) by comparing data to the partic-
ular outcomes. Second process involves the physiological
data containing the medical data and images from different
sources, which are used for diagnosing the disease.Moreover,
transfer learning has been widely used for the purpose of
dietary assessment [78]. The research has indicated that
transfer learning is effectively implemented in different ways
while considering the medical diagnosis. A brief review of
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TABLE 5. Datasets description.

139374 VOLUME 8, 2020



H. Malik et al.: Comparison of Transfer Learning Performance Versus Health Experts in Disease Diagnosis

TABLE 5. (Continued) Datasets description.
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TABLE 5. (Continued) Datasets description.

selected articles from transfer learning domain is presented
in Table 6. The articles including different types of algorithms
have been presented below in Fig. 5. The Fig. 5identifies
the maximum number of articles using specific methods,
architecture and the data source.

RQ3.What are the parameters/metrics on which the accu-
racy of classification methods/algorithms can be assessed
in transfer learning for disease diagnosis in healthcare
sector?

It has been noticed that 21articles used in this research
study have provided sufficient data for the calculation of
evaluation metrics. In transfer learning algorithms [18, 20,
23-25, 35, 39, 44, 59, 61, 64], the sensitivity ranged from
71.0 % to 100.0% (mean 85.25%) and specificity ranged
from 64.0% to 100·0% (mean 81.92%).Moreover, healthcare
professional’s [21, 26, 36, 37-38, 41, 51, 53, 66] sensitivity
ranged from 33.0% to 100.0% (mean 85.27%) and specificity
ranged from 82.0% to 100·0% (mean 91.63%) are shown
in Fig.6.

C. PERFORMANCE COMPARISON BETWEEN TRANSFER
LEARNING AND HEALTH EXPERTS
All studies compared the diagnostic evaluation between
transfer learning and diagnosticianswere presented in Table 7.
Performance parameters used for comparison included dis-
ease diagnostic accuracy, confusion matrix, sensitivity, speci-
ficity (see Fig.6) and the area under the receiver operating
characteristic curve (AUROC) (see Fig.7). A total of four

articles [16], [60], [34] and [46]examined the scenario where
health experts were given additional clinical information
alongside the image. Ardila et al., [16] tested single image
versus the addition of historical images for both human diag-
nosticians and the transfer learning algorithms. Three studies
also considered diagnostic performance in an algorithm-
plus-clinician scenario [40], [41], [49]. Long et al.[41].,
achieved a high accuracy compared with a panel of specialty
doctors’ predefined diagnostic decision and transcended the
average levels of clinicians in most clinical situations except
for treatment suggestion. Esteva et al.[30] also found that
AI algorithms achieved comparable accuracy with or out-
performed their human rivals. De Fauw et al.[60] reported
results showed that AI’s performance commensurate with
retina specialists.

RQ4. What evidence/validation approach is there for dis-
ease diagnosis in health care?

Reference standards were wide ranging in line with varia-
tion of the target condition and the modality of imaging being
used, with some studies adopting multiple methods (Table 8).
31 studies used histopathology; 22 studies used varying mod-
els of expert consensus; 2 studies used clinical follow-up;
1study used surgical confirmation; 3 studies used reading
centre labels; 2 studies used imaging reports associated with
open data sources and 2 studies used laboratory testing and
22 studies not reported any validation methods. Furthermore,
24 studies used random split sample validation techniques
and 17 studies used resampling method.
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TABLE 6. Algorithms, data source and image modality for the 63 included studies.
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TABLE 6. (Continued) Algorithms, data source and image modality for the 63 included studies.

IV. DISCUSSION
This is the first systematic study of diagnosis of disease
accuracy of pre-trained algorithms versus clinical or medi-
cal experts using medical imaging. The studies have been
selected in a careful manner with their diagnostic perfor-
mance reporting and validation of the pre-trained algorithm
was done. To summarize the findings of this SLR, taxonomy
has been proposed (see Fig. 6) which consists of different
diseases representing medical images and transfer learning
algorithms used for diagnosis of each disease. Moreover,
diagnostic accuracy obtained from the algorithms has also
been compared with the health expert’s examination.

A. TAXONOMY OF DISEASES DIAGNOSIS
The designed taxonomy (see Fig. 8) consists of multiple
diseases which were diagnosed by using medical imaging.
The diagnostics accuracy was measured by an applying
variant kind of transfer learning algorithms. Furthermore, few
of the diagnostic measurements were also compared with the
health experts. The output was categorized into malignant
and benign, the presence or not presence, referable or not
referable, yes or no and normal or abnormal, because the
results monitored in this SLR was based on binary classi-
fication. Ardila et al.,[16] applied3D-CNN on the current
and prior low dose chest CT scans to predict the risk of
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TABLE 7. Performance comparison between transfer learning and health experts.

lung cancer. Skin classification was performed by
Brinker et al.[20], on the dermoscopic images to detect the
melanoma by using CNN algorithms. The results were also
compared with dermatologist where CNN shows small vari-
ance in skin image classification task. For the identification of
age-related macular degeneration (AMD), Schlegl et al. [47]
employed a transfer learning algorithms for the detection
of AMD using the OCT images of NIH AREDS dataset.
The AMD severity was categorized into three classes.
These classes include medically relevant 4-class, 3-class,
and 2-class. The diagnostic accuracy of transfer learning
algorithm was also compared with the clinical experts. The
accuracies achieved by the transfer learning algorithms for
these classes were 79.4%, 81.5%, and 93.4%, respectively.
Moreover, the diagnostic accuracies reported by the health
experts were 75.8%, 85.0% and 95.2% respectively. The
result reveals that the performance of algorithms is approxi-
mately equivalent to the clinical experts. Abbasi et al., [15]
proposed a deep residual network (DRN) to predict the
diabetic retinopathy from retinal images. The performance
of DRN is significantly higher than health experts. In their
study, Adams et al., [55] described a AlexNet and GoogleNet
model for detection of neck of femur (NoF) fractures by
using anteroposterior hips x-rays and compare the results
with experts. Remarkably, the pre-trained models were able
to identify the NoF with similar levels as radiologic technol-
ogist. Cao et al., [58] used pre-trained FocalNet technique
for the detection joint prostate cancer and calculate Glea-
son score. For the assessment of their method, they used
mp-MRI dataset of 417 patients and achieved sensitivity
of 89.7%. Furthermore, with the comparison to radiologic
technologists, FocalNet showed equivalent detection. Biopsy
analysis becomes significant tasks for diagnosing the stage

of cancer. Byra et al., [23] analyzed transfer learning tech-
niques to build a classifier based on sonography images of
breast masses. After performing fine tuning, the pre-trained
algorithms achievedAUC of 0.936whichwas greater than the
radiologists reading. Chee et al., ý[59] used transfer learning
algorithm to diagnose osteonecrosis of femoral head (OFH)
based on MR images. The diagnostic accuracy of the algo-
rithmwas compared with the less, and experienced diagnostic
radiographers. The sensitivity achieved by the algorithm for
diagnosing OFH was non inferior to that of both radiologic
technologists.

B. MODEL FOR DISEASE DIAGNOSIS
An effective and efficient model for diagnosis of diseases
has been proposed in Fig. 9. The model consists of five
main components, which are based on collection of datasets,
splitting the data into training and testing sets, employing
data augmentation techniques, fine-tuning of transfer learn-
ing algorithms, and measures diagnostics accuracy, and com-
pare the results with health experts. The dataset used for the
detection of diseases are of two types: open access or publicly
available benchmark medical imaging datasets and private or
non-public datasets.

In open access, the medical imaging datasets of skin clas-
sification was HAM1000, DermQuest, Mednode, DermIS
and PH2, T2DM for diagnosing diabetes, FDDSM for detec-
tion of breast cancer, TCGA used for lungs cancer, F-FDG
PET for Alzheimer‘s disease, BI-RADS consists of ultra-
sound images for identification of breast cancer, Asan, MED-
NODE and Atlas site images database used for classifica-
tion of skin disease, RIM-ONE and DRISHTI-GS contains
fundus images for retinopathy have been available. While
in private access, the available options were ESPERANZA
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FIGURE 5. Synthesis of reviewed articles by type of transfer learning
methods, data source and architecture.

FIGURE 6. Comparison of Health Experts and transfer learning algorithms
in terms of sensitivity and specificity.

dataset of fundus images for detection of glaucoma, Dermnet
and IRMA skin used for identification of melanoma, and
Anteroposterior hip radiograph database used for NoF. Data

FIGURE 7. Average AUROC of transfer algorithms versus health experts.

augmentation techniques were applied to the datasets of
medical imaging which were in low contrast. The different
transformation operations were also used such as horizon-
tal or vertical flip, shifts and zooms for achieving the best
diagnostics accuracy. Furthermore, training and testing sets
of images have also been defined in this stage. After that
feature selection methods were used for selecting appropriate
patterns. The variant types of transfer learning algorithms
were employed to measure the diagnostics accuracy. All the
results from different algorithms have been evaluated and
compared with the health experts as shown in Fig.9.

C. PRINCIPLE FINDINGS
Our systematic study identified 63 articles on the field of
transfer learning methods for diagnosis of disease. These
research studies consisted from different medical fields,
including lung cancer, breast tumor, diabetes, knee injuries
and Age-related macular degeneration, skin cancer, retinopa-
thy, liver fibrosis, brain hemorrhage, nasopharyngeal and
thyroid cancer, hip fractures, Trauma and orthopaedics, oph-
thalmology, oesophageal cancer, odontogenic tumors of the
jaw, prostate cancer, femoral head osteonecrosis, alzheimer’s
disease, lymph node metastases, onychomycosis, spondylitis,
Sjogren’s syndrome, oesophageal cancer, helicobacter pylori
gastritis and Gastric cancer. Although numerous research
studies have tried to discuss several medical topics, distinct
pre-trained algorithms and training methods were employed
across studies. Effectiveness and efficacy of validation meth-
ods contained varied results among different research stud-
ies. In selection criteria of this research study, articles
about the comparisons of any disease diagnostic performance
between pre-trained methods and clinical professionals were
reviewed.

After careful selection of studies with transparent reporting
of diagnostic performance and validation of the algorithm
(see Table 7 ), it has been identified that the algorithms of
transfer learning have almost equal specificity and sensitivity
as compared to health experts. It can be said that the esti-
mates of transfer learning algorithms have equivalent clinical
accuracy (see Fig 6 & Fig. 7). However, there were several
methodological deficiencies in most of the research studies
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FIGURE 8. Taxonomy of multiple diseases with medical imaging and diagnostic accuracy of transfer learning algorithms versus health experts.
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TABLE 8. Model validation for the 63 included studies.

that need to be addressed. It is important to note that transfer
learning diagnostic accuracy should be measured in isolation
so that it may not affect the clinical practice. Several studies

TABLE 8. (Continued) Model validation for the 63 included studies.

were deliberately ignored because they did not provide any
comparisons with the health experts. It is also important to
mention here that a few studies provided comparisons with
health experts professional considering the same dataset.

Reviewed articles have revealed that any disease diagnostic
performance of transfer learning algorithms have comparable
with medical experts. The most effectively applied approach,
CNNs yields substantial discriminative behavior on provision
of the training datasets. Moreover, the methods of neural
network mostly require large amount of data for training pro-
cess, which feasible to apply on pre-trained models for rare
diseases [65]. The combination of pre-trained models with
other emerging technologies e.g. the distribution platforms of
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FIGURE 9. Model for diseases diagnosis.

cloud-based data would extend the performance use beyond
clinical operations [41].

Most of the effectiveness of transfer learning approaches
was observed in disease diagnosis from medical imag-
ing across selected articles. Furthermore, computer-based
methodologies expedite identification of clinical symptoms
(e.g. benign and malignant) based on different features of
medical imaging resulting in congruous outputs.

Pre-trained algorithms-based identification and classifica-
tion of physical characteristics is covered during the training
of machines, and this ability of machines is combined, and
performance is assessed on appearance-based disease diag-
nostics such as skin diseases [20], [30]. Transfer learning-
based medical imaging can reduce clinical tasks as well as
the cognitive burden on medical professionals, which results
in the increased efficiency in health care services.

Transfer learning performs in collaboration with clinical
experts in order to analyze the medical images in an effective
manner. Clinical image examination consists of disease iden-
tification problems whose output depends on the detection

and interpretation of features such as patterns, colors and
shapes. The quality of transfer learning networking enables
continuous learning and training in order to achieve adequate
accuracy [12]. As a result, significant achievement in dis-
ease diagnoses associated to the medical imaging evaluation.
The distinguishing development of transfer learning, which
human beings may not be able to acquire have contributed in
improving the performance of clinical experts, as studied in
the 63 articles reviewed in this paper.

The reviewed articles show that the achievement of pre-
trained models was based on any disease diagnostics out-
comes. However, the considerations of disease diagnostic
outcomes require the achievement ofmeaningful suggestions.
Recursive processes were used as diagnostics criteria for real-
world situations, which are appraised by medical experts.
Although the pre-trained learning abilities may lead towards
other prospects and feasibility of diagnostic processes was
inexorably determined by health professional in terms of
clinical experience. Therefore, the concluding triumph of
pre-trained learning models were controlled by healthcare
professionals who are actual evaluators of diagnosis. The sig-
nificance of the relationship between pre-trained algorithms
and medical experts cannot be isolated.

Rapid growth of artificial intelligence technology pro-
vides promising outlook on diagnostic applications. How-
ever, the assessment initiated by medical specialists delivers
an elementary role in continued bloom of artificial intel-
ligence. In disease diagnosis application, transfer learning
approaches cannot exist without interaction of human beings
because concluding disease diagnosis must have real-world
implications. The tireless learning capabilities of transfer
learning algorithms were accompaniment cognitive fatigue
in humans [12] and substantially improved the efficiency of
medical experts. The extraordinary performance of transfer
learningmechanisms is comparable with a health expert saves
a lot of time in medical practice, which reduces the tension
transition from clinician to the expert.

Despite being an auspicious moment for transfer learn-
ing approaches, there are certain problems that need to be
addressed in impending stages. However, it is still not clear
that whether transfer learning approaches can transform the
assessment of medical experts in clinical setting. In addi-
tion, a hybrid system backed by both pre-trained algorithms
and medical experts would present more efficient diagnostic
practice.

These results can bring enhanced health process by diag-
nosis diseases from medical imaging. Data interpretation in
this regard still remains an important task to the field of AI.
New diagnostics reporting methods that address particular
challenges of transfer learning mechanisms may improve
future studies, ultimately enabling better assurance in results
of future performance of this promising technology

V. CONCLUSION
The current developments in transfer learning have acquired
comparable performance with health experts in different
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fields. The streamlined efficiency and predictive performance
regarding diagnosis of disease, especially in the tasks of
medical imaging have exceeded the health experts with the
capabilities and abilities. The continued development in tech-
nologies of pre-trained models have under pinned the clinical
implications, which focus on principles of patient-centered
health care. Moreover, these technologies should be consid-
ered for the purpose of artificial intelligence related research
in technology-based medical research in the future. Accord-
ing to inclusion and exclusion criteria, our searched articles
were limited to selected databases presented in Table 2. Some
of journals and databases could not be explored because the
scope of the article would have been enlarged. We could
not target articles from other languages because of language
barriers. Therefore, we have only targeted articles published
in English language.

In future we expect more annotated data sources that
will help developing specialized transfer learning algorithms
which will result in even better accuracies for diseases diag-
nosis using medical imaging.
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