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ABSTRACT Automatic keywords extraction is a method that extracts words or phrases from a document
which can express the main idea of the document. In this paper, we propose an unsupervised keywords
extraction framework for individual documents, which improves the keywords extraction from two aspects.
In the step of candidate keywords selection, we use themethods of removing the stopwords, regularmatching,
and length filtering to reduce the number of candidate keywords, but improve the quality. In the step of
scoring words, we use word co-occurrence, semantic relationships (WordNet,Word Embedding, Normalized
Google Distance), and three ways to combine word co-occurrence and semantic relationships to measure
the weight of edges in the graph model. In experiments, we use Precision, Recall, and F1-measure values
as evaluation criteria to compare all keywords extraction methods we proposed with other strong baseline
methods in two datasets. According to the results of experiments, methods under our proposed framework
achieve good results.We verify that themethods of using bothword co-occurrence and semantic relationships
have a better effect on keywords extraction than using co-occurrence or semantic relationships only. At the
same time, we also find that for the keywords extraction of individual documents, the method of using
co-occurrence between words has a better effect than semantic relationships.

INDEX TERMS Automatic keywords extraction, graph model, semantic similarity, TextRank, word co-
occurrence.

I. INTRODUCTION
Automatic keywords extraction (AKE) is a kind of method
that automatically catches the theme of one document using
a small set of words occurred in the document. Especially
in the age of ‘‘ information explosion’’, AKE is one method
for people to learn information quickly from the document
ocean. AKE is widely used in many natural language process-
ing (NLP) tasks, such as Text Classification (TC) [1], Docu-
ment Summarization (DS) [2], [3], Information Retrieval (IR)
[4], [25] et al. For an IR system, keywords can be applied to
index documents and improve the accuracy rate of retrieval
results. For a document, keywords can be seen as a condensed
summary. Although we know that keywords extraction is
very useful, it is a time and money consuming task to assign
keywords manually. Therefore, the automatic extraction of
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keywords from documents has attracted great interest from
researchers in recent years.

Most methods for extracting keywords can be divided into
three steps: The first step is to get candidate keywords from
the document; the second step is scoring the candidate key-
words, and the last is selecting keywords based on the results
of the first two steps.

For the first step, we aim to reduce the number of candidate
keywords but improve the quality. In this paper, we remove
the stopwords based on the stopwords list first. Next, we use
CoreNLP1 tool to tag every remaining word in the document,
and use regular expression to extract the noun chunks whose
pattern is zero or more adjectives followed by at least one
noun. Finally, we use the length rule to filter the content
extracted by regular expression.

According to different ways of scoring words, AKE
methods can be divided into two types: supervised and

1https://stanfordnlp.github.io/CoreNLP/
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unsupervised. In supervised methods, keyword extraction
is formulated as a classification problem, where candidate
keywords are classified into two categories, keyword and
non-keyword. There are many manually defined features
used for classifier training, such as word position, TF-IDF,
word occurred in the title, part-of-speech (PoS) et al. Many
classification algorithms are also used, such as logistic regres-
sion, support vector machine, naive bayes, decision tree,
neural network, et al.Although these features and algorithms
have shown good results in keywords extraction, all need
training datasets. In unsupervised methods, we get rid of
the constraint of needing training datasets, which usually
adopts various scoring indicators (such as tf-idf, word posi-
tion, et al.) to rank the candidate keywords. In recent years,
graph-based keyword extraction models have been widely
used, which represent the document as a graph. The nodes
in the graph represent the words in the document, and the
edges represent the relationships between nodes. Different
relationships between nodes can get different topological
structures, so when using rank algorithms on graph, we can
get different scores of the same word. In this paper, we use
the word co-occurrence and semantic relationships to score
words. The reason for combining these two relationships
together is that only using word co-occurrence to construct
word graph is limited by the size of the window. However,
the use of semantic relationships can break through this
limitation and link any two semantically related words in the
document. In this paper, we use WordNet [26], normalized
google distance (NGD) [27] and word embedding [24], [32],
[34] to calculate the semantic similarity between words.

For the final step, we select the keywords from candidate
keywords. According to the results of word scoring, the score
of candidate keywords is calculated and sorted from high to
low.After word stemming, we remove the duplicate candidate
keywords and choose the top-k as keywords.

The main contributions of this paper are summarized as
follows: 1

1) We propose a method to select candidate keywords,
which reduces the number of candidate keywords, but
improves the quality.

2) We combine word co-occurrence and semantic rela-
tionship to extract keywords. In particular, we propose
a word graph modeling method that integrates word
co-occurrence and semantic relationship into the same
graph.

3) We verify the effectiveness of the proposed keywords
extraction approach on two datasets, DUC2001 and
DUC2002. We also find that the co-occurrence rela-
tionship between words is better than the semantic
relationships in the keyword extraction task of a single
document.

In this paper, we mainly focus on the second step of
scoring words in the document. The following sections of
this article are organized as follows: In the second section,
we describe the keyword extraction methods used in recent
years. In the third section, we introduce our proposed method

in detail. In the fourth section, we apply our methods on
public datasets to extract keywords and compare with others
based on the metrics of precision, recall, and F1-measure, and
we also analyze the results of experiments. In the fifth section,
we conclude this paper and look forward to future work.

II. RELATED WORKS
There are a number of articles that have been well summa-
rized in various aspects of keywords extraction, see [28]–[30].
In this paper, we mainly review the related work of selecting
the candidate keywords and word scoring approaches.

Selecting candidate keywords from documents is the first
step of most keywords extraction approaches. The quality
of the selection will directly affect the results of keywords
extraction. In [5], they used three term selection approaches
to get candidate keywords. The first is n-gram, the second
is noun phrases chunks, and the last is PoS tag patterns,
extracting five most frequently occurring patterns from key-
words presented in training data. In [6], they use words with
special PoS such as non or adjective as candidate keywords.
In [7], which get the candidate keywords through removing
specified word delimiters and stopwords in the document,
they generate a stopwords list from training dataset. [8] uses
the regular expression to extract noun groups with specific
patterns. In our methods, selecting candidate keywords from
documents mainly inspired by [7] and [8].

In the step of word scoring, the methods of scoring can be
roughly divided into two types: supervised and unsupervised
learning. In supervised learning methods, the first step is to
train the classifier through the training datasets labeled with
keywords, and then predict whether the words in the new doc-
ument are keywords according to the trained classifier. Ref-
erence [9] proposed the first supervised keywords extraction
system named KEA, which only uses two features: TF-IDF
and the word first occurrence position. The classification
model they use is Naive Bayes. In [5], Hulth incorporates
linguistic knowledge into keywords extraction system based
on supervised learning.Which use inner document frequency,
collection frequency, the first occurrence position, and PoS
tag(s) as features. In [18], they proposed a supervised model
to extract keywords from academic papers, which design
a novel feature from citation network and combine it with
some traditional features to perform classification. All these
supervised keyword extraction methods are limited by the
training datasets, but unsupervised learning methods break
through this limitation, so more and more attention has been
paid to them.

Among all unsupervised keyword extraction methods,
graph-based methods have attracted the most attention.
Because it can not only be independent of the corpus and
training data, bu also can be combined with other methods.
Inspired by the PageRank algorithm [31], TextRank [6] was
first proposed to extract keywords and sentences from doc-
ument, which uses the word in the document to denote the
nodes, and word co-occurrence in the same window to estab-
lish edge relation between nodes. Various TextRank based
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methods have been proposed. SingleRank [11] assigns the
number of co-occurrence of words in the sliding window to
the weight of edges. Reference [11] also proposed a method
named ExpandRank to overcome the limitation of building
the graph from a single target document do not have enough
information, which finds a document set closed to target doc-
ument to expand the information of word graph. Reference
[12] compared various centrality measures for graph-based
keywords extraction, which show that the results of simple
degree centrality achieved as well as the classical TextRank
method, especially for short documents, closeness centrality
perform best. Some keywords extraction methods related to
graph model also include [39], [40].

In order to better represent the relationship between nodes
in a graph,more andmorework tends to use the semantic rela-
tionships between words to calculate the weight of edges in
the graph. Reference [13] proposed a method called Semanti-
cRank, which uses semantic relationships to extract keywords
and sentences from the document. In experiments, their pro-
posedmethod is outperformed than weighted and unweighted
PageRankmethods. In [41], they use the information supplied
both by word embeddings and local statistical information
to compute the weight of edges. Reference [14] proposed a
graph-based ranking algorithm with the aids of latent vec-
tor representation of terms and term relations embedded in
patents. In order to enhance the quality of semantic similarity
between candidate words, [15] first introduced a weighting
scheme that computes informativeness and phrase scores of
words using the information supplied by both word embed-
ding vectors and local statistics. Reference [16] introduced a
SemGraph approach to extract keywords from a collection of
texts through building semantic relationship graphs based on
WordNet, which can select the words with statistical signif-
icance. Reference [29] proposed a parameterless method for
constructing graph of text that captures the contextual rela-
tionship between words, and designed a novel word scoring
method that aims to capture contextual hierarchy, semantic
connectivity and position weight of words.

Although there are many graph-based keywords extraction
efforts focusing on the semantic relationships between words,
few efforts have been made to combine word co-occurrence
with semantic relationships. Therefore, in this paper, we study
the effects of word co-occurrence and semantic relationships
on keyword extraction. We propose three methods to extract
keywords by combining word co-occurrence with semantic
relationships.

Some work adds prior knowledge to the nodes in the graph
to emphasize the importance of words, such as position of
words, the TF-IDF value, and the similarity between words
and title. In [18], they proposed an unsupervised model
for keywords extraction from scholarly documents named
PositionRank, which incorporates all positions of one word
occurring in the document into a biased PageRank. Reference
[19] proposed a novel unsupervised graph-based keywords
extraction method called Keyword Extraction using Collec-
tive NodeWeight (KECNW), which considers various factors

can influence the importance of words, including position,
frequency, centrality, and strength of neighbors. Under the
same datasets and measurements, the effect of the KECNW
method is outperformed. In [20], Bellaachia and Al-Dhelaan
proposed a novel unsupervised graph-based keywords rank-
ing method, called NE-Rank, which considers word weights
in addition to edge weights when calculating the ranking.

There are some other papers that add the topic model to
the process of extracting keywords. Reference [21] proposed
a method to decompose traditional randomwalk into multiple
random walks specific to various topics, they build a Topical
PageRank (TPR) on word graph to measure word importance
with respect to different topics. In [22], they proposed a
graph-based method called TopicRank, which represents a
document as a complete graph where vertices are not words
but topics. Topics are defined as single and multiword with
significant similarity. With the extensive use of deep learning
in various fields [35], many new models have also been
proposed in the field of keywords extraction [17], [36]–[38],
and achieved the best results in many datasets. However,
many keywords extraction methods based on deep learning
are generally supervised, and the model training will take
a long time, so it will not be compared with the methods
proposed in this article.

III. METHODS
In this section, we mainly introduce the methods we designed
for extracting keywords from documents in detail. Our meth-
ods all include three stages, the first stage is selecting candi-
date keywords from documents, the second stage is scoring
the candidate keywords and ranking the candidate keywords,
and the last stage is to select keywords from ranked candidate
keywords. The framework of our proposed methods is shown
in Figure 1.

A. SELECT CANDIDATE KEYWORDS
We first pre-process the document, including document
segmentation, tokenization, and PoS tagging. After that,
we started to select the candidate keywords.

1) Stopwords Removal
We already have some very common stopwords in
English, such as ‘‘ a ’’, ‘‘ the ’’, ‘‘ of ’’, but they can’t
satisfy us very well in keywords extraction. In key-
words extraction task, except the words we selected as
keywords, the other words all can be seen as stopwords.
Here we directly use the stopwords provided in [7], and
they have verified in experiments that the stopwords
list can improve the keywords extraction effect. Next,
we give a simple example. ‘‘ Compatibility of systems
of linear constraints over the set of natural numbers ’’.
After we use the symbol ‘‘ # ’’ to replace the stopwords.
We will get ‘‘ Compatibility # systems # linear con-
straints # # set # natural numbers ’’.

2) Regular Matching
According to results of PoS tagging and stopwords
removal, we can get the sequence [(‘ Compatibility ’,
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FIGURE 1. Our proposed framework for keywords extraction.

‘ NN ’), ‘ # ’, (‘ systems ’, ‘ NNS ’), ‘ # ’, (‘ linear ’,
‘ JJ ’), (‘ constraints ’, ‘ NNS ’), ‘ # ’ ‘ # ’, (‘ set ’,
‘ NN ’), ‘ # ’ (‘ natural ’, ‘ JJ ’), (‘ numbers ’, ‘ NNS ’)].
Next, we will use a regular expression to extract noun
chunks. Based on the PoS of the keywords manually
provided by experts, we found that most of the key-
words are composed of nouns and adjectives. So, in this
paper, we mainly extract nouns and adjectives from
documents to form candidate keywords. The regular
expression we use is

{< JJ > ∗ < NN [S|P]∗ > +}

where JJ means adjective and NN means noun. Here,
we will get some candidate keywords from example,
‘‘ compatibility ’’, ‘‘ systems ’’, ‘‘ linear constraints ’’,
‘‘ natural numbers ’’.

3) Length Filtering
According to the length statistic of keywords extracted
by experts on Inspec training dataset, most of them
are between 1 and 5. So, in this paper, we filter out
the candidate keywords longer than five words in the
regular matching results.

In the experimental part, we compare the quantity and
quality of the selected candidate keywords before and after
using our candidate keywords selection method.

B. WORD SCORING
Word scoring is the most important step in keywords extrac-
tion. Here, we will introduce the scoring methods based on
word co-occurrence, semantic relationships, and the com-
bination of word co-occurrence and semantic relationships,
separately.

1) SCORING BASED ON WORD CO-OCCURRENCE
The TextRank algorithm is a variant of PageRank, which
represents the text as a graph, and measures the importance
of words according to all words in the text. Formally, let
G = (V ,E) be a graph, where V is denoted as words in
document, and E is a set of edges based on the co-occurrence
of words, the weight of edge is calculated by the number of
co-occurrence between two words in the same slide window.
TextRank uses (1) to calculate the score of nodes in the graph.

R(Vi) = (1− d)+ d ·
∑

j:Vj→Vi

wji∑
k:Vj wjk

R(Vj) (1)

where wji is the weight of edge from node Vj to the current
node Vi and

∑
k:Vj wjk is the summation of all edge weight in

the previous nodes Vj. Here, d is the damping factor which
denotes the probability of randomly selecting one node in the
graph, and the value is usually set to 0.85.
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2) SCORING BASED ON SEMANTIC RELATIONSHIPS
From the formula (1), we can easily find that the weight
of the edges can affect the final score of words. Different
methods for edge weight calculation can get different word
graphs, so the score of words will be different. In TextRank,
the edges in the graph are determined by whether the two
words appear in the same window. However, when using
word co-occurrence to calculate the weight of edges, it is
limited by the size of the sliding window. The use of semantic
relationships can break through this limitation and establish
weighted edges between any semantically related word. Next
we will simply introduce three different ways to calculate the
semantic relationships between words.

1) Word Embedding (WE)
Many deep learning models in NLP are based on
word embedding as input features. In this paper,
we use the pretrained word vectors from SpaCy2 to
calculate the semantic similarity between two words.
In SpaCy, the word vector is trained by the GloVe [32]
model, where the word is represented as a 300 dimen-
sional vector, so we can use formula (2) to calculate the
semantic similarity between words.

sim(w, v) =
w · v
‖w‖‖v‖

(2)

Here, w, v represent word vectors of the words w and v
respectively.

2) WordNet
A lot of semantic similarity measures based on Word-
Net3 have been proposed, but in this paper, we only
use the shortest path between words in WordNet to
calculate the distance between two words. We use the
path_similarity function provided byNLTK4 tool to get
the semantic similarity of word pairs.

3) Normalized Google Distance (NGD)
The Normalized Google Distance (NGD) algorithm
[27] is used to measure the semantic distance between
two words or phrases. The algorithm assumes that the
two words occurred in the same document have seman-
tic relationships, so the more often two words occur in
the same document, the semantic relationship between
the two words is more relevant. NGD between two
words x and y can be calculated as (3).

NGD(x, y)=
max{log(f (x)), log(f (y))} − log(f (x, y))

logM − min{log(f (x)), log(f (y))}
(3)

Here, M is the total number of pages in the database
(generally a constant), f (x) is a function, return the
number of pages in the database contain the word x, and
f (x, y) returns the number of x and y occurred on one
page. The formula (3) gives a normalized score which
ranges from 0 to ∞. A distance of zero indicates the

2https://github.com/explosion/SpaCy
3https://wordnet.princeton.edu
4https://www.nltk.org/

two words are identical and a distance of∞ indicates
two words never occurred in one page and definitely
has no relation.
In this paper, we use Wikipedia as the large corpus.
We first download the Wikipedia pages from the web-
site.5 Next we remove the html labels and extract the
context of the page, and then we pre-process the text,
including cut text into words, remove stopwords and
word stemming. Finally, we build the inverted index for
all unique words in the Wikipedia corpus. Based on the
inverted index, we can easily obtain the NGD for any
two words.

3) SCORING BASED ON WORD CO-OCCURRENCE
AND SEMANTIC RELATIONSHIPS
When only using the co-occurrence relationship between
words to determine the edge, it is limited by the window
size, and there is no edge connection between words that are
semantically related but do not appear in the same window.
The semantic relationships between words exist objectively,
if we only use the semantic relationships between words,
we discarded the co-occurrence relationship of words in the
document. Therefore, in this paper, we combine these two
relationships more comprehensively to measure the impor-
tance of words in a document. The three combinations we
designed are as follows:

a) The First Combination
First, we use the word co-occurrence to build the word
graph, and then use the semantic distance between
words to weight the edges in the graph. The edge’s
weight can be calculated using (4).

weight(w, v) = freq(w, v) · semantic(w, v) (4)

where the freq(w, v) is the frequency of the wordsw and
v occurred in the same window, and semantic(w, v) is
the semantic similarity between words w and v.

b) The Second Combination
The second combination is that we use the word
co-occurrence graph to score the words in graph first,
and then we use the first combination methods to mea-
sure the importance of words in a document. These
two different word graphs calculate the words score
independently. Finally, we combine these two scores
linearly. The formula is seen as (5).

scorec = λ · scoreco + (1− λ) · scoresr (5)

where the λ is a number, the range is [0,1]. When the λ
is set to 0, the equation (5) is reduced to equation (4) to
calculate the score of the words. While λ is 1, we only
use the scores based on word co-occurrence graph.

c) The Third Combination
The third combination is that we regard the words that
occurred in the same window as having the strong
relation, so we first build the word graph based on word

5https://dumps.wikimedia.org/backup-index.html
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co-occurrence, and then for the words not to appear
in the same window, we use the semantic relation to
weight the edge. For the weight of the edges, we can
use the (6) to calculate.

weight(w, v) =

{
freq(w, v) (w, v) ∈ co
semantic(w, v) (w, v) 6∈ co

(6)

where the co is a set of word pairs co-occurred in
the same sliding window. After constructing the graph,
we use equation (1) to score the words.

In order to prevent the appearance of complete graphs, for all
graphs we build, we set a threshold for edge’s weight. If the
edge’s weight is under the threshold, we set the edge’s weight
as zero. The threshold we used in this paper is 0.1.

C. EXTRACT KEYWORDS
After getting candidate keywords from the document, and
scoring for the words, next we will rank the candidate key-
words and select the keywords. For scoring the candidate key-
words, we add the score of each word contained in candidate
keywords up, seen as (7).

scorec =
∑
w∈c

score(w) (7)

where c is represented as a candidate keyword, and w is the
word in c.
According to the scores of candidate keywords, we rank

them from high to low. And after words stemming,
we removed the duplicate candidate keywords. Finally,
we select the first K as keywords.

D. ALGORITHM DETAILS
In this part, we will describe the proposed framework for
keywords extraction in the form of an algorithm and analyze
its time complexity. In the algorithm 1, 1-3 lines describe the
pre-processing process of the document. 5-7 lines describe
the selection of candidate keywords. 8-9 lines represent
the scoring of words in document, where function graph()
realizes the construction of word graph according to the
co-occurrence and semantic relations between words, and
function score() implements the scoring process of equation
(1). And 10-11 lines realize the selection of keywords, where
the function get_candidate_score() is used to score candidate
keywords according to the results returned by score().

Next, we analyze the time complexity of algorithm 1.
In addition to the pre-processing of the document, the most
time-consuming two steps are to build the graph in line 8 and
score the vertices in the graph in line 9. In order to facilitate
the analysis, it is assumed that the candidate keywords con-
tain m words, the word graph has n nodes, and the size of the
sliding window is w.
During the construction of the graph, when the sliding

window is used to construct the graph, it needs to be moved
m−w times from left to right. And, in each window, the upper

Algorithm 1 Keywords Extraction
Input:

Document collection D for keywords extraction.
Stopwords list sw.
Pre-calculated word semantic similarity sm (WordNet,
Word Embedding, NGD)

Output:
Keywords extracted from collection D

1: Cut the doc in D into words.
2: Generate stopwords list sw from T .
3: PoS tagging D and get PoS_D.
4: for each d ∈ Pos_D do
5: no_stop_doc = remove_stopwords(sw, doc)
6: candidate_keywords = get_candidate(no_stop_doc,

regular expression)
7: length filtering.
8: G(V, E) = graph(candidate_keywords, sm)

// build graph G.
9: words_score = score(G) // Get the score of words in

graph G.
10: candidate_score= get_candidate_score(words_score)

// Calculate the score of candidate keywords based on
the score of words.

11: keywords = top_K(candidate_score).
12: end for

limit of the edges that can be generated is w(w − 1)/2.
Therefore, in the first combination method, the time com-
plexity of building graph based co-occurrence is T11 =
mw(w − 1)/2. In the second combination method, we build
the graph twice, so the time complexity is T21 = 2T11.
When building the graph in the third combination method,
not only includes edges based on co-occurrence, but also
edges based on semantics. Hence, the time complexity is
T31 = T11 + n(n− 1)/2.
After building the word graph, we use the pagerank algo-

rithm to calculate the weight of each word in graph. The
first and third combined methods build only one graph for a
single document, so the time complexity is T12 = T32 = tn2.
However, the second combination builds two, so T22 = 2tn2.
Where t represents the maximum number of iterations, which
is 100 in this paper.

The total complexity of the first combination method is
T1 = T11 + T12 = mw2/2 + tn2. The second is T2 =
2(mw2/2+tn2). The third is T3 = mw2/2+n2/2+tn2. Where
n � w. Therefore, the time complexity of the algorithms 1
is T = O(2tn2), which has the same time complexity with
basic TextRank. Therefore, when we use the three combined
methods proposed, it will not increase the time complexity.

IV. EXPERIMENT ANALYSIS
In this section, we first introduce the datasets we used in
experiments, then we describe the evaluation metrics for
evaluating the effect of proposed methods. Finally, we show
the experimental results and analyze the results.
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TABLE 1. Overview of experimental datasets. |D|: Number of documents in corpus, SN: sentence number in corpus, WN: word number in document
collections, AS: average number of sentences per document, AW: average number of words per document, RK: reference keywords number of corpus, RKI:
number of reference keywords occurred in corpus, AK: average number of keywords per document occurred in corpus, AL: average length of per keyword.

A. TWO DATASETS
The Hulth 2003 dataset was first used in the paper [5], which
contains 2000 abstracts from the Inspec database and every
abstract has two kinds of manually assigned keywords. One
is ‘controlled’ and the other is ‘uncontrolled’. In ‘controlled’,
it assigned through a given dictionary, while ‘uncontrolled’
is freely assigned by experts. In this paper, we only use the
uncontrolled keywords to evaluate the effect of our methods.
Hulth also divides the dataset into three parts, 1000 for train-
ing, 500 for validation and 500 for testing. In our experiments,
we only use 500 testing documents to extract keywords. The
details of the dataset show in Table 1.

The DUC2001 datasets was provided by the Document
Understanding Conference(DUC6). The manually assigned
keywords were created by Wan et al. in [11]. The dataset
contains 309 news articles, but there are two articles with the
same content, so the actual number of articles is 308. They
finally labeled 2488 keywords from the dataset. The details
of the dataset shown in Table 1.

B. METHODS AND EVALUATION METRICS
We use the following methods to extract keywords from two
datasets:

• TF-IDF. We calculate the tf of each candidate keyword
in the target document, and idf is estimated from both
datasets.

• TextRank. The method used in [6]. Where they build
graph based on the words co-occurrence, and edges have
the same weight.

• SingleRank. The method proposed in [11]. Where the
weight of edge is the co-occurrence number of words in
the slide window.

• ExpandRank. The method proposed in [11], where they
use the neighborhood documents to adjust the weight of
edges.

• RAKE. The method used in [7].
• CO. In our framework, we use the same way as SingleR-
ank to build graph and score words.

• Semantic Relationships based Methods. We only use
the semantic relationships to determine the edges of
graph. (WE, WordNet, NGD)

• Combination Methods. The first combination method
include FCWN (first combination with WordNet),
FCWE (first combination with word embedding),
FCNGD (first combination with NGD). The sec-
ond combination method include SCWN (second

6https://www-nlpir.nist.gov/projects/duc/data.html

combination with WordNet), SCWE (second combina-
tion with word embedding), SCNGD (second combina-
tion with NGD). The third combination method include
TCWN (third combinationwithWordNet), TCWE (third
combination with word embedding), TCNGD (third
combination with NGD).

To evaluate the keywords extraction methods, we use the
results obtained from the above methods to compare with
the keywords manually assigned by experts. There are three
metrics we use below.

Precision:

P =
|EK ∩MANU |
|EK |

Recall:

R =
|EK ∩MANU |
|MANU |

F1-measure:

F1 =
2PR
P+ R

where the EK is represented as the automatically extracted
keywords andMANU is represented as the manually assigned
keywords. P is precision, which measures the percentage
of right extracted keywords in automatically extracted key-
words. R is recall, which measures the percentage of right
extracted keywords in manually assigned keywords. F value
is the harmonic mean of precision and recall.

C. RESULTS AND ANALYSIS
We mainly verify and analyze the effect of the proposed
keywords extraction framework through three experiments.
First, we verify the effect of our proposed candidate keywords
selection method. Second, we compare and analyze the key-
words extraction effect of the proposed methods with strong
baselines. Lastly, we measure the impact of parameters on
keywords extraction.

1) CANDIDATE KEYWORDS SELECTION METHOD VALIDATE
In the first experiment, we follow the keywords extraction
framework we proposed to extract candidate keywords. Then,
we compare the candidate keywords obtained before and after
using our method. The effect is shown in Table 2.

From the results in Table 2, we can find that after
using the candidate keywords selection method proposed
by us, on both datasets, the number of candidate keywords
decreased, but the number of candidate keywords appearing
in reference keywords increased. The results demonstrate
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TABLE 2. Before and after using our candidate keywords selection
method. CKN: Number of candidate keywords selected from corpus.
CKINR: The number of candidate keywords in reference keywords.

TABLE 3. Comparison of keyword extraction results among combination
methods.

TABLE 4. Comparison with strong baselines.

the good effectiveness of the proposed candidate keywords
selection method used in keywords extraction.

2) KEYWORDS EXTRACTION EFFECT EVALUATION
In this experiment, we first compare the results we get from
the proposed combination methods. The results are shown
in Table 3. And then, we choose the best method from pro-
posed methods to compare with strong baselines, the results
are shown in Table 4.

In Table 3 and Table 4, all methods get the same number of
keywords from each dataset. In the Inspec, we use the ranked
top 15 candidate keywords as the selected keywords, Here we
all get 6921 words or phrases from documents. In DUC01,
we use the top 10 as selected keywords from documents, and
we all get 3080 words or phrases. The damping factor used
in all methods is equal to 0.85, and the window size is 6. So,
we can guarantee the fairness of comparisons among different
methods.

According to the results obtained in Table 3, by comparing
the keyword extraction effects among the three combina-
tion methods, we can easily find that the third combination
method has better results than the other two. The F1 values
of TCNGD in the Inspec and DUC01 datasets are 0.502 and
0.329, respectively. We analyze the reason for this is that the

FIGURE 2. F1 values change with λ (Inspec).

FIGURE 3. F1 values change with λ (DUC2001).

third combination method can not only express the relative
position relationship between words in the window, but also
make up for the relationship between words not occurred in
the same window through the semantic relationships. We can
more accurately and comprehensively identify the important
words in the document. While the other two combination
methods are limited by the size of the sliding window, and
only use a combination of co-occurrence and semantic rela-
tionships in the window.

Among the three combined methods, we can find
that the method using WordNet to calculate semantics
obtained the lowest results, while the method using NGD
achieved the best results. At the same time, it can also be
found that the experimental results using themethods of NGD
and word embedding to measure the semantic relationship
between words are very close. We can infer that word embed-
ding and NGD are better able to obtain the semantic relation-
ship between words. This is because word embedding and
NGD are calculated based on large corpus, so they contain
richer semantic information about words. At the same time,
when usingWordNet, there is no word sense disambiguation,
which will affect the calculation of semantics between words.

In Table 4, comparing the results of CO and SingleRank
methods with the same word graph, CO achieves good results
on both datasets. We infer that the reason is that our proposed
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FIGURE 4. On the Inspec dataset, Precision, Recall, and F1 values change with the window size.

FIGURE 5. On the DUC01 dataset, Precision, Recall, and F1 values change with the window size.

candidate keywords selection method plays a key role in
improving the effect of keywords extraction.

In Table 4, we compare the best performing TCNGD in the
proposed combination methods with several strong baselines.
As can be seen from the table, TCNGD outperforms all
baselines on both datasets. For example, on DUC01 dataset,
TCNGD achieves an F1-value of 0.329 as compared to
0.317 achieved by ExpandRank. From the table, we can
also find that among all the baselines, the performance of
ExpandRank is the best. ExpandRank adds neighborhood
knowledge to adjust the weight of edges occurred in the slide
window. While in TCNGD, we use the semantic relationship
between words based on NGD to add new edges and change
the structure of the word graph. Thus, we can calculate the
weight of the words in the graph more comprehensively.

By comparing the results from methods Co, FCWN,
FCWE and FCNGD. The P, R and F1 values of CO are
bigger than other three methods. These four methods create
the sameword graph structure, the difference between them is
the weight of edges.We assign weight of edges in COmethod
according to the number of co-occurrence of words in the
sliding window, and the other three methods use the formula
(3) to calculate the weight for edges. According to the results,
we verify that the co-occurrence relationship between words
in a document is stronger than the semantic relationships.

As long as two words occur in the same sliding window, there
must be a strong relationship between the two words, but
sometimes the semantic distance can not express this strong
relationship very well.

According to all the results in Table 3 and Table 4 that we
get from experiments, we can see that if we only use word
co-occurrence relations or semantic relations alone, we can
not achieve the best results. But when the two relationships
are combined, the effect of keywords extraction is improved.

D. PARAMETER ANALYSIS
The parameters we used in the proposed methods are d in
equation (1), λ in equation (5) and window size w. For all
methods, the value of d is set to 0.85. Next, we will explore
the influence of the parameters w and λ on the keyword
extraction results.

1) RELATIVE CONTRIBUTIONS OF CO-OCCURRENCE AND
SEMANTIC RELATIONSHIPS ON KEYWORDS EXTRACTION
According to equation (5), it can be found that the final score
of words is the fusion of two scoring results, in which λ
controls the proportion of the two scores in the final score.
In order to investigate the effect of λ on keywords extraction,
we first change the final score of words by setting different
value of λ, then extract keywords according to words score,
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and finally compare the effect of keywords extraction under
different values of λ according to F1 value.

Figure 2 and Figure 3 show the F1 value change with λ
on Inspec and DUC2001, respectively. Here, the window size
w set to 6. As can be seen from the figures, when the two
scoring results are fused, the effect of keyword extraction is
improved. At the same time, it is found that when the value
of λ is between 0.5 and 0.7, the maximum values of F1 are
obtained on both datasets.

2) EXPLORE THE EFFECT OF WINDOW SIZE
ON KEYWORDS EXTRACTION
Next we will explore the impact of window size on CO and
three combination methods of keywords extraction. Here we
set the window size from 2 to 10. The results of the two
datasets are shown in Figure 4 and Figure 5, respectively.

According to Figure 4 and Figure 5, we can easily find
that those FCWN, FCWE and FCNGD methods that use the
first combination get the lowest results in precision, recall
and F1 values. Again demonstrate that in a word graph,
the neighboring relation ismore import than semantic relation
between words. We also can find that the CO,F*,S* methods
are greatly affected by the change of window size, while the
P, R and F1 values in T* methods are less affected by the
change of window size. This is because when using CO, F*
and S* methods, the structure of a graph depends entirely
on the co-occurrence of words, so changing the size of the
window will change the topological structure of the graph.
However, in the T* methods, the edges of the graph not only
depend on the co-occurrence relationship of words in win-
dow, but also on the semantic relationships between words
that do not appear in window, so changing the size of the
window has little influence on the structure of graph, so it
has little impact on keywords extraction.

V. CONCLUSION
In this paper, we compare and discuss the effects of keywords
extraction methods based on the Inspec and DUC01 datasets.
First, our methods are verified that the combination of
co-occurrence and semantic relationships between words
can improve the effectiveness of keywords extraction. Using
the semantic relationships between words, which breaks the
restriction we link two nodes in the graph with an edge must
appear in the same window, so that any two related words in
the word graph can be connected by an edge, which makes
the important words in the graph more prominent. Second,
through the experiments on two datasets, we also demonstrate
that the co-occurrence relationship between words in a docu-
ment is stronger than semantic relationships between words.

In the future, we will further enhance the effectiveness
of keywords extraction from two aspects: the generation of
candidate keywords and word scoring. For the generation of
candidate keywords, we will study the discriminant meth-
ods of stopwords to generate a specific stopwords list for
keywords extraction. For word scoring, we will try different
word embedding methods to measure word distance such as

FastText [33], BERT [34]. And give more prior knowledge
for words to highlight the importance of words in documents,
such as the location of words, topical information, and so
on. At the same time, we will apply our methods to differ-
ent document types, such as scholarly papers and auditing
documents.
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