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ABSTRACT Symmetric encryption has been considered as one of the essential means of ensuring security
of end to end communication. The robustness and strength of modern day block encryption systems
are based on the cryptographic features of substitution-boxes which are used to inject confusion ability
during substitution-phases. In this paper, as an alternative to random, chaos or algebraic based construction
methods, we propose to present an efficient method for the generation of cryptographic highly nonlinear
substitution-boxes. The nature-inspired particle swarm optimization is reconnoitered to develop proposed
method wherein the initial population is generated through a simple but with rich dynamics chaotic Renyi
map. The anticipated method is analyzed for different scenarios such as change in population size, number
of iterations, and linear increase in inertial weight. The performance assessment of generated S-boxes under
standard criterions corroborate that the proposed method has excellent cryptographic features and found
grander than many recent optimization based S-box methods. Moreover, an image encryption application of
proposed S-boxes is also suggested to determine their suitability and applicability for image based security
applications.

INDEX TERMS Particle swarm optimization, substitution-box, chaotic Renyi map, image encryption.

I. INTRODUCTION
The ongoing advancement in communication technologies
like Internet of Things, cloud computing, social media plat-
forms and digital advanced gadgets have made it real fast to
transmit digital data in past few years. The easy exchange of
data in various forms like audio, video, images, etc., raises
a concern of security and protection of this data. The basic
security requirements like integrity, non-repudiation, authen-
tication and confidentiality are mandatory for secure data
transfer. The field of secure communication ensures the above
mentioned criteria and also ensures to prevent the illegal
spying, interruption or access [1]. The researchers preferred
the schemes like digital watermarking for copyright protec-
tion. But for data protection and hiding, the most reliable
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techniques are cryptography and steganography. The sole aim
of both these is to transform the data into some unintelligible
and incomprehensible form for the intruder [2]. Cryptography
is further classified as symmetric-key and asymmetric-key
cryptography depending on the nature of key. The former
has a single private key for encryption and decryption, both.
Whereas, the later one has two different keys: the public key
and the private key. The symmetric key cryptography has two
broad known forms i.e., stream ciphers and block ciphers. The
stream ciphers usually deal with encryption of plaintext data
in bit-by-bit or byte-by-byte basis. Whereas, in block ciphers,
the data is in the form of chunks of bits and encryption process
is operated to obtain the chunks of encrypted data. Some of
the modern day block ciphers are AES, IDEA, KASUMI,
SAFER, SHARK, etc [3].

Mathematically, anm×n substiutution-box is defined as S:
{0, 1}m → {0, 1}n. Thus there are ‘m’ component functions
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each being a map from ‘m’ bits to 1 bit. An m × n S-box
can be implemented as a lookup table with 2m of n-bits each
[4]. The relationship functions between the input and output
values of the S-box must be chosen in the aim to satisfy
the security criteria. One of the significant criterions is the
nonlinearity [5]. The static S-box tables are used in ciphers
such as DES, AES, etc, but in some ciphers the S-boxes are
dynamically constructed from the key such as the Blowfish
and Twofish encryption algorithms. S-boxes are the only
nonlinear component in any symmetric encryption system.
They follow the confusion principle presented by Claude
Shannon in 1949. The confusion architecture is very effective
in achieving secrecy if used correctly. Therefore, the S boxes
need to be robust and efficient to tackle any sort of differential
attack or attacks made on the bases of linear content of S-box.
That is why it is vital to keep the nonlinearity in mind when
designing an S-box [6].

For over two decades, much research has been dedicated to
the use of chaos to generate nonlinear S-boxes. But, mostly
the nonlinearity achieved by them has not been so impressive.
To construct S-boxes with good nonlinearity, Khan et al. [7]
applied a fractional linear transformation along with multiple
chaotic systems to obtain an S-box. It is an easy and simple
way but the nonlinearity content was not satisfactory enough.
Later, in 2015, Ahmad et al. [8] proposed a new technique,
in which the input elements of the S-box were generated
using piecewise linear chaotic map, then raster and zigzag
pattern scanning is applied to the initial S-box to obtain the
final S-box. Özkaynak et al. [9] also presented a new S-box
using the fractional order chaotic Chen system. Wang et al.
[10] used a new three dimensional continuous chaotic map
with infinite equilibrium points to design an S-box, but its
nonlinearity was also not good enough. Liu et al. [11] pro-
posed employing spatiotemporal chaos to generate random
S-boxes. He used the non-adjacent coupled map lattices and
Arnold’s cat map to extract the spatiotemporal chaotic behav-
ior of the system. Lambić [12] used existing chaos based S
boxes [13], [14] to derive a new S-box by defining a new
composition approach. Similarly, Tian and Lu [15] proposed
a novel approach to constructing S-boxes. He proposed to
use a comparatively new version of the logistic map, named
as intertwined logistic map. He combined the intertwined
logisticmap [16] with the Bacterial foraging algorithm [17] to
derive a new S-box. Zaibi et al. [18] proposed an approach to
use 1-D chaotic maps like the logistic map and the piecewise
linear chaotic map to generate a new S-box. The nonlinearity
is not mentioned in the paper. Ahmad et al. [19] proposed
to chaotically modify the trajectory of the piecewise linear
chaotic map and logistic map to eliminate the gently decreas-
ing peaks to obtain sharp peaks of the modified chaotic map.
Then later, the modified map is scanned in a zigzag fashion
to obtain better results to generate a random S-box. Belazi
and El-Latif [20] proposed to employ the chaotic sine map
to derive a new S-box with nonlinearity greater than 105.
In more recent works, many schemes have been proposed

to construct S-boxes, but they all capable to offer the low
nonlinearity [21], [22].

In this paper, we investigated the particle swarm optimiza-
tion with an aim to generate highly nonlinear substitution-
boxes. The proposedmethod involves the initial population of
S-boxes generation with the help of chaotic Renyi map, PSO
based S-box optimization, adjustment (if needed) to maintain
bijectivity of generated S-box. The main contributions of the
paper are briefed as follows:

1. A particle swarm optimization approach based S-box
generation method is proposed. The nonlinearity score
is taken as the fitness parameter during optimization.

2. Chaotic Renyi map which has rich dynamical features
is adopted for generation of initial S-boxes, and other
random parameters of PSO for good exploration and
exploitation of state space.

3. The well accepted standard performance parameters are
chosen to evaluate the features of proposed S-boxes and
method.

4. Comparative study is carried out which demonstrates
the exceptionally well performance of proposed S-box
work over many recent optimization based methods.

5. An image encryption algorithm utilizing the obtained
S-boxes is also proposed which shows that they offer
good encryption quality and features.

The outline of remaining portion of the paper is as fol-
lows. Some details of particle swarm optimization technique
are provided in Section 2. The performance criterions for
substitution-boxes are discussed in Section 3. Section 4 is
develop to provide and discuss the proposed PSO based
S-box generation method. The performance assessment and
comparison of generated S-boxes under different scenar-
ios are carried out in Section 5. The application of gener-
ated S-boxes for image encryption application is discussed,
assessed, and compared in Section 6. Finally, the conclusions
of the research findings are mentioned in Section 7.

II. PARTICLE SWARM OPTIMIZATION
Particle swarm optimization is a population-based heuristic
for global optimization put forward by Kennedy and Eberhart
in 1995 [23]. PSO is based on notion of swarm intelligence
(bird and fish flock movement behaviour). Birds are either
scattered or go together while searching for food, before they
locate the place where they can find the food.While searching
the food, there is always one bird that smells food better than
others, that is bird is perceptible of the place where the food
can be seen, means having the food source information better
than others. Since these birds continuously transmit informa-
tion such as good information at any time while searching for
food the flock will eventually move to the place where food
can be found. In PSO, the solution, the birds moving starting
with one spot onto the next, is equivalent to the improvement
of the solution swarm, good information is equivalent to the
most optimist solution, and the food asset is equivalent to
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the most optimist solution during the entire course. The most
optimist solution can be turned out in PSO calculation by the
collaboration of every bird. This algorithm can be utilized to
work out the intricate optimist problems. Owing to its many
merits, PSO algorithm has been applied to numerous areas
in optimization individually and in combination with other
existing algorithms. It has been used widely in the fields such
as neutral network training, function optimization, automatic
adaptation control model classification, vague system con-
trol, machine study, the signal procession, and etc, [24].

In particle swarm optimization algorithm, population con-
sists of ‘‘N ’’ particles, and the position of each particle stands
for the potential solution in d-dimensional space. Each par-
ticle’s position in the swarm is affected by both the most
optimist position during its movement (individual experience,
called as personal best or pBest of particle) and the position
of the most optimal particle in its neighborhood (near experi-
ence, called as global best or gBest). Particle in swarm fly
into the search space by their exploration and exploitation
capabilities and use personal best and global best positions
to reach the best solution in PSO. Moreover, each particle
is characterized by a velocity with which it explores the
fitness function. The velocity and position of each particle
are revised after each successive iteration of the algorithm.
According to PSO dynamics, the speed and position of each
particle are updated using the following formulations [25].

vk+1id = vkid + c1r1(pbest
k
id − x

k
id )+ c2r2(gbest

k
id − x

k
id ) (1)

xk+1id = xkid + v
k+1
id (2)

where, vkid and xkid stand for velocity and position of the
particle ‘‘i’’ at its ‘‘k’’ times and the d-dimension quantity
of its position; pbestkid represents the d-dimension quantity
of the individual ‘‘i’’ at its most optimist position at its ‘‘k’’
times. gbestkid is the d-dimension quantity of the swarm at
its most optimist position. The PSO parameters c1 and c2
represent the speeding figure to regulate the length when
flying to the particle of the whole swarm and to the most
optimist individual particle. The proper figures for c1 and c2
can control the speed of the particle’s flying and the solution
will not be the partial optimism; r1 and r2 represent random
fiction in [0, 1] range. The motivation behind the selection of
PSO for solving the problem of designing strong substitution-
boxes includes: (1) PSO can be applied into both scientific
and engineering use as it is based on intelligence, (2) the
PSO calculations are very simple, and (3) it involves reduced
number of parameters to tune and constraints acceptance
compared to other derivative-free methods of optimizations.
The procedure of PSO algorithm is provided as Algorithm-1.

III. SUBSTITUTION-BOX SECURITY PARAMETERS
The standard cryptographic parameters accounted for the
security assessment of substitution-boxes by the researchers
are discussed in this section. In general, the suite of per-
formance criterion includes parameters such as bijectivity,
nonlinearity, strict avalanche criterion, bits independence

Algorithm 1 Particle Swarm Optimization
Initialize the number of particles N , particle positions
xi, velocity vi, c1, c2, r1, r2, personal best pbesti, global
best gbest, maximum iterations max_itr, where i =
1, 2, . . . ,N .
for k ← 1 to max_itr do:

for i← 1 to N do:
Compute the fitness of particle xi as fitness(i)
if (fitness(i) ≥ fitness(pbesti)) then:
pbesti← xi

endif
if (fitness(pbesti)) ≥ fitness(gbest)) then:
gbest← pbesti

endif
Update velocity of particle using Eqn. (1)
Update position of particle using Eqn. (2)

endfor
endfor

criterion, differential uniformity, linear approximation prob-
ability, these parameters are described as follows.

A. BIJECTIVITY
The balancedness of an 8-bit Boolean function fi is confirmed
when the output bitstream said to have equal of number of
zeros and ones. Mathematically [26],

hwt

(
8∑
i=1

xifi

)
= 27 = 128

where, hwt() stands for the hamming weight, xi ∈ {0, 1} and
(x1, x2, . . . , x8) 6= (0, 0, . . . , 0). An S-box is said to hold
the bijectivity property when the all eight candidate Boolean
functions fi are balanced.

B. NONLINEARITY
The nonlinearity measure of a Boolean function f is com-
puted by knowing the least distance of f to the set of all
affine functions [27]. Thus, the constituent functions of S-box
should have standing nonlinearities scores. The nonlinearity
NLf of any Boolean function f is computed as:

NLf =
1
2
(2n −WHmax(f ))

where, WHmax(f ) is the Walsh-Hadamard transform of
Boolean function f [28]. A Boolean function is deemed frail
if it tends to have poor nonlinearity. The maximization of
nonlinearity of balanced Boolean functions is considered one
of the prominent measures responsible for providing power
against the any type of linear attacks [28], [29].

C. STRICT AVALANCHE CRITERIA
The strict avalanche criterion was described by Tavares and
Webster, which gets its base on the completeness effect’s
notion and the avalanche [26]. This criterion measures that
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by making a single change in input bits, how much output
bits get altered. The SAC assumed as satisfied when all the
output bits are changed with a likelihood of 0.5, when only
one input bit is flipped.

D. BITS INDEPENDENCE CRITERIA
The input bits which remain unchanged are explored under
bits independence criterion. The revamping of independent
performance of pairwise variables of avalanche vectors and
unaltered input bits are the assets of this measure. It is an
effective criterion in symmetric cryptosystem, because by
augmenting independence between bits, the recognition and
prediction of patterns of the system is not possible [30].

E. DIFFERENTIAL UNIFORMITY
The differential uniformity measures the resistivity of an
S-Box against the differential cryptanalysis. The attack pro-
cedure of cryptanalysis was given by Biham and Shamir;
it is related with developing imbalance on the input/output
dissemination to assault block ciphers and S-boxes [31].
Confrontation to this cryptanalysis can be consummate if
the EX-OR of each output has identical uniformity with the
EX-OR value of each input [32]. If an S-box is uniform in
input/output distribution, then it is said to be resistant. It is
preferred that the largest value of differential uniformity (DU)
in EX-OR table should be as small as possible. The differen-
tial uniformity for a Boolean function f (x) is measured as:

DU (S) = max
δa6=0,δb

(# {a ∈ A|S(a)⊕ S(a⊕ δa) = δb})

where, set X holds all probable input values and the figure of
its elements is 2n. The largest value of EX-OR table for an
S-box should be as small enough to resist the cryptanalysis.

F. LINEAR APPROXIMATION PROBABILITY
The method of linear approximation probability (LAP) is
helpful in calculating the imbalance of an incident. The
largest value of imbalance of an event is measured with the
help of the analysis introduced by Matsui in [33]. There must
be no difference between output and input bits uniformity.
Each of the input bits with its results in output bits is examined
individually. If all the input elements are 2n, the class of all
possible inputs is d and the masks applied on the equality
of output and input bits are respectively ma and mb, then
maximum linear approximation is the maximum number of
same results and calculated as:

LAP(S) = max
ma,mb 6=0

∣∣∣∣# {a ∈ S| a.ma = b.mb}
2n

− 0.5

∣∣∣∣
A lower value of this probability indicates that S-box is more
capable to fight against linear cryptanalysis attack.

IV. PROPOSED PSO BASED S-BOXES GENERATION
This section provides the description of optimized
substitution-boxes construction using proposed PSO based
method. In order to utilize the capableness of PSO algo-
rithm, the 1-D chaotic Renyi map is adopted to provide the

control parameters c1, c2, random parameters r1, r2 every
time they needed during the PSO optimization phase, and
to generate initial population of S-boxes. The chaos based
initialization and updating of PSO parameters is motivated
by the investigation which reports that the embedding of
chaos during velocity updating results in good exploration
and exploitation of search space and can improves the quality
of results [34]–[36].

A. CHAOTIC RENYI MAP
The chaotic Renyi is one-dimensional dynamical mapping
which holds some rich dynamical characteristics compared
to many contemporary 1-D chaotic maps in terms of high
lyapunov exponent, excellent bifurcation, uniform coverage
of whole state space, and uniform distribution. It is one of the
simplest discrete chaotic models whose dynamics is governed
by the following equation [37], [38].

xi+1 = (c.xi) mod (1) (3)

where, c is its control and bifurcation parameter, xi is state
variable which lies in [0, 1]. The analysis shows that the
Renyi map has chaotic phenomenon only when c> 1 because
the positive lyapunov exponent (an indicator of chaoticity)
is seen for any c > 1. The lyapunov exponent spectrum
for different value of c ranging from 0 to 10 is shown in
Figure 1(a), the bifurcation behavior of Renyi map is depicted
in Figure 1(b). The phase attractor of chaotic Renyi map in
3-D projection is given in Figure 1(c-d). These plots make
evident the good dynamical features of the chaotic map in
Eqn. (3). Where as, the Figure 1(d) indicates the uniform
distribution or the histogram of chaotic floating-point values
generated from the Renyi map. The chaotic Renyi map is
adopted to generate the parameters of PSO and initial pop-
ulation of S-boxes to begin the optimization process.

B. ALGORITHM
This section deals with the proposed algorithm to generate
S-boxes using particle swarm optimization.

1) INITIALIZE THE POPULATION VECTOR
For S-box optimization problem, each individual 8× 8 S-box
is considered as the particle. Initial population of
8× 8 S-boxes is generated with the help of chaotic Renyi
map. The generated population is key dependent and
dynamic. As per the heuristics mentioned in [39], the size
of initial population generated is kept low. The gen_sbox()
method aims to generate a random 8 × 8 S-box using
chaotic map whose procedure is provided in Algorithm-2.
The method is repeated for number of population times to
initialize the population of S-boxes.

2) CALCULATE FITNESS VALUE
The mean nonlinearity of each S-box (particle) in the pop-
ulation vector is calculated and considered as its fitness
value.
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FIGURE 1. Dynamical features of chaotic Renyi map (a) lyapunov exponent diagram, (b) bifurcation diagram, (c) phase attractor plot
in 3D, and (d) normalized histogram for 100000 chaotic points from map.

Algorithm 2 Generate Initial S-Box
for k ← 1 to 256 do:

xr← renyi_map(xr, c, 1)
A[k]← xr

endfor
B← sort(A)
for k ← 1 to 256 do:
u← B[k]
for j← 1 to 256 do:

if (u == A[j]) then:
sbox[k]← j− 1
break

endif
endfor
endfor
return sbox, xr

3) INITIALIZE THE PSO VECTORS
The velocity vector is initialized to 0 and is updated on
every successive iteration. Each individual position vector
is initialized with the values of corresponding S-box in the
population. The velocity vector is updated as per Eqn. (1) and

position vector is updated as per Eqn. (2). The personal best
vectors are initialized with the corresponding of S-boxes. The
personal best vector gets revised with the S-box for which
the newly generated population has better fitness value than
previous one. The global best vector is initialized with S-box
having highest nonlinearity in the population.

4) INITIALIZE THE PSO PARAMETERS
The PSO parameters like c1, c2, r1 and r2 are randomly
initialized with the chaotic value produced using chaotic
Renyi map. These parameters are updated randomly in each
iteration during the optimization phase. However, the inertial
weight w of PSO is initialized (by default) to 0.6.

5) UPDATING AND ADJUSTMENT
The velocity and position vectors are updated using
Eqns. (1) and (2). This process generates some redundant and
negative values. However, the values of solution (S-box) are
constraint to the range [0, 255] for the design of S-box.
Therefore, in order to get rid of the possible redundant and
negative values we apply preprocessing and adjustment pro-
cess. In preprocessing, the negative values are made to lie
in the desired range with some mathematics. In adjustment
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FIGURE 2. Variations in nonlinearity with increase in population size.

process, we keep track of repeated values and replace them
with the values that are missing so that the bijectivity of
solution or population vector gets maintained. The fitness
values are again calculated for newly generated population
and the best yielding values among the new population (of
size 2N, where N is initial population size) are preserved and
are sent in next population. The personal best and global best
are updated as mentioned before.

V. PERFORMANCE ANALYSES AND S-BOX GENERATION
To simulate and analyze the performance of proposed S-box
generation method using particle swarm optimization, we
take the proposed method’s input arguments as follows (with-
out any loss of generality). The proposed method is analyzed
under different scenarios and conditions by varying the pop-
ulation size, number of iterations, and inertial weight.

- Chaotic map’s initial value, xr = 0.1234
- Chaotic map’s parameter, c = 137
- Number of populations (default), N = 40
- Inertial weight (default), w = 0.6
- Maximum allowable iterations (default), max_itr = 250

The results of optimization under different analyses are pre-
sented below.

A. ANALYSIS FOR DIFFERENT POPULATION SIZE
Keeping the other input parameters as default; we vary the
population size (N ) in order to know the trend of best possible
outcome in terms of S-boxes with optimized nonlinearity
score. The effect of varying population size on nonlinearity
of optimized S-boxes is shown in Figure 2. It has been
noted that no steady state increment is seen if N is increases
from 20 to 70. But, the analysis suggests that the population
size N = 40 is capable to generate an optimized S-box with
nonlinearity of 109.5. Best possible S-box can be generated
for N = 40. The best achievable S-box (named as S1) from
this analysis is provided in Table 1. Based on this outcome, we
keep the population size 40 fix to perform further analyses.

B. ANALYSIS FOR DIFFERENT ITERATIONS
The trend of changing the number of maximum allowable
iterations to carry out PSO optimization process is also

FIGURE 3. Variations in nonlinearity with increase in iterations.

FIGURE 4. Variations in nonlinearity with linear increase in inertial
weight.

explored and analyzed for N = 40 and w = 0.6. The effect of
varyingmax_itr from 50 to 1500 is evaluated and nonlinearity
results are plotted as Figure 3. Here, it is quite clear that
the quality of S-boxes gets bettered in terms of their fitness
score as the iteration gets increased. Optimized S-boxes with
nonlinearity as high as 110.25 is achieved during this study,
one such S-box is shown in Table 2 as S-box S2. However,
no further improvisation on the fitness score is observed for
max_itr above 1000. The value of max_itr as 1000 is chosen
as favorable value of parameter for generating S-boxes with
high nonlinearly.

C. ANALYSIS FOR DIFFERENT INERTIAL WEIGHT
In PSO, the inertial weight factor w is responsible for balanc-
ing between the global and local search competencies [40].
Instead of keeping the inertial weight w fix all the time, it is
varied linearly in increasing order as per the rule given below.

wcur_itr = w1 + (cur_itr − 1)
(
w2 − w1

max_itr

)
(4)

where, w1 and w2 stands for initial and final value of inertial
weight, cur_itr is current value of iteration, andmax_itr is the
maximum allowable iterations. In our problem, the increase
in w provides improvisation in getting the better results
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Algorithm 3 PSO Based Optimized S-Box Generation
Take input arguments as:
N ← number of populations
max_itr← maximum number of iterations
xr← initial value of Renyi chaotic map
c← parameter of Renyi map
Generate initial population of S-boxes as:
xr← renyi_map(xr, c, 100) // Iterating map for 100 times to remove transient effect of map
population← zeros(2× N , 256) // 256 is for 8× 8 S-box
for i← 1 to N

[sboxi, xr]← gen_sbox(xr, c)
population[i]← sboxi

end for
population[1]← aes_sbox
Calculate the fitness score (nonlinearity) of each particle as:
for i←1 to N do:
NL[i]← nonlinearity(population[i])
end for
NL_sorted← sort(NL) // in descending order
gBest← population[1]
pBesti ← population[i]
Vel← zeros(N , 256) // 256 is for 8× 8 S-box
Take inertial weight w // default is 0.6
Begin optimization phase as:
While (max_itr > 0) do:

xr← renyi_map(xr, c); c1← 2∗xr
xr← renyi_map(xr, c); c2← 2∗xr
xr← renyi_map(xr, c); r1← xr
xr← renyi_map(xr, c); r2← xr
NL← NL_sorted
for i← 1 to N do:

for j = 1 to 256 do:
Vel[i][j]← ceil(w∗Vel[i][j] + c1∗r1∗(pBest[i][j] - population[i][j]) + c2∗r2∗(gBest[j]-population[i][j]))
if (Vel[i][j] < 0)
Vel[i][j]← (Vel[i][j] + 256)mod(256)

end if
X [i, j]← int(population[i][j] + Vel[i][j])mod(256)
temp_sbox[j]← X [i, j]

end for
Perform adjustment to preserve the bijectivity in temp_sbox
population[N + i]← temp_sbox

end for
for i← 1 to N do:
NL_sorted[N + i]← nonlinearity(population[N + i])

end for
NL_sorted← sort(NL_sorted)
Arrange population vector according to sorted fitness & keep first N S-boxes and drop the rest
for i← 1 to N do:

if (NL[i] < NL_sorted[i])
pBest[i]← population[i]

end if
end for
Update the gBest
max_itr← max_itr - 1

end while
Ignore the first S-box and output the S-box with best fitness value from remaining S-boxes in population vector.

compared to decreasing the weight. For the setting w1 = 0.1,
w2 = 1.6, max_itr = 150, the results of varying inertial

weight w as per Eqn. (4) is shown in Figure 4. Interestingly,
the favorable variations in results have been seen and S-boxes
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TABLE 1. Proposed optimized S-box S1.

TABLE 2. Proposed optimized S-box S2.

with nonlinearity as high as 111.5 are generated. One such
optimized S-box out of this analysis is presented in Table 3
as S-box S3.

D. RESULTS AND COMPARISON OF S-BOXES
The property of bijectivity an S-box ensures that it is a one-
to-one mapping. Means, all possible output vectors should
appear only once. Our all three S-boxes in Table 1 to 3
maintains the bijectivity as all 256 possible output values are
distinct and appear only one time in each S-box. The bijectiv-
ity property is mandatory for S-boxes which are used in block
ciphers based substitution-permutation networks (SPN) like
AES, PRESENT, SHARK, SAFER, etc.

Designing S-boxes with high nonlinearity score have been
one of the main challenges in the area of cryptography for last
two decades. Through the proposed PSO based method, we
are able to achieve S-boxes with high nonlinearities which are
quite close to the best known 8×8 S-box nonlinearity of 112
[41]. The nonlinearity scores of all eight individual Boolean
functions in each proposed S-boxes S1, S2 and S3 from
our method and analyses are listed in Table 4. We compared
the nonlinearity performance of our three S-boxes with the
optimization-based S-boxes, wherein the optimization tech-
niques such as bacteria foraging optimization (BFO) [15],
JAYA optimization [42], cuckoo search (CS) [43], genetic
algorithm (GA) [44], sine-cosine optimization (SCO) [45],
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TABLE 3. Proposed optimized S-box S3.

TABLE 4. Nonlinearities of proposed optimized 8 × 8 S-boxes.

beta-hill climbing (BHC) search [46], firefly algorithm (FA)
[47], artificial bee colony (ABC) optimization [48], teaching-
learning based optimization (TLBO) [49], I-Ching’s opera-
tors (ICO) optimization [50], ant colony optimization (ACO)
[51], etc., in Figure 5 and Table 5. It is worth notable that the
nonlinearities of our S-boxes are fairly high as compared to
almost all optimization-based S-boxes recently investigated
in [15], [42]–[44], [47]–[49], [51], [52]. Thus, the proposed
PSO-based method is sufficiently efficient in generating
highly nonlinear S-boxes.

We calculated the dependency matrices for each of pro-
posed S-boxes in accordance with the procedure suggested
in [26]. It has been found that all the entries of the depen-
dency matrices are quite close to 0.5 with an average scores
of 0.5068, 0.5046, and 0.5022 for S-boxes S1, S2, and
S3, respectively. The proposed S-boxes satisfy the strict
avalanche criteria well and SAC performance is comparable
to S-boxes given in comparison Table 5.

The bits independence criterion is also checked follow-
ing the Websters and Tavares guidelines [30]. Accordingly,
the average BIC-NL scores for S-boxes S1, S2, and S3
are found as 106.86, 106.57, and 110.28, respectively. It is
evident that the BIC performance of proposed S-boxes is
considerably better compared to all the recently investigated

optimization-based S-boxes listed in Table 5. Thus, the pro-
posed method shows a dominating BIC performance.

The differential cryptanalysis given by Biham and Shamir
can be mitigated if the S-box shows low differential uni-
formity. The differential uniformities of our S-boxes are
computed as 8, 8, and 6 for S1, S2, and S3, respectively.
As can be seen in the Table 5 that the proposed S-boxes
have better potential to mitigate differential cryptanalysis
than other S-boxes of the Table. Hence, the proposed S-boxes
have excellent DU performance and exhibit great resistance
against differential cryptanalysis.

The lowest value of linear approximation probability and
high nonlinearity are sought to make the S-box robust against
linear cryptanalysis. The LAP score of our three S-boxes are
found as low as 0.1328, 0.1328, and 0.1094. The first two
scores are better than [15], [43], [44], [51], [52], comparable
to [42], [45], [50], and higher than [46]–[49]. Whereas, the
LAP of third S-box S3 i.e. 0.1094 is comes out to be the best
among all the S-boxes of the Table 5. Thus, the new S-boxes
are able to offer better resistance to linear cryptanalysis than
most of the recent optimization based S-boxes.

VI. S-BOX BASED IMAGE SECURITY APPLICATION
This section reports the security application of proposed
substitution-boxes in the area of image encryption. The
S-boxes generated from proposed PSO based method are
evaluated for their suitability and usage for securing the
multimedia images. A novel simple image encryption scheme
is suggested which is based on the generated S-boxes and
chaotic Renyi map. The procedure of suggested new image
encryption scheme based on S-box substitution is depicted
through the flowchart shown in Figure 6.

The encryption process distorts the plain-image; the extent
and quality of distortion determine the reliability of the
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FIGURE 5. Comparison of mean nonlinearity scores of optimization based S-boxes.

TABLE 5. Comparison of cryptographic features of optimization-based 8 × 8 S-boxes.

encryption scheme. Therefore, it is imperative to examine the
statistical and textural features of encrypted image through
majority logic criterion (MLC). The MLC is a comprehen-
sive exploration set of statistical performance metrics which
includes the entropy, contrast, correlation, energy, and homo-
geneity as suggested in [53], [54]. The statistical stability
of the generated S-boxes for offering quality of encryption
effects is examined through this suite of MLC suite of analy-
ses. Thus, the key motive of MLC analysis is the examination
of the characteristics of S-boxes during the process of encryp-
tion. We applied our S-boxes to encrypt digital plain-images

using our own encryption scheme and validate its suitability
for multimedia security and image encryption applications.
The S-boxes S1, S2, and S3 are applied separately to some
standard images like Cameraman, Baboon, Peppers, each of
size 256× 256. These plain-images, encrypted images using
S-boxes S1, S2, and S3 along with their histograms are shown
in Figure 7. Firstly, it can be seen that all the encrypted
images have high visual distortion and indistinguishabil-
ity. The distribution of pixels in the image is represented
through the histograms. The non-uniform distribution of pix-
els in encrypted content may provide the clue of plain-image
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FIGURE 6. Flowchart of proposed image encryption scheme based on
S-box substitution.

information and makes the encryption scheme susceptible to
statistical attacks. But, as evident from the Figure 7 that the
encrypted images from our scheme have significantly flat and
uniform histograms. Thus, the results are showing excellent
encryption effect in encrypted images. The statistical MLC
performance and differential analysis are discussed in what
follows.

A. ENTROPY
The revolutionary concept of information entropy was coined
by Claude E. Shannon in 1948. Entropy is the measure of
randomness of information which is inherent in the variable’s
possible outcomes. Information entropy is usually measured
in bits, corresponding to base 2, it is mathematically formu-
lated as:

H (x) =
∑
i

p(xi) log2

(
1

p(xi)

)
where, p(xi) is the probability of symbol of message source x.
A higher value of entropy shows that the distribution of pixels
gray values is more uniform. If the entropy of the encrypted
image is way smaller than 8 (for an 8-bit encoded image), that
indicates there are higher chances of predicting the image,
thereby threatening its security.

B. CORRELATION
The pixels values of an image vary between certain limits
depending upon the number of bits used to encode one pixel
of the image. The gray values of neighboring pixels decide the
similarity or dissimilarity between the pixels. Resemblance

of pixels to their neighboring pixels is measured through cor-
relation coefficient. In the plain-images, there exists a strong
correlation among neighboring pixels of a meaningful image.
The correlation among pixels can be diminished through the
encryption schemes to secure the sensitive content of the
image. Therefore, negligible correlated values (near to zero)
are considered robust in an insecure channel. The correlation
coefficient for two sequences is given as:

γ =
∑ (i− µi)(j− µj)

σiσj

where, i represent the position of row and j indicates its
column value of image under examination. The parameters µ
and σ are the variance and standard deviation, respectively.

C. ENERGY
The energy is applied to measure the localized change of
the image. It’s the rate of change in the color/brightness/
magnitude of the pixels over local areas. This is especially
true for edges of the things inside the image. For image energy
analysis, we calculate the sum of squared members of gray
level co-occurrences. As compared to the plain image energy,
the energy of encrypted image is smaller as the values are
randomly or uniformly distributed. Energy analysis involves
the computation of its associated quantity which is calculated
as:

E =
∑

p(i, j)2

where, p(i, j) is the number of GLCM matrices.

D. CONTRAST
In digital images, the contrast is the measure of luminance,
or difference in it, which differentiates the objects from one
another. Contrast is determined by difference in the color and
brightness. Contrast analysis helps in visualizing the objects
and the underlying information. The contrast and brightness
of images are adjusted during the image processing for bet-
ter visualization. Due to the nonlinear mapping of S-boxes
the contrast varies directly with the randomness of images.
Mathematically, contrast is computed as:

c =
∑
|i− j|2 p(i, j)

where, p(i, j) represents the position of pixels in gray level
co-occurrence matrix (GLCM).

E. HOMOGEINITY
Homogeneity deals with the relationship of distribution of
elements in gray level co-occurrence matrix (GLCM) with
its diagonal. Its value depends on the diagonal of GLCM.
Smaller the value of homogeneity indicates good encryption
effect in the encrypted content. It follows the as per the
equation given as:

h =
∑ p(i, j)

1+ |i− j|
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FIGURE 7. Plain-images and encrypted images using S-boxes S1, S2 and S3 with their corresponding histograms.

The results of MLC analysis (entropy, correlation, con-
trast, energy, homogeneity) to evaluate the encryption quality
offered by proposed encryption scheme in images shown

in Figure 7 are provided in Table 6. The obtained MLC
analysis results are also compared with some contemporary
image encryption schemes based on S-boxes substitution
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TABLE 6. MLC results of entropy, correlation, contrast, energy, homogeneity from proposed encryption scheme and their comparison.

investigated in [55]–[58]. The comparative analysis indicates
that the proposed encryption schemes offer better encryption
and security than S-box based encryption schemes as MLC
individual metrics such as entropy, correlation coefficient,
contrast, energy, and homogeneity have improved scores than
schemes in [55]–[58].

F. NPCR AND UACI
A robust cryptosystem should be highly sensitive to any
minor alterations in in secret key or plain-image data. To
measure the sensitivity of the system, we resort to net pixel
change rate (NPCR) and unified average change intensity
(UACI) tests. These two tests facilitate to perform sensitivity
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TABLE 7. NPCR and UACI results from proposed encryption scheme and
their comparison.

analysis of the anticipated encryption scheme. It gives the
pixel change rate between two encrypted images C1 and C2
which have minor difference in the input parameters like key
or plain-image. Mathematically, they are calculated as:

NPCR =

∑
i,j
D(i, j)

M × N
× 100

D(i, j) =

{
1 if C1(i, j) 6= C2(i, j)
0 if C1(i, j) = C2(i, j)

UACI =
1

M × N

[∑ |C1(i, j)− C2(i, j)|
28 − 1

]
× 100

The NPCR score close to 99.6% and UACI close to 33.6%
represent the optimal sensitivity performance of an image
encryption scheme [59]. The anticipated results obtained to
assess the sensitivity of proposed encryption scheme are
shown in Tables 7. We can see that the NPCR and UACI
scores are quite close to the optimal values which reflect the
excellent sensitivity of proposed S-boxes based encryption
scheme against any minor alterations. The NPCR and UACI
performance of our encryption scheme is acceptable and
comparable to the recently investigated S-box based encryp-
tion algorithms [55]–[58].

G. SPEED ANALYSIS
The time taken by an encryption scheme to encrypt an image
is one of the crucial metric for practical application of scheme
for real-time application scenarios. An image encryption
scheme is deemed to be better if takes less time and still holds
strong encryption quality. To do the speed analysis of our
encryption scheme, the MATLAB is used for implementation
and simulation on Windows 8 having 4GB RAM and Intel
core i7 CPU which operates at 2.2 GHz. The encryption time
of our scheme for images of size 256 × 256, 512 × 512,

TABLE 8. Speed analysis of some encryption schemes (time in secs).

and 1024 × 1024 comes out to be 0.2634s, 1.10136, and
3.9449s, respectively. The encryption speed performance is
compared with other image encryption schemes in Table 8.
The proposed encryption scheme offers great encryption
quality and encryption time is considerably shorter thanmany
of its contemporary schemes investigated in [56], [60]–[65].
Thus, the proposed S-boxes based encryption scheme is faster
compared to many recent competitor schemes which make it
suitable for real-time image encryption applications.

VII. CONCLUSION
This paper suggested an efficient S-box method based on
optimization technique, as an alternative to random, chaos
and algebraic based methods, is proposed. Particle swarm
optimization is approached to evolve the S-boxes for high
nonlinearity as fitness value. The proposed method makes
use of chaotic Renyi map for the generation of initial pop-
ulation and other required random values. The method has
been analyzed for different scenarios by varying the parame-
ters of PSO. Performance assessment indicated the proposed
method is capable to generate strong S-boxes with good
cryptographic features. When compared with many recent
optimizations based S-boxes, it is found that the proposed
S-boxes are sufficiently upright than many of its competitors.
Thus, the proposed method is proficient in generating highly
nonlinear S-boxes. Moreover, it has been also demonstrated
that the proposed S-boxes are suitable and appropriate for
usage in security applications to realize secure image based
communication.
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