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ABSTRACT Stock prices forecasting is a topic research in the fields of investment and national policy,
which has been a challenging problem owing to the multi-noise, nonlinearity, high-frequency, and chaos of
stocks. These characteristics of stocks impede most forecasting models from extracting valuable information
from stocks data. Herein, a novel hybrid deep learning model integrating attention mechanism, multi-
layer perceptron, and bidirectional long-short term memory neural network is proposed. First, the raw data
including four types of datasets (historical prices of stocks, technical indicators of stocks closing prices,
natural resources prices, and historical data of the Google index) are transformed into a knowledge base
with reduced dimensions using principal component analysis. Subsequently, multi-layer perceptron is used
for the fast transformation of feature space and rapid gradient descent, bidirectional long-short term memory
neural network for extracting temporal features of stock time series data, and attention mechanism for
making the neural network focus more on crucial temporal information by assigning higher weights. Finally,
a comprehensivemodel evaluationmethod is used to compare the proposedmodel with seven related baseline
models. After extensive experiments, the proposed model demonstrated its good forecasting performance.

INDEX TERMS Stock prices forecasting, attentionmechanism, bidirectional long-short termmemory neural
network, multi-layer perceptron, deep learning.

I. INTRODUCTION
As is known to all, stock prices reflect the quality of
national economy. However, the multi-noise, nonlinearity,
high-frequency, and chaos of stock render stock forecasting
one of the most difficult problems in time series [1]. Nonethe-
less, stock forecasting still attracts increasing attention from
scholars and investors owing to its importance.

The stock price forecasting has been a highly controversial
topic in the past decades. Some researchers have proposed
the random work theory, according to which, stock prices
could not be forecasted using historical stock data [2]–[4].
In other words, the stock prices are completely random time
series and the forecasting accuracy of stock prices could not
exceed 50%. The main reason behind this theory was that the
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researchers believed that stock prices were primarily affected
by news and policy. Nevertheless, a number of researchers
have not followed the random work theory owing to their
experimental results; they believed that historical data as
features could forecast stock prices to some extent. For exam-
ple, [5]–[7] rejected the theory and elucidated their reasons in
their articles, respectively.

Many types of models have been used to forecast stock
prices, including statistical models, machine learningmodels,
deep learning models, and hybrid learning models. Statistical
models include autoregressive moving average, autoregres-
sive integrated moving average (ARIMA) [8], autoregressive
conditional heteroscedasticity [9], generalized autoregres-
sive conditional heteroskedasticity [10] and so on. Although
statistical models have the ability to forecast stock prices,
their drawbacks are evident. For example, the ARIMA
model assumes the time series to be stationary sequences,
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or non-stationary sequences transformed by differencing the
time series [11]. The generalized autoregressive conditional
heteroskedasticity model could not explain the asymmetry
caused by the sign of residuals.Worst of all, statistical models
could only deal with the linear relationships in nature but not
the nonlinear relationships in stock time series.

Considering the nonlinearity of stock prices, machine
learning models, which are good at processing nonlinear
data, have been widely used in the field of stock forecasting.
Many scholars used support vector machine (SVM) [12],
decision tree (DT) [13], and logistic regression for stock
forecasting. Cao and Tay [14] discovered that SVM with
adaptive parameters achieved better forecasting results than
back-propagation neural network and regularized radial basis
function neural network. Pai and Lin [15] proposed a hybrid
methodology that combined ARIMA with SVM model for
forecasting stock prices and obtained improved results com-
pared with any single models. Li and Tam [16] used various
machine learning techniques including DT to investigate the
momentum and reversal effects occurring in the stockmarket.
Chen et al. [17] compared various machine learning models
with a sample dimension engineering method for Bitcoin
price prediction, and proved the superiority of machine learn-
ing models.

Recently, owing to the enhancement of computer pro-
cessing power and the ability of deep learning to learn
complex nonlinear mapping and self-adaptation for various
statistical distributions [18], some deep learning models,
such as artificial neural network (ANN) [19], multi-layer
perceptron (MLP) [20], the group method of data han-
dling (GMDH), convolutional neural network (CNN) [21],
recurrent neural network (RNN), and long-short term mem-
ory (LSTM) neural network [22] have become a focus
of recent studies in various fields including the financial
field. For example, Selvamuthu et al. [23] used ANNs based
on Levenberg-Marquardt, Scaled Conjugate Gradient and
Bayesian Regularization for stock market forecasting, and
verified the superiority of the method. Zhong and Enke [24]
used DNN and ANN to forecast the daily return direction of
the S&P 500 index, showing that its classification accuracy
was higher than that of other machine learning algorithms.
Shaverdi et al. [25] used a GMDH type-neural network based
on Genetic algorithm to forecast the stock price and achieved
high accuracy. Ge et al. [26] combined LSTM with Quantum
Genetics to improve the prediction accuracy of equipments’
remaining useful life. Bidirectional long-short term memory
(BiLSTM) neural network is an extended variant of LSTM by
taking into account the effect of subsequent inputs on the ini-
tial inputs. For example, Bin et al. [27] proposed a framework
integrating BiLSTM to generate better global representations
for videos, which enhances the recognition of lasting motions
in videos, and the experimental results demonstrated the
superiority of the proposed approach compared to other state-
of-the-art methods. Many scholars used CNN, ANN, and
MLP to forecast intraday stocks directions or stocks prices
effectively [28].

Different models exhibit their respective advantages. For
example, ARIMA is good at processing linear data, CNN is
good at processing data with spatial dimension, and RNN
have been proven effective for time series data. However,
in reality, predictive issues are generally complex with multi-
ple characteristics; therefore, the emergence of hybrid models
was inevitable. Ullah et al. [29] proposed an action recog-
nition method for processing the video data by combining
CNN and LSTM. The method proposed by Ullah et al. [29]
was capable of learning long-term sequences and could pro-
cess lengthy videos by analyzing features for a certain time
interval. Yu and Yan [30] proposed a DNN model based on
phase-space reconstruction method and LSTMs for forecast-
ing stock prices. In our previous work [31], CNN and LSTM
were combined to forecast the wind speed, which performed
well with the real world data.

The construction and selection of input variables are criti-
cal in deep learning. Many researchers have used technical
indicators, refactored technical indicators, online data (the
Google or Wikipedia indexes), or sentiment analysis of text
as input variables to forecast stock prices. For example,
Weng [32] built a dataset including historical stock prices,
several technical indicators, counts and sentiment analysis of
published news articles, the Google index, and the number of
unique visitors to pertinentWikipedia pages to forecast short-
term stock prices. Cambria [33] claimed the key role of affec-
tive computing and sentiment analysis for the advancement
of artificial intelligence. Xing et al. [34] clarified the scope
of natural language based financial forecasting (NLFF),
after recognizing that natural language processing techniques
have been widely leveraged to predict financial markets.
Picasso et al. [35] used indicators of technical analysis and the
sentiment of news articles to forecast the stock prices, which
achieved good forecasting results. However, the current study
mainly focuses on forecasting stocks prices using a hybrid
deep learning model with numerical data (historical prices of
stocks, technical indicators of stocks closing prices, natural
resources prices, and historical data of the Google index),
because there is a more intuitive relation between numerical
data and stock prices.

Meanwhile, principal component analysis (PCA) [36],
least absolute shrinkage and selection operator (LASSO) [37],
and other dimension reduction methods have been widely
used to reduce the computational complexity of time
and space to enhance the learning effectiveness. For
example, by comparing PCA and LASSO with the DT,
Zhang et al. [38] demonstrated that the DT had a role
in dimension reduction. Zhong and Enke [39] proved that
combining the ANN with PCA yielded higher classification
accuracy in forecasting the daily direction of stock market
returns. Tian et al. [40] proposed a model using LASSO to
select variables, which demonstrated superior out-of-sample
predictive power in bankruptcy forecasting.

LSTM was used to forecast the stock prices with the
features of a fixed length specified by researchers. With the
continuous growth of the time series sequence, information
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loss will be inevitable and the forecasting effect will become
increasingly worse. Attention mechanism (AM) [41] could
be used to mitigate this problem. Recently, AM has been
used widely and successfully in natural language processing,
image recognition, and time series forecasting. For exam-
ple, Cinar et al. [42] used improved AM to forecast energy
consumption and weather. Xu et al. [43] utilized a model
based on AM to deal with the image captioning tasks.
Choi et al. [44] proposed a predictive model based on AM
for healthcare.

The abovementioned studies have demonstrated good
progress in their respective fields, but also have respective
disadvantages. For example, the relationships between the
natural resources prices and stocks prices have seldom been
explored. The recent popular deep learning models are usu-
ally stacked by means of some neural network layers, whose
selection are not justified according to the characteristics of
different types of neural networks. To address the above dis-
advantages, the proposed model is designed by constructing
a knowledge base involving the comprehensive relationships
between the natural resources prices, stocks prices and other
data, and taking advantage of different neural networks to
process different types of data. Compared with ARIMA,
CNN, GMDH and other approaches, MLP can achieve faster
transformation of feature space and faster gradient descent
because of its good capability in parallel data processing.
Through the gate control structure and bidirectional transmis-
sion mechanism, BiLSTM can determine whether the input
should be remembered or forgotten, and integrate the initial
and subsequent temporal features. Therefore, a novel hybrid
deep learning model integrating AM, MLP, and BiLSTM
is proposed in this study to overcome the shortcomings of
existing deep learning structures. Specifically, MLP is used
to deal with the fast transformation of feature space so as to
achieve the rapid algorithmic convergence. BiLSTM is used
to extract temporal features of stock time series data. AM
is used to increase the weight of crucial information in the
neural network for more efficient reasoning.

The remainder of this paper is organized as follows.
Section 2 describes the construction of the knowledge base.
Section 3 provides a brief overview of the deep learning
modules used and the proposed model. Section 4 presents the
experimental results with some discussions. Our conclusions
and suggestions for future research are presented in Section 5.

II. CONSTRUCTION OF KNOWLEDGE BASE
In the study, a knowledge base was constructed as the pre-
requisite to forecast the closing prices of stocks so that most
salient predictors could be included in the proposed model.
The knowledge base integrates the following: (a) historical
prices of stocks; (b) technical indicators of stocks closing
prices; (c) natural resources (gold, silver, and oil) prices
and (d) historical data of the Google index. The historical
prices of stocks were derived from the daily opening, highest,
lowest, and closing prices of four stock indexes: S&P 500,
NASDAQ, Russell 2000, and Dow Jones. The knowledge

TABLE 1. Descriptive statistics of closing prices of the S&P 500 index.

base used to forecast each stock index has combined all four
types of dataset, so that the salient features can be considered
comprehensively to improve the forecasting performance of
the developed model. The S&P 500 index was used as the
main illustrative research object. The remaining three stock
indexes were used for testing and comparison to evaluate the
robustness and generalization capability of the model.

The historical closing prices of each stock index, obtained
from Yahoo Finance [45], comprise 2734 records from
September 2, 2008 to July 12, 2019. Descriptive statistics
such as minimum, maximum, mean, median, standard devi-
ation, skewness, kurtosis, normality, and stability are listed
in Table 1. Among them, the Jarque-Bera test [46] was used
to analyze the normality of the data, and the stability was
analyzed using the augmented Dickey-Fuller (ADF) test [47].
The null hypothesis of the Jarque-Bera test is that the data
conform to the normal distribution. However, the result of
normality under 1% significance level is 158.214, which
rejects the null hypothesis. Therefore, the closing prices of
the S&P 500 index do not conform to the normal distribu-
tion. Meanwhile, the value of the ADF test statistic is 0.495,
which is much higher than−3.432, i.e., the p-value under 1%
significance level. It indicates that the null hypothesis of the
existence of unit root cannot be rejected, that is, the data are
nonstationary. The abnormal distribution and nonstationary
nature of the closing prices of the S&P 500 index illustrate
the difficulty of stock prices forecasting.

The second type of dataset in the knowledge base are tech-
nical indicators of stocks closing prices. For each stock index,
27 technical indicators including simple moving average
(SMA), relative strength index (RSI), etc. were constructed.
The technical indicators reflect the market behavior through
the rise, fall, and trend of stock prices; however, not all
technical indicators could improve the performance of stock
prices forecasting. Therefore, the Pearson correlation coeffi-
cient [48] was used to select the salient technical indicators
in this study. Table 2 shows that the correlations between the
technical indicators 1-8 (or 22-24) and closing prices are very
close, but it does not mean the different technical indicators
1-8 (or 22-24) are highly correlated with each other. In the
stock market, for example, it is generally believed that the
prices of stocks will change towards different directions when
Bollinger higher band, Bollinger middle band and Bollinger
lower band have different trends. Under the circumstances,
14 technical indicators whose correlation coefficient with
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TABLE 2. Selecting technical indicators of S&P 500 index closing prices through the Pearson correlation coefficient.

closing prices is greater than 0.7 were selected as candidate
features for forecasting.

The third type of dataset in the knowledge base includes the
daily opening, highest, lowest, and closing prices of natural
resources (gold, silver, and oil) in dollars [49]. They are
affected by global factors such as supply and demand, United
States dollar exchange rate, political factors, and inflation.
Because the stock prices in the same environment are a
form of global measurement index that are affected by these
global factors, the prices of the natural resources exhibit a
strong homogeneity with the stock prices and can be used as
important features to forecast stock prices.

The fourth type of dataset in the knowledge base is the
daily search flow of relevant stocks on the Google index [50],
which reflects the daily popularity of stocks.

By integrating the four types of datasets above, the knowl-
edge base comprises 31 salient features that are used as
promising predictors in the proposed model for forecast-
ing each stock index. The construction of knowledge base
reduces the risk of model overfitting and increases the gener-
alization capability ofmodel. Owing to the large dimension of
data in the knowledge base, PCA [51], one of the most widely
used data dimension reductionmethods, was chosen to reduce
the dimension of data to smaller set of salient features in the
proposed model, because PCA had been proven capable of
reducing the computational complexity and improving the
accuracy of stock forecasting [52]. Otherwise, the algorithmic
convergence of the model will be slow, and even the problem
of model degradation will occur.

Compared to variables with low variances, PCA tends
to give more emphasis on the variables with high vari-
ances. In order to reduce the effect of variables with larger

magnitude, data must be normalized according to Equa-
tion (1) before using PCA:

X∗i = (Xi − mean)/σ (1)

where i indicates the index of the variables. σ and mean
indicate the standard deviation and the mean of the variables,
respectively.

Themain purpose of PCA is to map n-dimensional features
to k-dimensional features, where k is smaller than n. PCA
could also reduce the possibility of model overfitting. The
k-dimensional features based on n-dimensional raw data are
brand new orthogonal features, known as principal compo-
nents (PCs). The detailed calculation for PCA can be found
in Qiu et al. [53]. The obtained different values of k for the
proposed model will be discussed in Section 4.

III. SOLUTION METHODOLOGY
This section explores the proposed deep learning model,
before which, the underlying deep learning structures includ-
ing MLP, bidirectional long-short term memory neural net-
work (BiLSTM), and attention mechanism (AM) as well as
some model evaluation indicators are described.

A. MULTI-LAYER PERCEPTRON
The simplest MLP [54] comprises three layers: an input layer,
a hidden layer, and an output layer. Each layer contains some
neurons, and the input of each neuron of the latter layer
corresponds to the output of the former layer multiplied by
the weight matrix followed by adding the bias matrix. Non-
linear activation functions are used to transmit the calculation
results of each layer. The output of MLP with a three-layer

117368 VOLUME 8, 2020



Q. Chen et al.: Forecasting Stock Prices Using a Hybrid Deep Learning Model

structure can be expressed by Equation (2) [55]:

OMLP= f o
[∑J

j=1
Wpj×f h

(∑I

i=1
WjiXi + ξhj

)
+ξop

]
(2)

where, i, j, and p are the indexes of input, hidden, and output
layers neurons, respectively. f o and f h are the activation
functions in output and hidden layers, respectively. I and J
are the numbers of input layer and hidden layer neurons,
respectively. Xi is the input matrix. Wpj is the weight matrix
connecting the jth neuron of the hidden layer and the pth
neuron of the output layer. Wji is the weight matrix connect-
ing the ith neuron of the input layer and the jth neuron of
the hidden layer. ξhj is the bias matrix of the jth neuron in
the hidden layer. ξop is the bias matrix of the pth neuron in the
output layer.

B. BIDIRECTIONAL LONG-SHORT TERM MEMORY
RNN [56] is a deep learning model that is good at pro-
cessing time series data because the internal state of RNN
could display dynamic temporal features. However, as the
information interval (the fixed length specified) increases, the
possibility of gradient disappearance arises, which is caused
by the successive multiplication with the reciprocal of the
tanh (between 0 and 1) function and the weight matrix [57].
LSTM [58], as an extended variant of RNN, could alleviate
the phenomenon of gradient disappearance in conventional
RNN effectively. LSTM determines whether the input should
be remembered or forgotten through gate control structure,
and could make use of the information of long-time sequence
to some extent.

LSTM replaces the neurons of RNN with blocks of mem-
ory and three types of gates (input, forget, and output gates).
The information calculation in blocks of memory of LSTM
can be expressed by Equations (3-8) [59].

gft = σ
(
Af Xt + Bf ht−1 + ξ f

)
(3)

git = σ
(
AiXt + Biht−1 + ξ i

)
(4)

mct = tanh
(
AmXt + Bmht−1 + ξm

)
(5)

ct = gft ∗ ct−1 + g
i
t ∗ m

c
t (6)

got = σ
(
AoXt + Boht−1 + ξo

)
(7)

ht = got ∗ tanh (ct) (8)

where gft , g
i
t , and g

o
t are the forget, input, and output gates

at time t , respectively. mct , ct , and ht are the candidates of
input to be stored, memory cells, and hidden state at time t ,
respectively. Xt represents the input vectors at time t . ξ f , ξ i,
ξo, and ξm are bias vectors of the forget, input, and output
gates and the candidates of the input, respectively. Af , Ai, Ao,
Am, Bf , Bi, Bo, and Bm are the corresponding weight matrices.
∗ denotes the Hadamard product [60] between two matrices.
σ and tanh are activation functions.

The forecasting results are influenced by not only the initial
inputs, but also the subsequent inputs in some regression
problems. BiLSTM can improve the forecasting accuracy

by integrating the initial and subsequent inputs. BiLSTM
is divided into forward LSTM and backward LSTM. The
final output of BiLSTM is determined by the results of both
forward and backward calculations, whose structures are con-
sistent with the structure of blocks of memory of LSTM.

C. ATTENTION MECHANISM
Recently, AMhas become a significant topic in deep learning.
It is applied to make the neural network focus more on the
crucial temporal information by assigning higher weights.

The implementation of AM can be expressed by
Equations (9-11) [61]:

S t = F
(
X t ,C t−1, γ t−1

)
(9)

γ ti = eS
t
i /
∑I

i=1
eS

t
i (10)

F ti = γ
t
i X

t
i (11)

where S t is the attention score at time t , i and I mean the index
and number of attention scores at time t . Equation (9) implies
that S t is determined by the input variable (X t ), previous state
(C t−1), and previous attention weight (γ t−1). S ti , γ

t
i , and X

t
i

are the ith instances of S t , γ t , and X t at time t , respectively.
F ti is the ith weighted feature at time t , which is determined
by both the attention weight and input variable.

D. MODEL EVALUATION
Suitable evaluation indicators are required for verifying the
deep learning model. After comparison, the following six
indicators are selected in this study: mean absolute error
(MSE), explained variance score (EVS), mean absolute error
(MAE), mean squared log error (MSLE), median absolute
error (MedAE), and R2 score (R2). The prediction value
would be more accurate with lower values of MSE, MAE,
MSLE, and MedAE, or higher values of EVS and R2. The
model evaluation method utilizing the six indicators is com-
prehensive and considers the respective emphasis of different
indicators. The specific calculation of each indicator is shown
in Equations (12-17) [62]:

MSE =
1
n
×

[∑I

i=1
(yi − pi)2

]
(12)

EVS = 1− [var (y− p)/var (y)] (13)

MAE =
1
n
×

(∑I

i=1
|yi − pi|

)
(14)

MSLE =
1
n
×

∑I

i=1

[
log (yi + 1)− log (pi + 1)

]2 (15)

MedAE = median (|yi − pi|) (16)

R2 = 1−
[∑I

i=1
(yi − pi)2/

∑I

i=1
(yi − yi)2

]
(17)

where i and I indicate the index and number of forecasting
days, respectively, and y and p indicate the true values and
forecasting values, respectively. y indicates the mean value
of y. var , log, and median mean the functions of calculating
the variance, logarithm, and median of the data, respectively.
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FIGURE 1. An overview of the proposed model.

FIGURE 2. Deep learning structure of the proposed model.

E. THE PROPOSED MODEL
Considering that the traditional models could not extract the
valuable information from stocks data effectively, the current
study proposes a hybrid deep learning model integrating AM,
MLP, and BiLSTM, by utilizing their respective advantages
and avoiding their respective disadvantages. For example,
if BiLSTM is used to process the long-time sequence input
directly, the convergence of the model will be slow. So, MLP
and BiLSTM are combined in this study to expedite the
transformation of feature space and algorithmic convergence.
A knowledge base was constructed for the proposed model
to utilize most of the salient predictors. Figure 1 shows
an overview framework of the proposed model, which is
explained as follows.

Four types of datasets (historical prices of stocks, technical
indicators of stocks closing prices, natural resources prices,
and historical data of the Google index) were integrated into
a knowledge base that includes 45 candidate features. After
screening the technical indicators through Person correlation

coefficient analysis, 31 salient features were left. Subse-
quently, PCA was used to reduce the dimension of the data
to k salient features so that the computational complexity of
time and space of the proposed model can be further reduced.
The value of k will be discussed in Section 4, and the details
of the knowledge base can be found in Section 2.

A deep learning structure combining MLP and BiLSTM
was constructed in the study, which is shown in Figure 2.
MLP expedites the transformation of feature space and gra-
dient descent so as to achieve the rapid algorithmic conver-
gence. BiLSTM is good at extracting the temporal features
of stocks time series data. By combining MLP and BiLSTM,
the features, in particular, the temporal features of stock data
can be extracted effectively with rapid gradient descent. The
effective extraction of temporal features plays an important
role in improving the forecasting accuracy. In addition, AM is
integrated with MLP and BiLSTM to make the neural net-
works focus more on the crucial temporal information by
assigning higher weights. Therefore, different weights can
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TABLE 3. Comparison of the forecasting results corresponding to different k values.

be assigned to different input sequences, thus improving the
forecasting accuracy further. Additionally, a comprehensive
model evaluation method was constructed. Six evaluation
indexes, seven baseline models, and four different stock
indexes were used to evaluate the superiority and robustness
of the proposed model.

As shown in Figure 1 and Figure 2, an input layer
with 180 neurons was used to input the salient data outputted
from the knowledge base. A hidden layer with 25 neurons
followed the input layer. The temporal features of the time
series data were subsequently captured by BiLSTM. The
BiLSTM layer was connected to the hidden layer of MLP
with 750 neurons. Next, AM was used to enhance the fore-
casting accuracy by assigning higher weights to the crucial
temporal information. Finally, the forecasting results were
outputted. The learning rate was set to 0.0001, and relu was
used as the activation function of the neural network. MSE
was used as the loss function. The batch size and epoch
were set to 1024 and 2400, respectively. The setting of the
parameters in the proposed model was based on empiricism,
and the parameters were determined through trial-run experi-
ments. The model is implemented in Python 3.7 environment.
A computer with an Intel Core i7-8700k CPU at 3.7 GHz and
the GPU of GeForce RTX 2080 is used to train the model.

IV. RESULTS OF THE EXPERIMENTS AND DISCUSSION
The results of the experiments are presented and discussed
in this section. The knowledge base includes 2734 records
in units of days. The last 60 records from April 17, 2019 to
July 12, 2019 were used as the test set through six evaluation
indicators; 10% of the data (267 records fromMarch 26, 2018
to April 16, 2019) were used as the verification set, while the
remaining of the data (2407 records from September 2, 2008
to March 25, 2018) were used as the training set for the deep
learning model. All the results were obtained by averaging
the running results of the model in 20 times.

A. COMPARISON WITH DIFFERENT NUMBERS OF
PRINCIPAL COMPONENTS
As described in Section 2, PCA was used to reduce the data
dimension to k , that is, to select k principal components.
The forecasting results of the proposed model corresponding
to different k values were compared through six evaluation
indicators, as shown in Table 3. The forecasting results were

obtained based on the S&P 500 index with the time horizon
set to one day. The values of the evaluation indicators with
a certain k value are boldfaced if they outperform that of
evaluation indicators with other k values.
As shown in Table 3, the forecasting accuracy does not

increase or decrease linearly with the increase or decrease of
k . The model performs the best when k = 10 and the worst
when k = 2. The normalized EVS, MAE, MSE, MSLE,
MedAE, and R2 of the forecasting results when k = 10
are improved by 178.5%, 46.2%, 63.3%, 63.4%, 52.3%, and
177.7%, respectively, than when k = 2. Table 3 shows not
only that the forecasting accuracy when k = 10 performs
better than that when no PCA is applied on the model, but
also indicates that the forecasting accuracy when k = 2
performs much worse than that when no PCA is applied.
It can be concluded that using PCA with appropriate k values
improves the forecasting accuracy effectively, while using
PCA with inappropriate k values reduces the forecasting
accuracy. Therefore, k = 10 was used in the proposed deep
learning model.

B. EFFECT OF ATTENTION MECHANISM
The comparison of the forecasting results corresponding to
different time horizons (1, 2, 3, 4, and 5 days) of stock
trading days in a week are shown in Table 4 through six
evaluation indicators. The values of evaluation indicators
are boldfaced if the proposed model with attention mecha-
nism (AM) applied performs better than or at least the same
as when AM is not applied. The S&P 500 index was validated
in this experiment. It was discovered that the model with
AM applied generally demonstrated superior performance
compared with the model without AM applied, especially
when the time horizons were 1 and 3 days. In most time
horizons, the performance comparison between models with
and without AM applied indicated a subtle difference. The
experiment verifies that AM could improve the forecasting
accuracy obviously by focusing more on crucial temporal
information. In other words, the effect of AM is prominent
in the field of stock prices forecasting. The following experi-
ments are implemented with the time horizon set to one day.

C. COMPARISON WITH DIFFERENT STOCK INDEXES
Table 5 shows the comparison of the forecasting accura-
cies corresponding to different stock indexes through six
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TABLE 4. Comparison of the forecasting results corresponding to different time horizons and the use of attention mechanism.

TABLE 5. Comparison of the forecasting results corresponding to different stock indexes.

FIGURE 3. Forecasting results of the proposed model with AM applied and actual normalized values of different
stock indexes over time.

evaluation indicators. The values of evaluation indicators are
boldfaced if the proposed model performs better than or at
least the same as when AM is not applied. In terms of the
S&P 500 and Russell 2000 indexes, the proposed model
demonstrated obvious improvement on forecasting accuracy
when AM was applied, with all the evaluation indicators out-
performing thosewhenAMwas not applied. Generally, for all
four stock indexes, the forecasting accuracies of the proposed
model with AM applied outperformed those without AM
applied.

Figure 3 and Figure 4 show the comparison among the
corresponding forecasting results of the proposed model with
and without AM applied and the actual normalized val-
ues of four stock indexes. The experimental results indi-
cate that the forecasting results of the proposed model
with AM applied are closer to the actual values. The pro-
posed model has achieved good forecasting results on the
test sets of four different stock indexes, also indicating
that the proposed model’s possibility of overfitting is very
low.
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FIGURE 4. Forecasting results of the proposed model without AM applied and actual normalized values of different
stock indexes over time.

TABLE 6. Performance of different models with six evaluation indicators.

TABLE 7. DM test results of the performance comparison between the proposed model and different baseline models.

D. COMPARISON WITH THE BASELINE PREDICTIVE
MODELS
The proposed model was compared with support vector
regression (SVR), LSTM, CNN,MLP,multi-layer perceptron
and bidirectional long-short term memory neural network
(MLP + BiLSTM), and other baseline deep learning models
proposed by Yang et al. [63] and Nakano et al. [64], and
the comparison results are shown in Table 6. The values
of evaluation indicators are boldfaced if the corresponding
model performs better than other models. The experimental

results were obtained based on the S&P 500 index. SVR
performs the best in terms of the EVS among all models.
The proposed model performs the best in terms of the MAE,
MSE, MSLE, MedAE, and R2 among all the eight models,
while subtly worse than SVR in terms of the EVS. It was dis-
covered that MLP + BiLSTM could improve the forecasting
results of MLP effectively, indicating that BiLSTM is good
at processing time series data. However, the proposed model
still performs better than MLP + BiLSTM. The forecasting
results of all models are shown in Figure 5.
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FIGURE 5. Forecasting results of different models and actual normalized values on the S&P 500 index over time.

In addition, the Diebold-Mariano [65] test (DM test) is
used to test the statistical significance of the performance
comparison between the proposed model and different base-
line models, as shown in Table 7. It is found that the pro-
posed model significantly outperforms the baseline models
except MLP and Nakano et al.’s model. However, Table 6 has
shown that the proposed model performs better than MLP
and Nakano et al.’s model in terms of five of six evaluation
indicators.

V. CONCLUSION AND FUTURE WORKS
Stock forecasting is a topic that has attracted significant
attention for a long time. Multi-noise, nonlinearity, high-
frequency, and chaos of stocks impede most forecasting mod-
els from extracting valuable information from stocks data.
Hitherto, a system that could forecast stock prices perfectly
has not been developed. Therefore, a novel hybrid deep learn-
ing model integrating attention mechanism (AM), MLP, and
bidirectional long-short term memory neural network (BiL-
STM) was proposed to forecast the closing prices of four
stock indexes due to their respective advantages mentioned in
Section 3. A new knowledge base was constructed to include
the historical prices of stocks, technical indicators of stocks
closing prices, natural resources prices, and historical data of
the Google index. PCA was applied to reduce the 31 can-
didate features to 10, which implied that the computational
complexity of time and space was reduced to more than a half
but a better predictive accuracy was achieved.

The robustness of the proposed model was proven through
testing on four stock indexes (S&P 500, Dow Jones,
NASDAQ, and Russell 2000). Based on the results, the

proposed model performed the best in terms of the MAE,
MSE, MSLE, MedAE, and R2. The results demonstrated the
good forecasting performance of the proposed model and that
AM was especially prominent in the field of stock prices
forecasting.

Although the proposed model herein could obtain good
forecasting accuracy, some shortcomings still exist. First, the
parameters of the deep learning model were set through trial-
run experiences. In future studies, evolutionary algorithms
should be used (GA, PSO, etc.) to select the salient fea-
tures of the model self-adaptively and obtain the optimal
parameters for the deep learning model. Next, only the basic
AM (soft attention) was used in the study and the internal
structure of AM was not improved, which would have other-
wise reduced the computing time of the deep learning model.
Hence, in future studies, stacked latent attention should be
applied to investigate the internal structure of AM. The future
studies will also be considered to take advantage of both
numerical data and textual data, and employ natural language
processing methods including sentiment analysis, sentiment
embeddings, and natural language analysis to further improve
the forecasting performance of the model. Besides, we will
explore the combination of the proposed approaches with
other neural networks such as GMDH.

SUPPORTING INFORMATION
The raw data has been uploaded to Figshare
(https://doi.org/10.6084/m9.figshare.12045675). The raw
data are divided into four parts: historical prices of stocks,
technical indicators of stocks closing prices, natural resources
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(gold, silver, and oil) prices, and historical data of the Google
index. These raw data were downloaded fromYahoo Finance.
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