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ABSTRACT It may be very difficult to receive the signals from satellite positioning systems due to the
existing obstacles in indoor environment. Arising from the popularity of smart phones, Wi-Fi based indoor
positioning technology has the advantages with convenient deployment and low hardware cost. In this study,
we focused on indoor positioning using Wi-Fi fingerprint data that were collected in shopping malls. Due
to the volatility of Wi-Fi signals and the high-dimensional sparseness of fingerprint data, we proposed a
feature extraction algorithm, called joint multi-task stacked denoising auto-encoder (JMT-SDAE), aiming
at reducing the dimensionality of the original fingerprint data and improving the indoor positioning perfor-
mance in shopping malls. Furthermore, the features extracted by JMT-SDAE and gradient boosting decision
tree (GBDT) were merged to construct a hybrid model, named as JMT-SDAE+GBDT. The experimental
results based on 13 location datasets showed that the proposed feature fusion model had better positioning
accuracy when compared with other existing positioners, and thus confirmed the effectiveness of our
proposed feature extraction algorithm through multi-task learning.

INDEX TERMS Indoor positioning, Wi-Fi fingerprint, feature fusion, stacked denoising auto-encoder,
multi-task learning, gradient boosting decision tree.

I. INTRODUCTION
The popularity of mobile devices has led to a greater usage
of various location-based services (LBS). An increase in
demand for LBS applications with high positioning accu-
racy is expected. The Global Navigation Satellite Systems
(GNSS), such as GPS, BeiDou, GLONASS, and Galileo,
are very mature outdoor positioning solutions that can locate
targets and achieve high positioning accuracy in an open
outdoor environment [1], [2]. However, the satellite signals
are easily weakened as they travel through the building [3].
The signal strength is about 10 to 100 times weaker in an
indoor environment [4]. It is almost impossible for a GNSS
receiver to acquire signals from any satellites due to further
attenuation arising from various factors such as no line-of-
sight, people movement, multi-path effect, interference and
noise, etc. [4], [5]. Even if the signals from a satellite are

The associate editor coordinating the review of this manuscript and
approving it for publication was Senthil Kumar.

detected indoors, poor signal-strength, multi-path effects as
well as lack of visible satellites can cause computing inac-
curate distance from the satellite, leading to the estimated
location far from the true location [4], [6], [7]. Although there
exist multiple ways to enhance the signal strength, such as
cloud-offloaded instant GPS [4] and longer coherent inte-
gration [8], they usually require additional costly computing
and equipment. Therefore, the GNSS based positioning is not
an appropriate choice for indoor environment, especially for
large buildings.

At present, indoor positioning can be divided into two
categories: infrastructure-based and non-infrastructure-
based. One of typical non-infrastructure-based methods is
the inertial navigation system (INS), such as Pedestrian dead-
reckoning (PDR) [9]–[11]. However, suchmethods are highly
susceptible to drift in gyroscope readings and fluctuations
in a magnetic field in a room. Infrastructure-based position-
ing methods require preinstalled transmitters such as Blue-
tooth [12], [13], Infra-Red (IR) [14], ultrasonic [15], Ultra
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Wide Band (UWB) [16], Radio Frequency Identification
(RFID) [17], Wi-Fi [18], [19]. Some studies also focused on
indoor positioning using multimodal fingerprints [5] of those
wireless signals. However, except for Wi-Fi, other signals
typically require additional network architectures and dedi-
cated hardware devices for positioning and signal reception.
Moreover, wireless signals such as IR and ultrasonic are dif-
ficult to penetrate obstacles such as doors, walls, and floors,
leading to limited positioning range. In contrast, Wi-Fi based
indoor positioning technology is undoubtedly more feasible
since Wi-Fi networks have been almost ubiquitous in many
buildings, such as campuses, science museums, and shopping
malls. Furthermore, Wi-Fi chips are already embedded in
mobile devices such as smart phones, tablet computers and
laptops. The indoor positioning based on Wi-Fi signals has
the advantages with convenient deployment, low hardware
cost, strong environmental adaptability and high real-time
performance.

Wi-Fi based indoor positioning methods can be further
divided into two categories: one is based on triangular geom-
etry, called triangulation positioning method; the other is
based on fingerprint matching, named as location fingerprint-
ing [20]. The triangulation methods are usually carried out by
measuring the angle of arrival (AOA) between the target and
several reference points [21], [22] or calculating the distance
between the target and the reference points in terms of the
time difference of arrival (TDoA)[23]. However, even little
time error between the target and the reference point may
lead to huge precision errors. Therefore, the Wi-Fi finger-
prints are preferred data that have been extensively investi-
gated by researchers [24], [25]. The solution for fingerprint
matching usually requires a preliminary system calibration
procedure [26] (called off-line phase) for constructing the
indoor floor plan by specialists [27]. This off-line phase
consists of manual collections for the received signal strength
(RSS) observations at certain reference points in predefined
locations, regions or grid cells [28]. Then, the collected RSS
vectors at each reference point will be stored in a database as
training fingerprints for further pattern matching during the
localization procedure (called online phase)[26]. However,
it is very time-consuming and labor-intensive [27], [29], espe-
cially in large buildings, such as shopping malls. Although
several studies [20], [30] have focused on the impact of
reduced location fingerprints as well as the absent RSS data,
based on (weighted) k-nearest neighbor, stochastic gradi-
ent descent and sparsity rank-singular value decomposition,
these approaches may lead to additional localization errors
and high computing complexity.

As an alternative to the schemes that aim at locating
exact positions, the area classification has recently started
to attract attention on estimating the current area of a user,
such as the room in a building or the shop inside a mall.
This is especially applicable to large-scale deployments with
low cost or crowdsourced data with low quality that do
not allow for accurate localization [28]. Liu et al. [31]
proposed an area estimation algorithm by using indoor

map information and user trajectories. Rezgui et al. [32]
evaluated an area localization system on room level accu-
racy and proposed a normalized rank based support vector
machine (SVM) to solve the problem caused by hardware
variance and signal fluctuation. Chow et al. [33] focused
on locality classification composed of two coarse-grained
sequential tasks, i.e. inside/outside region decision and area
classification. However, majority of them are still on basis of
the costly indoor map or some labor-intensive preprocessing
steps. Thus, these approaches are not applicable to crowd-
sourced data with high sparsity collected from smartphones
of users in large malls where lots of access points (APs) are
deployed.

In this work, we focus on shop-level indoor position-
ing based on Wi-Fi fingerprint data collected from only
customers′ smart phones in shopping malls. Inside these large
malls, the observed RSS vectors contain a large number
of missing values due to the obstruction of out-of-range
APs, random noise, signal fluctuation, momentary occlusion
or scanning duration [33], which result in extremely data
sparsity. Recently, rapid development of machine learning,
especially deep learning[34], has made feature extraction and
feature fusion more and more popular. We proposed a novel
feature extraction algorithm, called Joint Multi-task Stacked
Denoising Auto-Encoder (JMT-SDAE), aiming at reducing
the sparseness of Wi-Fi fingerprint data and improving the
positioning accuracy. The JMT-SDAE actually consists of
two tasks: indoor positioning and reconstruction of RSS
inputs. The purpose using SDAE is denoising by adding
random noise against harmful effects on localization due to
the missing or incorrect values in RSS vectors. Meanwhile,
novel feature representations for the original RSS vectors
with reduced sparseness can be extracted using JMT-SDAE.
Moreover, we integrate the features extracted from the pro-
posed JMT-SDAE and the gradient boosting decision tree
(GBDT)[35], and construct a hybrid model to achieve more
accurate indoor positioning.

The main contributions of our work are summarized as
follows:
• This paper focused on shop-level indoor positioning
for the crowdsourced RSS observations with extreme
sparsity in large malls.

• We proposed a feature extraction algorithm, named as
JMT-SDAE, based on a multi-task model to extract
effective and reduced features from extremely sparse
RSS vectors.

• A hybrid model, which combined the features extracted
by JMT-SDAE and from the GBDT outputs, was further
proposed to improve the indoor positioning.

The rest of this article is organized as follows: Section II
reviews the background about autoencoder and GBDT.
Section III introduces the models about JMT-SDAE and
the procedures concerning the feature fusion of GBDT
and JMT-SDAE. Section IV describes the datasets, exper-
imental designs and parameters chosen for comparing
learning algorithms. Section V includes the analysis of
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FIGURE 1. The structure of an autoencoder.

experimental results. Section VI presents some conclusions
and perspectives.

II. BACKGROUND WORKS
A. AUTOENCODER
An autoencoder is a three-layer feedforward neural network
composed of an input layer, a hidden layer and an output
layer. The goal of an autoencoder is to recover the original
input signal by setting equal dimensions of the input and the
output, i.e. the output target is the original input signal itself.
Then, the information encoded in the hidden layer can be
utilized to reduce the data dimensionality and extract repre-
sentative features [36]. An autoencoder in general includes
two modules: the encoder from the input layer to the hidden
layer and the decoder from the hidden layer to the output
layer. The network structure of an autoencoder is shown in
Figure 1 and the loss function is usually designed as follows:

h = f (Wx + b) (1)

z = g(W ′h+ b′) (2)

L (x, z) = ‖x − z‖2 (3)

where x is the input vector; h is the output of the encoder;
f is the activation function of the encoder; W and b are the
parameters of the encoder; g is the activation function of the
decoder; W ′ and b′ are the parameters of the decoder; z is
the output of the decoder; L(x, z) is the loss function of the
autoencoder.

B. STACKED DENOISING AUTOENCODER
The denoising auto-encoder (DAE) [37] is a variation of the
standard auto-encoder, which randomly adds noise to the
input data. Figure 2 shows the network architecture of DAE
where parts of the neuron nodes in the original input layer are
randomly set to be 0 with certain probability. The denoising
objective of DAE is actually achieved by adding random
noise to the input layer, which is similar to the Dropout [38]
technique, but the difference is that Dropout sets the neurons

FIGURE 2. The architecture of the denoising auto-encoder.

of hidden layers to be zero. The loss function of the DAE
network is defined as follows:

y = f (Wx ′ + b) (4)

z = g
(
W ′y+ b′

)
(5)

L (x, z) = ‖ x−z ‖2 (6)

where x is the input vector; x ′ is a random vector obeying
q(x ′|x) distribution in terms of the denoising operation; f
is the activation function of the encoder; W and b are the
parameters of the encoder; y is the output of the encoder; g
is the activation function of the decoder; W ′ and b′ are the
parameters of the decoder; z is the output of the decoder;
L(x, z) is the loss function of the DAE network.
Moreover, the stacked denoising autoencoder (SDAE) is a

deep neural network (DNN) stacked by multiple denoising
auto-encoders. The deep DAE has the advantage to express
complex functions, which is obviously superior to the shallow
network in extracting effective features. Figure 3 shows a
SDAE network with two hidden layers. When training the
network of SDAE, we followed the greedy pre-training in
layer-by-layer algorithm proposed by Bengio et al. [39]. The
entire network of SDAE is pre-trained for the first hidden
layer h(1) by removing the second hidden layer h(2) and the
weights for the first layer are saved. Next, the output of the
layer h(1) is further inputted to the second hidden layer h(2),
and the weights for the second layer weight are also saved.
This is an effective pre-training procedure for training deep
networks to better initialize the weights of the network.

FIGURE 3. The architecture of the stacked denoising auto-encoder.
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C. GRADIENT BOOSTING DECISION TREE
Gradient Boosting Decision Tree (GBDT) is a strong clas-
sifier by iteratively constructing M weak classifiers [35].
It is composed of multiple additive decision trees using a
gradient boosting technique [40] and has been widely applied
in various data mining topics [41]–[46], such as credit scor-
ing [44], GPS signal reception classification [45] and feature
selection [42]. This algorithm establishes a new decision
tree iteratively along the gradient descent direction of the
loss function of the previous decision tree model. It has the
advantage of discovering a variety of distinguishing features
and feature combinations. The GBDT model can be finally
expressed as a combination of multiple decision trees as
follows:

FM (x) = F0+β1T1 (x)+ β2T2 (x)+ · · · + βMTM (x) (7)

where βi is the weight, F0 is the initial value, and Ti rep-
resents the decision tree constructed in the ith iteration,
i = 1, 2, · · · ,M .

III. THE PROPOSED MODELS
A. FEATURE EXTRACTION ALGORITHM BASED ON
MULTI-TASK LEARNING
The Wi-Fi signals for one location are usually fluctuating.
It is impossible for one location to completely receive the
Wi-Fi signals from all of the access points in shopping
malls, which leads to sparse RSS vectors due to missing
fingerprint data. We use multi-task learning to extract new
features from the original sparse RSS vectors for positioning
tasks to reduce noise and negative factors caused by finger-
print data volatility and high-dimensional sparsity. Below,
the stacked denoising auto-encoder (SDAE) is first intro-
duced, and then a multi-task learning algorithm, called Joint
Multi-Task Stacked Denoising Auto-Encoder (JMT-SDAE),
is proposed to effectively extract robust features from the
original sparse fingerprint data.

Multi-task learning can share representations among
related tasks, which may helpfully extract effective fea-
tures from the original inputs and better improve the per-
formance of the target task. We propose an end-to-end
training algorithm, called Joint Multi-Task Stacked Denois-
ing Auto-Encoder (JMT-SDAE), which is based on Stacked
Denoising Auto-Encoder (SDAE).

The framework of the JMT-SDAE algorithm is shown
in Figure 4. The encoder acts as a parameter sharing layer
followed by two tasks including reconstruction and position-
ing. The reconstruction task is actually a decoder that aims at
recovering the original input data (RSS1,RSS2, · · · ,RSSN ).
The positioning task is to find a classifier for RSS based
indoor positioning. These two tasks are combined in a way of
linear weighted loss functions to performmulti-task learning.
The features represented in the encoder after training the
JMT-SDAE will be again extracted for further feature fusion
task that may improve the generalization performance of the
model.

FIGURE 4. The framework of the proposed joint multi-task stacked
denoising auto-encoder (JMT-SDAE).

Figure 5 shows the details about the network architecture
of the proposed JMT-SDAE. This network is a multi-task
learning architecture by combining the SDAE and the store
positioning task in order to extract much more robust feature
representation. The deep network for store positioning task in
shopping malls has 10 layers, including the input layer (i.e.
the input x), seven hidden layers (i.e. h(1), h(2), · · · , h(7)) and
two output layers (i.e. the output y and the output z) as shown
in Figure 5. However, the structure of the entire deep network
can be divided into three modules, i.e. encoder, decoder, and
positioner.

FIGURE 5. The architecture of the proposed JMT-SDAE.

For the encoder, the target location area contains N access
points, and the RSS feature vector is x=(RSS1,RSS2, · · · ,
RSSN ) corresponding to N neuron nodes for the input layer.
The numbers of nodes for the hidden layers h(1), h(2) and h(3)

are set to be N/2,N/4 and N/8, respectively. The number
of nodes is reduced from the first hidden layer to the third
hidden layer by 0.5 times for the purpose of data dimension-
ality reduction. The value of one node in the input layer is
randomly set to be 0 with a probability of 0.7 before the RSS
vector x = (RSS1,RSS2, · · · ,RSSN ) is inputted to the first
hidden layer. The purpose is denoising by adding noise into
the input data.

In the decoder module, the numbers of nodes for the fourth
hidden layer h(4), the fifth hidden layer h(5) and the output
layer z are set to be N/4, N/2 and N , respectively.

In the positioningmodule, the neuron numbers for the sixth
hidden layer h(6), the seventh hidden layer h(7) and the output
layer y are set to beN/2, N/2 andK , respectively. The number
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K represents there are K stores in the shopping mall. In order
to reduce the risk of overfitting, a layer concerning Dropout
is connected behind the hidden layer h(7), where the values of
the neuron nodes in the hidden layer h(7) are randomly set to
be 0 with a probability of 0.5.

B. FEATURE FUSION FOR Wi-Fi FINGERPRINT BASED
INDOOR POSITIONING
To achieve more accurate indoor positioning, we further pro-
pose a hybrid model by combining the features extracted by
the JMT-SDAE network and the gradient boosting decision
tree (GBDT). The GBDTmodels ofWi-Fi indoor localization
can be finally expressed as

{
Fk,M (x)

}
(k = 1, 2, . . . ,K ),

where K is the number of classes (i.e. the number of shops
in one training dataset), M is the iteration number using the
default value of 100 in practice, and Fk,M (x) represents a
score that the sample x belongs to the k-th class. All of
these scores are mapped to the interval [0, 1] by the softmax
function as follows:

pk (x) =
eFk,M (x)∑K
l=1 e

Fl,M (x)
(8)

where pk (x) is the probability that the sample x belongs to
the k-th class. Thus, a new feature vector composed of K
probability values for each sample can be extracted by the
GBDT models.

Next, we propose a hybrid model by combining the fea-
tures extracted by the JMT-SDAE network (i.e., the DNN
features for a short) and the GBDT features to improve the
generalization ability of the model and reduce the over-fitting
risk, as shown in Figure 6. The encoder in the hybrid model
is pre-trained by the JMT-SDAE algorithm, and the weights
are migrated to the hybrid model. The DNN feature vec-
tor is actually the output of the hidden layer h(3) after the
JMT-SDAE model was established. The length of the DNN
feature vector is N/8. For a sample with unknown label, the
input vector x = (RSS1,RSS2, · · · ,RSSN ) will be mapped
into a feature vector with dimension of N/8 through the
encoder of the JMT-SDAE as shown in Figure 5. On the other
hand, the K -dimensional probability vector was generated by
inputting x into the pre-trained GBDT model that was com-
posed of multiple decision trees like a tree division procedure
as shown in Figure 6. Next, this vector was combined with
the DNN feature vector, and the fusion of DNN and GBDT
features resulted in (N/8 + K )-dimensional feature vector.
Finally, a newDNNmodel was establishedwith (N/8+ K )−
N/2 − N/2 − K layer structure, including (N/8+ K ) input
neurons, two hidden layers with N/2 neurons and K output
neurons.

IV. EXPERIMENTS
A. DATASETS
The datasets used in this study comes from one of the topics
of CCF Big Data and Computing Intelligence Competition
in 2017, entitled ‘Accurately locate the store where the user
is located in the shopping mall’. They can be downloaded

FIGURE 6. The hybrid model by combining DNN features and GBDT
features.

TABLE 1. Brief descriptions for the 13 datasets concerning indoor
location in shopping malls.

from Tianchi Big Data Competition Platform.1 The platform
introduced the details for 97 shopping malls, i.e. 97 datasets,
including customer positioning behavior and stores in the
mall. The goal of this competition is to utilize machine
learning algorithm to accurately identify the stores where the
customers are. We downloaded the datasets and conducted
the computational experiments to verify the performance of
the proposed algorithms.

The contest provided two kinds of data. One is the basic
information about the stores in the mall, and the other
is the transaction data of customers in the mall during a
time period. In order to protect the privacy of customers
and merchants, their names are anonymous and only mean-
ingless IDs are given. In addition, each dataset contains
about 5000-30000 records. It is time-consuming to test all
97 datasets to verify the proposed method. In this work,
we just selected the datasets with sample numbers larger than
20,000 that resulted in 13 store location datasets. As shown
in Table 1, we can observe that the dimension of RSS vectors,
i.e. the number of access points (APs), ranges from 851 to
1398. However, only 10 valid RSS values are at most included
in each RSS vector. A few of samples even contain only one

1https://tianchi.aliyun.com/competition/entrance/231620/information?
lang=en-us
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or two valid RSS values. In other words, the missing rate of
RSS values ranges from at least 98.82% (841/851) to at least
99.28% (1388/1398) for any RSS observation. It is concluded
that the RSS vectors in these 13 datasets are extremely sparse.
Furthermore, we counted the samples with varying numbers
of valid RSS values (see Table 5 attached in Appendix), and
found that the vast majority of samples (94.61% averaged
over 13 datasets) include 7 to 10 valid RSS values.

In addition, we computed accuracy as the unique per-
formance measure in this work. This is because our task
is a multi-class classification problem, while other popular
criteria, including confusion matrix, precision, recall, speci-
ficity, F1-score and ROC curve, are usually applicable to
binary classification models [47]. The accuracy in this work
is defined as follows:

Accuracy =
Correctly predicted number of samples

Total number of samples
(9)

B. DATA PROCESSING
Irrelevant data, such as in-store transaction data, are not
included in our computation. Only the RSS values and loca-
tion information are retained for model training and test.
The RSS values in the 13 datasets range from −110dB to
−1dB as shown in Table 1. In general, the effective range of
Wi-Fi RSS values is between −120dB and 0dB. The larger
the value, the stronger the signal strength. RSS values below
−100dB usually mean too weak signals to be detected by
most devices [27]. Due to the extreme sparsity of RSS vectors
as mentioned above, we replaced all of the missing RSS
values by using the value of −105dB. This simple padding
way is very fast and applicable to large-scale fingerprint data
collected in large shopping malls.

Moreover, data normalization has become a common way
to eliminate the influence of the different numerical scales of
various features. We adopt the following formula to normal-
ize the original data for each feature:

x ′ =
x − µ
σ

(10)

where µ is the mean value of the feature and σ is the
corresponding standard deviation. This normalization
method is adopted in both JMT-SDAE and JMT-SDAE+
GBDT algorithms proposed in this paper.

C. LOSS FUNCTIONS
We utilized exponential linear unit (ELU) [48] as the
activation function in both the DNN feature extraction
step of JMT-SDAE and the feature fusion step of JMT-
SDAE+GBDT. The ELU function is defined as follows:

f (x) =

{
x if x > 0
α (ex − 1) if x ≤ 0

(11)

where the hyperparameter α is set to 1.
Moreover, two kinds of tasks in the JMT-SDAE network

were designed using different types of loss functions. For the
reconstruction task in the JMT-SDAE network, it is actually

a regression problem. Thus, we adopted the squared error as
the loss function, i.e., the sum of the squared distance between
the input vector xi and the output vector zi of the decoder:

Lreconstruction =
∑N

i=1
(xi − zi)2 (12)

where N is the number of input samples for training, xi is
the input vector for the ith sample, zi is the output vector
by the decoder, and Lreconstruction represents the loss function
for the reconstructed task.

The positioner in the JMT-SDAE model actually
corresponds to a multi-class classification task for indoor
positioning in shopping malls. The Wi-Fi fingerprint infor-
mation is collected in the mall to determine which store it
is, rather than the spatial coordinate. Therefore, the output
vector is mapped to a probability vector using the classical
softmax function, and then the cross entropy is used as loss
function. Suppose the output vector is V before the softmax
conversion, and K represents the length of V , i.e. the number
of classes in the positioning task. Then, the kth element of the
final output vector after softmax conversion is:

Pk =
eVk∑K
i=1 e

Vi
(13)

The cross entropy, namely the loss function for the posi-
tioning task, is defined as follows:

Lpositioning = −
∑N

i=1

∑K

k=1
yik logPik (14)

where N is the number of all samples, K is the number of
classes, yik represent the real label of class k of the ith sample
in the training dataset, Pik means the predicted probability
value of the model for the ith sample belonging to the class k .

In order to extract more discriminative features, the
positioning task and the reconstruction task are combined
to mine the correlation between multiple tasks. Mean-
while, the discriminative features are extracted by sharing
the encoder parameters to reduce the over-fitting risk and
improve the generalization ability of the model. The final loss
function of this joint multi-task learning is linearly combined
as follows:

L = αLreconstruction + (1− α)Lpositioning (15)

where Lreconstruction is the loss function of the reconstruction
task, Lpositioning is the loss function of the positioning task,
and α is the weight of the linear combination. In our com-
putational experiments, we set α to be 0.5 optimized by a
grid search on α values from 0.1 to 0.9 with step size of 0.1.
In the feature fusion model, i.e., JMT-SDAE+GBDT, we also
adopted cross entropy as the loss function.

D. TRAINING
In the feature fusion model, i.e. JMT-SDAE+GBDT as
shown in Figure 6, the network weights for the encoder were
initialized using the pre-trained parameters by training the
JMT-SDAE model. Furthermore, we followed the initializa-
tion method proposed by Glorot and Bengio [49] to initialize
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the network weights for the positioner. This method utilizes
random parameter initialization according to a uniform dis-
tribution in terms of the numbers of input and output neurons
of each layer. This uniform distribution can be written as
follows:

W ∼ U [−

√
6

√
nin + nout

,

√
6

√
nin + nout

] (16)

where nin and nout are the numbers of neurons for the input
and output layers, respectively. This initialization scheme
can also greatly reduce the computational time for the entire
network training.

The entire network for JMT-SDAE+GBDT was finally
trained by the Adam (Adaptive Moment Estimation) [50]
algorithm, which can calculate adaptive learning rate for
gradient back propagation. In order to avoid the overfitting
risk of the proposed JMT-SDAE+GBDT, five-fold cross-
validation was performed on all 13 location datasets.

V. RESULTS
A. PERFORMANCE COMPARISON OF JMT-SDAE WITH
OTHER POSITIONERS
In order to verify the effectiveness of the proposed
JMT-SDAE algorithm on extracting features from high-
dimensional and sparse Wi-Fi fingerprint data, we compared
our method (JMT-SDAE) with several other positioners,
including Gaussian naïve Bayes (GNB), K-nearest neighbor
(KNN), decision tree (DT), deep neural network (DNN), and
SDAE+DNN. The DNN method has a network structure of
N − N/2 − N/4 − N/8 − N/2 − N/2 − K , where N is the
dimension of the input vector and K is the number of stores
in one shopping mall. The difference between the DNN and
the proposed JMT-SDAE is that the former does not include
decoder module. The network structure of SDAE+DNN is
similar to the JMT-SDAE, but their training ways are differ-
ent. The proposed JMT-SDAE adopts joint multi-task training
the training procedure of SDAE+DNN was divided into two
stages. The first stage is to train the independent SDAE,
and the second stage is to perform global fine-tuning for
SDAE+DNN based on the pre-trained SDAE. The GNB,
DT, and KNN algorithms are directly implemented by scikit-
learn [51], while DNN, SDAE+DNN and JMT-SDAE are
implemented using the Tensorflow [52]. These methods were
compared based on 13 location datasets as listed in Table 1.
In order to avoid overfitting risk, all computational exper-
iments were tested with five-fold cross-validation. That is
to say, the average accuracy evaluated on the five folds is
used as the performance measure on the considered models.
The accuracy values of the above-mentioned positioners on
the 13 datasets are listed as shown in Table 2 as well as
Figure 7 for intuitive comparison.

Table 2 and Figure 7 show that the positioning accura-
cies of the proposed JMT-SDAE on 13 datasets are higher
than those of GNB by 20%∼50%, KNN by 5%∼20%,
DT by 5%∼10%, DNN by 20%∼30%, and SDAE + DNN
by 2%∼3%. Specially, the improvement achieved by the

FIGURE 7. Performance comparison of the proposed JMT-SDAE with
other different positioners.

TABLE 2. Performance comparison of the proposed JMT-SDAE with other
different positioners, including GNB, KNN, DT, DNN and SDAE+DNN.

proposed JMT-SDAE when compared with SDAE+DNN
implies that themulti-task learning in JMT-SDAE is effective.

B. HYBRID MODELS BY MIXING DNN AND GBDT
FEATURES
To improve the positioning performance, we further
proposed two hybrid models by fusing DNN and GBDT
features, as shown in Figure 6. The first one, named as
JMT-SDAE+GBDT, is the mixture of JMT-SDAE and
GBDT where the encoder parameters were initialized by
the pre-training procedure of the proposed JMT-SDAE. The
second one, named as REN+GBDT, is a hybrid model of the
random encoder (REN) and the GBDT where the parameters
for the encoder part are randomly initialized. Therefore,
we compared the positioning performance of four positioners,
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including JMT-SDAE+GBDT, REN+GBDT, JMT-SDAE
and GBDT. All computational experiments on 13 datasets
were verified by five-fold cross validation. The accuracy
values of JMT-SDAE+GBDT, REN+GBDT, JMT-SDAE
and GBDT on the 13 datasets were shown in Table 3 as well
as Figure 8 for intuitive comparison.

TABLE 3. Performance comparison of the proposed JMT-SDAE+GBDT
with other positioners, including REN+GBDT, JMT-SDAE and GBDT.

FIGURE 8. Performance comparison of four positioners including
JMT-SDAE+GBDT, REN+GBDT, JMT-SDAE and GBDT that were validated on
13 location datasets.

Figure 8 shows that the classification accuracy of the
hybrid model with pre-training, i.e. JMT-SDAE+GBDT,
is higher than that of GBDT about 3%-5%, JMT-SDAE
about 1%-2%. The improvements of JMT-SDAE+GBDT are
consistent on the 13 location datasets, which implies that
the fusion of DNN features and GBDT features is useful to
enhance the indoor positioning performance. On the other
hand, the improvement when comparing JMT-SDAE+GBDT

with REN+GBDT again confirmed the effectiveness of the
feature extraction using pre-training way in JMT-SDAE.

C. POSITIONING MODELS WITH PCA DIMENSIONALITY
REDUCTION
The lately proposed AE algorithm has attract wide
applications to nonlinear feature fusion studies [53]. Due
to the advantage of the nonlinear dimensionality reduction
ability, AE has been shown the superiority when compared
with linear methods, such as principal component analysis
(PCA) [54] in several studies [53]. In this work, we also
designed two models by using PCA, as a representative of
linear feature extraction methods, for practical parallel com-
parisons with the proposed models concerning the stacked
denoising auto-encoder. The first one is named as PCNN
with the meaning of PCA based DNN classifier that the new
reduced features extracted by PCA are the inputs of the DNN
classifier. This is intended to show a direct comparison with
the proposed model JMT-SDAE. The other one is called
PCA+GBDT meaning the combination of new features
extracted by PCA andGBDT as the inputs of the DNNmodel.
This second model is intended for a parallel comparison
with the final proposed classifier, i.e. JMT-SDAE+GBDT.
The accuracy values of the classification models PCNN and
PCA+GBDT are listed in Table 4.

TABLE 4. Parallel performance comparisons of the proposed models with
PCA based classifiers, including PCNN and PCA+GBDT.

As shown in Table 4, the proposed method JMT-SDAE
was achieved by higher accuracy values on most datasets
except the comparable datasets from three malls m_1293,
m_6337 and m_4079 when compared with the classi-
fication model PCNN. Moreover, the proposed model
JMT-SDAE+GBDT outperformed the parallel method
PCA+GBDT based on 12 datasets, except the comparable
case of the mall m_6337. As a summary, the nonlinear feature
fusion using SDAE is more recommendable when compared
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with the linear feature extraction using PCA in context of
Wi-Fi fingerprint data with extreme sparsity.

VI. CONCLUSION
Public Wi-Fi has been available just about everywhere, from
the local coffee shops to the hotels and airports you visit while
traveling. Hence, positioning technique based on Wi-Fi fin-
gerprints has become one of the promising indoor positioning
approaches. It has the advantages with low cost, wide signal
coverage and high positioning accuracy. However, factors
such as co-frequency interference, complex indoor environ-
ment and human activities bring various attenuation effects
to the RSS signals, making Wi-Fi signals fluctuate which
decreases the accuracy of indoor positioning. In this work,
according to the fluctuation characteristics of Wi-Fi signals
and the high-dimensional sparseness of fingerprint data in a
wide range of localization areas, we extract effective DNN
features and reduce data dimensionality with joint multi-task
learning by combining an auto-encoder and a classification
task. As a result, DNN features can be effectively extracted
from this method called JMT-SDAE. Furthermore, a hybrid
model by mixing DNN features and GBDT features is pro-
posed in this study.

The proposed JMT-SDAE algorithm exploits the correla-
tion between reconstruction task and positioning task. The
robust features extracted by denoising auto-encoder could
effectively reduce the noise and abundant information in the
RSS data, and improve the performance of indoor position-
ing. The computational experiments show that the positioning
performance of the proposed JMT-SDAE algorithm is signif-
icantly better than other methods, including GNB, KNN, DT,
DNN, and SDAE+DNN.

Moreover, we proposed JMT-SDAE+GBDT, which is a
feature fusion model that combines DNN features extracted
by the proposed JMT-SDAE and GBDT features extracted
by the GBDT algorithm. The computational experiments
show that the proposed hybrid model JMT-SDAE+GBDT
has higher positioning performance than other algorithms,
such as GBDT, JMT-SDAE and REN+GBDT. When com-
pared with the proposed JMT-SDAE and another fea-
ture fusion method REN+GBDT without pre-training in
the encoder part, the proposed final model, named as
JMT-SDAE+GBDT, significantly improve the position-
ing accuracy, which again confirms the effectiveness of
data dimensionality reduction and feature extraction of the
JMT-SDAE algorithm.

Finally, parallel comparisons of the proposed models
with the PCA based classifiers were also performed. The
experimental results show that the proposed nonlinear fea-
ture extraction method using SDAE exhibits better perfor-
mance than the linear approach using PCA in majority of
datasets considered. The present study provides new help-
ful guidelines for reducing the dimensionality and the noise
of fingerprint data with extreme sparsity collected in large
buildings.

APPENDIX
See Table 5.

TABLE 5. Counts of samples with valid RSS values of observable APs in
the 13 shopping malls.
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