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ABSTRACT In this paper, a three stage hierarchical image retrieval scheme using a color, texture and
shape visual contents (or descriptors) is proposed, since single visual content is not produce an adequate
retrieval results effectively. This scheme has reduced the searching space during the image retrieval process
at a certain extent due to the hierarchical mode. In initial stage, the shape feature descriptor has been
computed by simple fusion of histograms of gradients and invariant moments of segmented image planes.
The shape based retrieval process has reduced the search space by discarding the non-relevant images from
the universal dataset (or original dataset) effectively and kept the retrieved images into the intermediate
dataset. In the second stage, the texture feature descriptors have been computed from the intermediate
sub-image dataset by applying the adaptive tetrolet transform on image plane of preprocessed HSV color
image. This transform provides the multi-resolution images with finer details by employing the tetrominoes
and the proper arrangement of tetrominoes contributes the effective local geometry of image plane. The
gray level co-occurrence matrix based texture feature descriptor is obtained by computing second order
statistical parameters from each decomposed sub-image. At this stage, the most of the irrelevant images
are discarded by retrieving the images from intermediate dataset but still some undesired images are left,
those will be handled at the last stage. At this stage, fused color information is captured by applying the
color autocorrelogram on both the non-uniform quantized color components of the preprocessed HSV color
image. Finally, the color feature descriptor produces the desired retrieval results by discarding the irrelevant
images from the texture based sub-image dataset. The proposed scheme has also low computational overhead
due to the use of three descriptors at different stages separately. The retrieved results show the better accuracy
as compared to the other related visual contents based image retrieval schemes.

INDEX TERMS Image retrieval, adaptive tetrolet transform, gray level co-occurrence matrix, statistical
moments.

I. INTRODUCTION
Content-based Image Retrieval (CBIR) [1], [2] has become
proficient research area from the last two decades due to
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the rapid advancement of multimedia data (i.e image, video
and sound) through different sources like social networking
sites, high speed Internet, smart phones and image capturing
devices. The multimedia data like images are commonly
used, shared and accessed among several users which leads to
increase the size of the digital image repositories or databases
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continuously. Therefore, searching and retrieving of such
kinds of images from large digital repositories is one of the
tedious task. Text based image retrieval scheme is unable
to produce an efficient results to the user because images
are annotated or saved based on their texts, keywords or
tag numbers. This annotation process is clumsy and time
consuming for large scale image databases due to the human
involvement [3]. Hence, to overcomes the flaws and limita-
tions, CBIR is an alternative solution, where searching and
retrieving of the desired images from the entire digital repos-
itory is done based on visual descriptors like color, texture
and/or shape of the given query image. The most of the earlier
CBIR schemes have been developed based on either color,
texture or shape contents/descriptors [4]. However, the single
feature descriptor is not always sufficient to provide best
retrieval results. Therefore, some researchers have clubbed
more than one image features in some proper order or simul-
taneously for improving the retrieval accuracy. The selection
of appropriate image features are also important in CBIR
scheme because it affects the image retrieval performance.

Since in traditional CBIR schemes, the similarity distances
or measures have been computed between the color, texture
and shape visual feature descriptors of images individually
and a single similarity measure using fusion or normalization
approaches have been determined by assigning appropriate
weights to the particular distance of specific feature descrip-
tor [5]. Assignment of the proper proportionate of weights
to the distances for these three visual contents descriptors
is tedious work and it also requires high computational
overhead to decide a suitable distance weight during image
retrieval matching. Moreover, the traditional CBIR scheme
searches themost desired images in the whole image database
using the visual feature descriptor of the query image. There-
fore, in this work, authors have designed and developed
a hierarchical CBIR schemes using visual feature contens
i.e., color, texture and shape in three stages and it reduces
the search space of database at certain level. The main contri-
bution of the proposed image retrieval scheme is highlighted
as:

1. A three stage hierarchical image retrieval scheme is
proposed using three different kinds of visual feature
descriptors i.e., color, texture and shape. It reduces
the computational overhead and search space of an
image dataset due to the adaptation of three feature
descriptors in hierarchical mode.

2. In the first stage, shape visual feature descriptor is
computed by simple fusion of two kinds of shape
representatives i.e., hue invariant moments and his-
tograms of gradients (HOGs) contents of the prepro-
cessed image. At this stage, the top desired retrieved
images from universal dataset are stored in new
dataset based on the shape visual feature descrip-
tors of the query image and universal dataset images
using suitable distance values. This new intermediate
dataset would be considered as a input for the next
stage.

3. In the second stage, the textural visual feature descrip-
tors have been computed using tetrolet transform and
GLCM contents of the preprocessed images of the
new intermediate dataset. Subsequently, the top most
images have been retrieved from the intermediate
dataset by discarding the some available non-relevant
images and kept these images in another dataset. But,
still this dataset has few non-relevant image, those will
be handled in the final stage.

4. In the final stage, color visual feature descriptor is
obtained by simple fusion of autocorrelogram based
two color visual contents of the preprocessed color
image. Based color descriptors, the most desired
images have been extracted from the second stage
image dataset by discarding the non-relevant images.
These retrieved images are the final outcomes of the
proposed CBIR system.

5. In each stage, the retrieval of images is per-
formed using minimum computed Euclidean dis-
tances between the visual feature descriptors of
target images and query image. The experimental
results are tested for various possible orders of stages
i.e., color(C), texture(T) and shape(S) visual feature
descriptors), where the satisfactory retrieval results
have been achieved in most of the cases.

The rest parts of paper is arranged as follows: Section 2
presents the related works, Section 3 describes the fundamen-
tal behind CBIR schemes. Section 4 elaborates the proposed
CBIR methodology. In Section 5, simulation results and dis-
cussions are demonstrated. Finally, Section 5 provides the
conclusion of the paper.

II. RELATED WORKS
In this Section, we will present the literature survey of related
CBIR schemes based on visual feature descriptors one after
another.

A. SHAPE VISUAL FEATURE DESCRIPTORS
Shape is one of important features used in CBIR applications
since it is significantly finds the object region in the image.
The image retrieval scheme is basically carried out using the
semantic visual contents which can be easily recognizable
by shape features. It also provides much accurate results if
the images of the databases consist of object, various shapes,
different structures, more edges in many directions etc.
El-ghazal et al. [6] have developed shape based image
retrieval scheme, where shape signatures have been extracted
based on the Fourier descriptor (FD) and farthest point dis-
tance (FPD) technique. In this scheme, the shape signatures
have been computed at each point on a shape contour and
it also achieved the scale, translation invariant properties of
image which further improves the retrieval accuracy. But dur-
ing acquiring the invariant properties, some valuable infor-
mation have been lost. Hence another shape based image
retrieval scheme has been suggested by Sokic et al. [7], [8]
which overcomes the problem of existing scheme [6] and
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it also preserves the invariance properties of image. They
have adopted only the phase of Fourier coefficients and
it has been used for the specific points (or pseudomirror
points) as a shape orientation reference. The shape signature
is also invariant under translation, scaling and rotation due to
the phase-preserving Fourier descriptors. Wu et al. [9] have
computed Tchebichef moments based on Tchebichef polyno-
mials and power series. The obtained Tchebichef moments
have translation and scale invariant properties of image. The
selected invariant moments have constructed the shape fea-
ture vector for the shape based image retrieval application.
Srivastava et al. [10], [11] have suggested an image retrieval
scheme, where the shape moments have been extracted from
the details sub-band images of discrete wavelet transform
(DWT). In this scheme, several local binary pattern (LPB)
images at each resolution of DWT are computed and subse-
quently moments of each LBP sub-band images for devis-
ing image retrieval scheme. Pradhan et al. [12], [13] have
employed graph based visual saliency map to identify the
object region and subsequently the feature vector is con-
structed from object region. In their scheme, it gives adequate
retrieval results for object based images but it fails to provide
satisfactory results for other category images. So in general,
CBIR schemes based on shape features/contents are simple
and faster but alone shape features have not enough capacity
to identify image contents with different structures and vari-
ous objects.

B. TEXTURE VISUAL FEATURE DESCRIPTORS
Texture features are another significant visual contents which
has vital role play for developing CBIR scheme because it
has the powerful discriminating property to distinguish the
image contents. Textures are referred as pattern of pixels
for representing the objects and region of interest (ROI) of
images. and it provides some important properties of image
such as smoothness, regularity, homogeneity, coarseness, etc.
Wang et al. [14], [15] have developed CBIR scheme using
texture visual contents, where the texture visual contents
have been extracted from each region with 8-connectivity
using co-occurrence matrix. Manthalkar et al. [16] have
suggested an image retrieval scheme using wavelet packet
transform, where the texture feature descriptor is computed
by collecting the means and standard deviations of verti-
cal and horizontal decomposed multi-resolution images at
each level. In this work, the rotation and scale invariant
properties are also validated for 12 directions and 5 scales
in standard texture image database. Rakvongthai et al. [17]
have computed texture feature descriptor in the noisy envi-
ronment based on the complex wavelets using the statis-
tical values where each sub-band coefficients are modeled
by the standard statistical distribution. To improve the
retrieval accuracy, they have combined the magnitude
and phase information of complex sub-band coefficients.
Krishnamoorthi et al. [18] have considered orthogonal poly-
nomials model, where the coefficients are re-arranged into
subband images and some statistical values have been

determined from all decomposed sub-band images for the
formation the texture feature descriptor. The above discussed
texture based image retrieval schemes have been developed
using the traditional wavelet transforms. The 2D-DWT is a
separable and it is applied on each row followed by columns
independently. Therefore, DWT achieves the horizontal, ver-
tical and diagonal information of the image whereas it fails
to extract the optimal information of image after certain
decomposition levels. The DWT is also unable to provide
the significant image features when the images have more
local structures and geometric shapes in different orienta-
tions. Some image feature extraction techniques based on the
wavelets [19], [20] have been developed for optimal image
representation with more directional sensitivity, but they have
some drawbacks. To overcome the drawbacks, in presented
work, authors have considered the ATT [21] which repre-
sents the image in a very optimum way, where the tetro-
lets are derived based on the Haar wavelets. Tetrolets rep-
resent tetrominoes which is nothing but the local shapes
of image. Raghuwanshi et al. [21], [22] have suggested
tetrolet transform based image retrieval scheme, where they
have constructed the texture feature descriptor by computing
the means and standard deviations from detailed sub-band
images upto 4 levels, but the direct computation of statisti-
cal values lacks the spatial information among tetrominoes
of the sub-images. Hence in our presented work, we have
considered co-occurrence matrix which provides the spa-
tial relationship between the pixel values of tetrominoes
at multiple decomposision levels and low dimensional tex-
ture feature descriptor have been constructed by computing
the second order statistical values from each co-occurrence
matrix of tetrolet based sub-images. The shape and texture
visual descriptors together provide the better retrieval results
for shape texture image retrieval databases. But, it does
not provide always good retrieval results, Hence, third low
level visual content i.e., color have been incorporated to
enhance the performance of the proposed image retrieval
scheme [23], [23].

C. COLOR VISUAL FEATURE DESCRIPTORS
In many CBIR applications, color visual contents are gen-
erally used to browse the most relevant images from the
digital repository. In color visual features/contents are invari-
ant with image scaling, orientations of objects, regions of
interest and other pixel transformations. In the literature
review, some CBIR schemes [24], [25] have been developed
using color information based on histogram, dominant color
descriptor, correlogram and color coherent vector techniques.
Wang et al. [26] have initially converted an RGB color
space into YCbCr color image and have found the image
feature points using Harris-Laplace detector. These points
have represented the local feature regions (LFRs) of an
image and subsequently, each LFR is uniformly quan-
tized. Finally, quantized histogram of LFRs has been used
as a color feature descriptor to develop a CBIR scheme.
Liu et al. [27] have extracted a color information using
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color difference histogram (CDH) technique, where, color
components of L*a*b color space are quantized into uniform
bins and an edge orientations are also quantized into uniform
bins. Thereafter, simultaneously CDH features have been
extracted from obtained edge orientation image and quan-
tized L*a*b image components. Some other color histogram
based CBIR schemes have been found in [28], [29] but the
histogram based color information is unable to exploit the
spatial relationship among the colors (or pixel values). To find
the spatial relationship among the pixel values, color auto-
correlogram [1] is an alternative solution which overcomes
the limitations of the conventional color based approaches.
So, in the presented paper, the authors have adapted color
autocorrelogram technique for extracting some significant
color information from the HSV color image.

D. HYBRID VISUAL FEATURE DESCRIPTORS
Themost of the previously discussed image retrieval schemes
have been developed using three visual feature descriptors
i.e., color, texture and shape alone but, only single descrip-
tor does not carry much information of image, which indi-
cates that it is not good enough to produce the significant
retrieval results in large and complex datasets. Therefore,
to enhance the retrieval accuracy, several image retrieval
schemes have been developed using combinations of two or
three visual feature descriptors together are found in litera-
ture survey. Seetharaman et al. [1] have computed the color
and texture visual contents from the optimal decomposed
sub-images of DWT. They have extracted color informa-
tion using color autocorrelogram technique from two quan-
tized color components of HSV color image and the tex-
ture visual contents using co-occurrence matrix are extracted
by computing the statistical values from Value image plane
of HSV color image. Rahimi et al. [30] have designed
image retrieval scheme using color and texture informa-
tion, where they determined spatial co-relation with the
pixel values of red, green and blue color components using
Color Ton (DCTon) technique whereas the texture informa-
tion using DT-CWT and SVD tools is obtained by dividing
image plane into sub-images manually. This scheme is not
efficient because manual image segmentation is feasible.
A number of image retrieval schemes using concatena-
tion of all three visual feature descriptors i.e., color, tex-
ture and shape together are also found in literature review.
Wang et al. [31] have also integrated of color, texture
and shape visual information simultaneously for develop-
ing a CBIR scheme, where color information has been
extracted from 8 coarse partitions/regions of RGB color
image. The texture visual feature descriptor has been com-
puted by taking the energies and standard deviations from
the steerable filter decomposed sub-images at 4 directions.
Lastly, shape visual feature descriptor is computed by col-
lecting the scale and translation invariant Pseudo-Zernike
moments. Similarly, Huang et al. [32] have developed image
retrieval scheme using color, texture and shape visual feature
descriptors, where color visual contents have been extracted

from an RGB and HSV color images. The shape visual
contents have been obtained by combining two types
of zernike moments of the image plane. Lastly, texture
visual contents are computed using second order statisti-
cal parameters of the co-occurrence matrix of image plane.
Shrivastava et al. [33] have used all three visual feature
descriptors, where color and texture visual feature descriptors
have been extracted using the modified LBP histogram of
quantized color image and gray scale image respectively. The
shape visual feature descriptors have been extracted based on
the binary edge map of each block using Sobel edge detector
operator and the combined three visual feature descriptors
represent a single feature descriptor. The combined visual
feature descriptors have been used in retrieval of desired
images from digital repository.

III. BASIC CONCEPTS
This Section presents the basic concepts like color autocor-
relogram, Adaptive Tetrolet Transform (ATT), co-occurrence
matrix and the histogram of gradients. In the proposed
CBIR scheme, these concepts play important role for extract-
ing significant visual feature descriptors.

A. COLOR AUTOCORRELOGRAM
A color autocorreloram [1] is a special case of color correl-
ogram technique [34] which provides the spatial co-relation
between the similar color values at a particular distance while
the color correlogram provides the spatial correlation among
all combination of distinct pixel pair values. So color auto-
correloram based visual feature descriptor performs well and
has low dimension as compare to the correlogram descriptor.
Let us consider I be the color image of size n× n with pixel
position p(x, y) and it consist of color setC havingM number
of colors. The color set C is quantized into different number
of colors Ci, i = 1, 2 . . .m,m < M . The fixed distance k
between two colors C1 and C2 is computed by |p1 − p2| =
max {|x1 − x2| , |y1 − y2|}, where p1 = (x1, y1) and p2 =
(x2, y2) are the pixel positions of the corresponding colors in
the image. For extraction of color visual information, color
correlogram is calculated as

γ
(k)
Ci,Cj (I )

1= Pr
p1,p2∈I

{
(p1, p2)

∣∣p1∈ ICi , p2∈ ICj |p1−p2|=k }
(1)

where (i, j) ∈ {1, 2, . . . ,m}, element γ (k)
Ci,Cj (I ) represents the

probability of pixels with two different colors Ci and Cj at
a fixed distance k . The length of color correlogram feature
descriptor is m2

× K where K denotes the total number
distinct distances. Then color autocorrelogram of I image is
computed as

α
(k)
Ci (I )

1
= γ

(k)
Ci,Ci (I ) (2)

where α(k)Ci (I ) is probabilities of pixels between two similar
colors Ci in image and it represents low dimensional color
visual feature descriptor.
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FIGURE 1. Five free tetromeno patterns.

B. TETROLET TRANSFORM
The traditional 2D wavelet transforms are separable and
they are employed on each row followed by each column
independently by using pair of low and high pass filters.
Therefore, wavelet transform such as DWT which achieves
the horizontal,vertical and diagonal information of the image
but it fails to extract the optimal/local information of image
after certain decomposition levels when images have more
local structures and geometric shapes in different orienta-
tions. Some image classification methods based on several
wavelets [19], [35] have been developed for optimal image
representation with more directional sensitivity. The Adap-
tive Tetrolet Transform(ATT) [36] overcomes the problems
of the above said transformation tools. Therefore, in this
paper, authors have considered the ATT which represent an
image an optimally where the tetrolets are derived based on
the Haar wavelets. Tetrolets represent tetrominoes which is
nothing but the geometric shapes of the images. The con-
cept of tetrolets has been introduced by the Krommweh [36]
while Golomb et al. [37] suggested the idea of tetrominoes.
Tetrominoes are geometric shapes those are formed by taking
the union of four unit squares where each unit represent
the pixel values and edges of each are connected with each
other. The five various shapes are depicted in Fig 1 with
respect to their rotations and reflections characteristics. For
more detail, let input image is ar−1 and it is divided into
Qi,j, blocks of 4 × 4, i, j = 0, 1, 2, 3. For each block,
Qi, j considering all 117 solutions and for each tiling c, 4 low
pass coefficients and 12 high pass coefficients have been
computed. Thereafter, high pass and low pass coefficients are
re-arranged into an 2×2 blocks and stored both coefficients to
form the subband components of image ar−1. Apply tetrolet
transform on approximate image(low subband component)
recursively without changing high pass components/detailed
image. The approximate image decomposed at each level is
computed as

Ar,(c) = (ar,(c)[s])3S=0
ar,(c)[s] =

∑
(m,n)∈I (c)s

∈ [0, L(m, n)]ar−1[m, n] (3)

For next level decomposition, only low pass sub image is
adopted while the high pass sub images have kept as it is,
those are considered for texture analysis. The three detailed
sub-images at each decomposition level is computed as

W r,(c)
l = (wr,(c)[s])3s=0
wr,(c) =

∑
(m,n)∈I (c)s

∈ [l, L(m, n)]ar−1[m, n] (4)

Haar wavelet transformmatrixW has four fixed 2×2 squares
with 117 solution for disjoint covering of a 4× 4 board.

W = (∈ [m, n])3m,n=0 =
1
2


1 1
1 1

1 1
−1 −1

1 −1
1 −1

1 −1
−1 1

 (5)

where L is the bijective function which is applied for mapping
the four index pairs (m, n) of I (c)s with the values 0, 1, 2 and
3 in unique fashion i.e. decreasing order. At each, decompo-
sition level, the function L assigns values from 0 to 3 to high
and low pass sub images. The four tetrominoes I0, I2, I2, I3,
subset of I (c)s are mapped by applying the mapping function
L into a unique order (0, 1,2,3). The wavelets based on haar
function decomposed image into several number of fixed
sized blocks which lacks to describe the local geometric
pattern/shapes of the image. The tetrolet transform covers
the much directional sensitivity where the local geometric
shapes have been extracted significantly. As for as shapes of
image are concern, tetrolet transform automatically captures
the local geometric patterns and positions of the patterns
which is not possible in most of the available transformation
tools. The haar wavelet coefficients of a 4×4 block is shown
in Fig. 2 (a) while the 117 solutions of tiling with any four
out of five free geometric patterns/shapes with their local
structure are depicted in Figs. 2(b)-(c) respectively.

C. GRAY LEVEL SPATIAL DEPENDENCE MATRIX
The Gray Level Spatial Dependence Matrix is also known
as Gray Level co-occurrence matrix(GLCM) and it is intro-
duced by Haralick et al. [38] in 1973. The GLCM is com-
puted by transforming a image into a small matrix based
on the spatial relationship among the pair of pixel values
of the original image. The mutual occurrence of the pair
of pixel values at particular orientations (specially horizon-
tal vertical and diagonal) have been computed for forming
the dependence matrix. Thereafter several statistical values
from the each GLCM are computed for texture classification
[19] of the images. Let us consider an image X of size
Nx × Ny and their corresponding GLCM matrix is defined
as GθD =

[
gθD(i, j)

]
Q×Q where D and θ (in radian) are the dis-

tances and orientations/directions respectively, Q represents
the quantization level of the original image. The values of the
co-occurrence matrix with four directions and fixed distance
D are computed as follows:

g0D(i, j)

= #
{
((a, b)((c, d))

∣∣∣∣ a−c = 0, |b− d | = D,
X (a, b) = i, X (c, d) = j

}
VOLUME 8, 2020 117643
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FIGURE 2. (a) The coefficients of the 2D Haar wavelets in fixed squares; (b) One of the disjoint
covering from 117 kinds of tilings. (c) The local structure of patter.

FIGURE 3. Computation of GLCM and their corresponding Normalized GLCM with
distance D = 1 (a) Grayscale matrix of four values ranging from 0-3 and its
corresponding GLCM; Different GLCM and their normalized GLCM with (b) Horizontal
θ = 0 (c) Vertical θ = π/2 (d) Right diagonal θ = π/4 (e) Left diagonal θ = 3π/4
directions respectively.

gπ/4D (i, j)

= #

((a, b)((c, d))
∣∣∣∣∣∣
a−c = D, |b− d | = D
or |a− c| = −D, |b− d | = −D,
X (a, b) = i, X (c, d) = j


gπ/2D (i, j)

= #
{
((a, b)((c, d))

∣∣∣∣ |a− c| = D, b−d = D,
X (a, b) = i, X (c, d) = j

}
g3π/4D (i, j)

= #

((a, b)((c, d))
∣∣∣∣∣∣
a−c = D, b−d = −D
or a−c = −D, b−d = D,
X (a, b) = i, X (c, d) = j

 (6)

where X (a, b) and X (c, d) are pixel values of the image at
positions (a, b) and (c, d) for all (a, b)(c, d) ∈ Nx × Ny.
The computation of different GLCMs and their normalized
GLCMs of 4 × 4 grayscale matrix with distance D = 1 are

depicted in Fig. 3, where the grayscale values are ranging
from 0-3. The size of the GLCM depends on the quantized
level of the image. In this research work, the authors have
quantized the image into 8 gray levels for the simplicity of
computation because the images in nature are huge in size
due to the availability of modern image capturing devices and
fast Internet technology. Hence the size of GLCM is 8 which
is too small as compared to original size of the image. Then
the conditional/co-occurrence probability can be computed as

Pr (x) =
{
Cij |(D, θ )

}
where Cij (NGLCM), between gray levels i and j is defined
as:

Cij =
gij∑G

i, j=1 gij

117644 VOLUME 8, 2020
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The variable gij represent the elements of the GLCM and∑G
i, j=1 gij represents the sum of elements. The different

GLCMs are computed for various values of (D, θ ). The
distance (D) between the pixels are normally chosen as less
than or equal to 10 and four orientations (i.e. θ = 0,
π/4, π/2, 3π/4 radians) for the easy computation. Some
statistical parameters like contrast, correlation, energy, homo-
geneity are computed for different values of angles and
distances for discriminating the texture features where the
scheme [38] have validated that the average of these statistics
in various orientations along with distances are capable to
classify the image texture properties.

D. ACTIVE CONTOUR AND HISTOGRAM OF GRADIENTS
Chan and Vese [39] have suggested a technique based on
restricted Mumford-Shah model [40] for segmentation which
divides image into foreground(object) and background parts.
It is a region based segmentation model where image inten-
sities lies inside and outside of closed curve. Let X and C are
input image and the closed curve respectively, then the energy
function is defined as

ECV (C, c1, c2)

= λ1

∫
out(C)

|X (x)− c1|2dx

+ λ2

∫
in(C)

|X (x)− c2|2dx + u.length(C) (7)

where X (x) represents the intensity value of image at a
point x, The terms λ1, λ2 and u are positive constants. The
constants c1 and c2 are used for approximating the image
intensity values inside and outside of the closed curve C
respectively. In equation (7), the first and second terms have
been computed the curve (contour) C to find the desired
boundaries of the objects(ROIs) which means that these two
data (internal energies) controls the smoothness property of
the contourC while the third term(external energy) represents
the euclidean length which is used to compute the sharp
contour. The energy ECV must be minimum if the contour C
is situated at the boundaries of ROI. The image will be
wrongly segmented if the pixel values of the inside and out-
side contour are not similar since the constants c1 and c2 rep-
resent the global characteristic of pixel values of the image.
In the presented work, the grayscale image is segmented
based on above discussed model and it is separated into fore-
ground and background images individually. Moreover, some
images have the prominent foreground and low background,
where foreground part carries most significant information
and background part carries less significant information and
vice-versa. Hence, it is difficult to describe background and
foreground parts of the image significantly, specially in case
of large and complex image databases. Therefore, we have
also considered background and foreground parts/images
simultaneously for the formation of the feature vector.

For significant shape feature extraction, the histogram of
oriented gradients (HOGs) [41] of foreground image have
been computed. The HOGs are significant image descriptors
which are rotation invariant and have been used in several
image recognition applications such as face detection [42],
pedestrian detection [43], image retrieval scheme [44], etc..
The previous HOG features based methods [41], [45] have
counts the occurrences of the gradient directions or edge
orientations of a fixed size small spatial regions (rectan-
gular blocks or cells) of the image window. In this paper,
the histogram of gradients of 50.00 % overlapping rect-
angular blocks(cells) of the foreground image have been
computed because overlapping blocks provides the more
significant details of image than non-overlapping blocks.
Here, overlapping blocks means that an each of them per-
forms more than once than for the construction of the HOG
feature descriptor/vector. Afterwards the background image
is adopted for further processing because it also carries
some prominent image information. Here, another shape
based features from background image using hue invariant
moments [46] have been computed. The hue moments is
one of the most successful approach for computing an image
visual features for object recognition [47] based applications
like face expression [48], hand gesture [49], speech emotion
recognition [50]. Since background image contains number
of small objects and they are not always visualize with respect
to their location, size and directions. Therefore, hue invariant
moments [49] are adopted for shape features extraction pro-
cess. The single shape feature vector is obtained by proficient
combination of two features effectively in presented paper.

IV. PROPOSED CBIR SCHEME
In this section, low level visual features such as color, texture
and shape of the image are computed one after another. Since
images in nature are not accurate and vivid due to the light
condition, poor illumination and/or high temperature, cam-
era motion, analog-to-digital converter errors etc. So, they
have some bad quality and blurred pixels. Therefore, in this
paper, authors have performed some preprocessing tech-
niques on images before direct extracting the visual features.
For shape features extraction, initially RGB color image is
converted into grayscale image and then it is segmented based
on the active contour model which has been discussed in
Section III-D. Further, the segmented grayscale image is
separated into foreground and background images/parts. For
the formation of the shape feature vector, HOGs features of
the foreground part and hue moments of background part
are computed. For the color and texture features extraction,
an RGB color is preprocessed using Laplacian operator and
converted into HSV color image. The conversion and sharp-
ening process of HSV color image is depicted in Figure 4.
For the texture feature extraction, the V component of HSV
color image is considered, where tetrolet transform has been
employed to obtain the sub-band images and applied the
corresponding GLCM tools to the each tetrolet decomposed
sub-images. For forming the texture feature vector, the second
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FIGURE 4. Preprocessed components of HSV color image.

order statistical parameters like contrast, correlation, angular
moment and diagonal distribution of each GLCM are com-
puted. After that, the color features are directly extracted from
the non-uniform quantized H and S components of sharpened
HSV color image where the quantization of each color com-
ponent is done by Lloyd algorithm [51]. For forming the color
feature vector, the color autocorrelogram of the preprocessed
H and S components has been computed.

Let D be the universal image dataset having N number
of images and dataset RS is a set of K number of images
those are retrieved from an universal database based on the
shape features. This RS dataset has most relevant images and
very few non-relevant images and sometimes it has only the
relevant images. Then a set RS can be defined by an equation

RS={x : x ∈ D} , n(RS )=K , where K < N , hence RS ⊂ D

(8)

The size of the RS dataset is much less than that of original
database. Similarly, texture based approach will subsequently
retrieve the L number of images from a RS dataset. Let RT be
a set of top M number of retrieved images using the texture
features. Then a RT can be defined as

RT ={x : x∈RS} , n(RT )=M , where M<K , henceRT ⊂ RS
(9)

Similarly, let RC be a set of L number of retrieved images
from a dataset RT using color based approach. Then RC can
be defined as

RC={x : x∈RT } , n(RC )=L, where L<M , hence RC⊂RT
(10)

From equations (8), (9) and (10), the relation among D, RS ,
RT and RC can be given as

RC ⊂ RT ⊂ RS ⊂ D (11)

the dataset RC is the final output of the proposed CBIR
system. The presented research work requires low computa-
tional overhead for retrieving the top most images from the
dataset because each stage reduces the size of the dataset. The
schematic block diagram of proposed image retrieval system
is shown in Fig. 5. The three approaches/stages of proposed
scheme based on the shape, texture and color features are
discussed in the following subsections in detail.

A. SHAPE BASED APPROACH
In this approach, initially, the query image and images in
the dataset D are segmented based on Chan and Vese [39]
method which divides images into foreground(object) and
background parts/images. In this work, authors have con-
catenated the feature vectors of foreground(object) and back-
ground parts into single feature vector which represent the
contents of whole image. The creation of shape feature vector
is shown in Figure 6. Now, histogram of gradients(HOGs)
and invariant moments based shape features have been com-
puted from two separated parts of the grayscale image. The
foreground image is considered for construction of the HOG
feature vector using 50% overlapping rectangular blocks
(or cells) because overlapping blocks provides more signif-
icant image information than the non-overlapping blocks.
The 9 bin histogram of signed gradient from each overlap-
ping rectangular block is calculated by quantizing the angles
1800, to −1800 or 00, to,3600 over a range of 40 degree per
bin, where each bin value consists of a magnitude of gradient.
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FIGURE 5. Schematic block diagram of proposed CBIR system.

FIGURE 6. Block diagram of shape feature extraction.

The HOG descriptors are computed based on the signed gra-
dients values, where each cell participated more than once for
construction of the single HOG feature vector and in order to
avoid illumination and contrast changes, the feature vector of
each cell has been normalized. For the computation of HOG
features, the foreground image has been divided into 9 non-
overlapping rectangular cells and constructed the gradient

histograms of 9 bin per cell. The 81-dimensional hog feature
vector FVhog is constructed by combining 9 gradient his-
tograms with 9 bins. The HOG descriptors have several other
merits like it provides an edge or image gradient structure
that represents the local shape features of image and it also
controls the invariance property of local geometric shape and
other transformations such as translation and rotations. Next,
we have computed seven moments based shape features from
the background part of the segmented image. These moments
are independent to location, orientations and scale. Several
CBIR systems [52] are available in literature review that
perform the manual preprocessing for the setting of image
size and alignment of image but moment based features can
obtain this automatically. Therefore seven moments which
are rotation, location and size invariant are described as:

The moments of order p and q of discrete image f (x, y) is
defined as

mp q =
∑
x

∑
y

xpyqf (x, y), ∀ p, q = 0, 1, 2 (12)

where x and y are spatial coordinates of the image. The central
moments are defined as

µpq =
∑
x

∑
y

(x − x) (y− y) f (x, y) (13)

where x = m10/m00, y = m01/m00, are known as the
center of region. Hence center moments of order three can
be calculated as:

µ00 = m0 0

µ10 = 0

µ01 = 0

µ11 = m11 − ym10

µ20 = m20 − x2m10

µ02 = m02 − ym01

µ30 = m30 − 3xm20 + 2m10x2

µ21 = m21 − 2xm11 − ym20 + 2x2m01

µ12 = m12 − 2ym11 − xm02 + 2y2m10

µ03 = m03 − 3ym02 + 2y2m01 (14)

The central moments of order p and q are normalized as

µpq = µpq/µ
γ
00, ∀ p, q = 0, 1, 2, . . . (15)

where γ = (p+ q)/2+ 1.
The set of seven moments (φ1−φ7) for (p+ q) = 2, 3, . . .

can be calculated as follows:

φ1 = µ20 + µ02

φ2 = (µ20 + µ02)
2
+ (4µ11)

2

φ3 = (µ30 + 3µ12)
2
+ (3µ21 − µ03)

2

φ4 = (µ30 + µ12)
2
+ (µ21 − µ03)

2

φ5 = (µ30 + 3µ12)+ (µ30 + µ12)

×

[
(µ30 + µ12)

2
− 3(µ21 + µ03)

2
]
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+ (3µ21 + µ03) (µ21 + µ03)

×

[
3(µ30 + µ12)

2
− (µ21 + µ03)

2
]

φ6 = (µ20 − µ02)

×

[
(µ30 + µ12)

2
− 3(µ21 + µ03)

2
]

+ 4µ11 (µ30 + µ12) (µ21 + µ03)

φ7 = (3µ21 − µ03) (µ30 − µ12)

×

[
(µ30 + µ12)

2
− 3(µ21 + µ03)

2
]

− (µ30 − 3µ03) (µ21 + µ03)

×

[
3(µ30 + µ12)

2
− (µ21 + µ03)

2
]

(16)

where six moments φ1 − φ6 are the invariant with size,
orientations and translations and φ7 is invariant to skewwhich
is used to distinguish the mirror images. The set of seven
normalized central moments form a feature vector which is
independent to translation, orientations and size changes in
image. It is obtained as:

FVmu = [φ1, φ2, φ3, φ4, φ5, φ6, φ7] (17)

Finally, the single shape feature vector is computed by
concatenating the hog feature vector FVhog and moment
vector FVmu which is used for retrieving the top most images
from an universal image dataset D. The retrieved images are
stored in the intermediate dataset RS and it will be input for
the next stage where the undesirable images are filtered out.
The entire process for the proposed shape based approach
is given in the form of algorithmic steps as follows: The
algorithmic steps for the texture based image retrieval scheme
is gives as:

The images in the dataset RS will be input for the texture
based approach. As we know that the number of images in
dataset RS are less than the images in the original dataset D.
Therefore, the computational overhead for the construction
of the texture feature vectors will be low due to the reduced
size dataset RS . The texture based approach is employed on
the images of RS dataset and retrieved the top most relevant
images by discarding some available the non-relevant images.

B. TEXTURE BASED APPROACH
In this approach, the query image and intermediate databases
images are decomposed using tetrolet transform to over-
come the limitations of the basic transforms like DWT [53],
DT-CWT [19], shearlets [35] and contourlets [54] for select-
ing more directional local geometric features. The texture
features of these local geometrical shape have been extracted
in [21] by computing mean and standard deviations from
each tetrolet decomposed sub-images where the correlation
or spatial relationship among the pixel values was lost. There-
fore, in order to recover the correlation between them, in this
paper, we have computed the GLCMs of an each decomposed
sub-image of tetrolet transform. In this work, the GLCMs of
each sub-image have been considered in four various direc-
tions(or orientations) with unit distance between pixel values,
since texture discrimination property depends on the selection

Algorithm 1 Shape Features Based Image Retrieval
Begin

1. Take RGB image I as an input and convert it into
grayscale image.

2. Apply active contour method for segmenting the
grayscale image and separate foreground and back-
ground parts for extracting the shape features.

3. Compute the HOG features and invariant moments
from foreground and background parts respectively.

4. The single shape feature vector is obtain by con-
catenating hog feature vector FVhog and moment
feature vector FVmu as

FVs = [FVhog,FVmu]

5. Construct the shape feature vectors of all images in
the dataset D and query image shape feature vector
by using above steps.

6. The Euclidean distance between the query image
shape feature vector FVs(Q) and target image shape
feature vector FVs(T ) in the dataset D is computed
as:

1Ds=

√√√√ds∑
z=1

(FV z
s (Q)−FV

z
s (T ))2, ∀ z=1, 2,. . . ,ds

where ds represents the dimension of the shape
feature vector.

7. Sort the computed distances in an non-decreasing
order and retrieved the top K (< N ) number of
images from dataset D based on their sorted dis-
tances. The retrieved images are stored in a dataset
RS .

End

of different orientations and distances. See Section III-C for
more detail. Since the size of the GLCM depends on Q
(Q is the quantization level) which means that its size is
Q × Q, we will not compute directly a feature vector of
dimensionQ×Q. Therefore, for the formation of low dimen-
sional texture feature vector, second order statistical param-
eters like contrast, correlation, angular second moment(or
energy) and diagonal distribution(or homogeneity) have been
computed from all GLCMs of tetrolet decomposed sub-
images. The second order statistical parameters are widely
used for the classification of images by characterizing their
basic properties. These four statistical values from the GLCM
of each kk th level decomposed sub-image are computed as
follows:

Contrast f kk1 =
∑
i,j=1

Cij(i− j)2

Correlation f kk2 =
∑
i,j=1

(i− µi)(j− µj)
σiσj

Cij
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FIGURE 7. Block diagram of texture feature extraction.

Energy f kk3 =
∑
i,j=1

C2
ij

Homogeneity f kk4 =
∑
i, j=1

Cij
1+ |i− j|

(18)

where µi and µj denote the mean values; σi and σj represent
the standard deviations. Matrix Cij is NGLCM of the kk th

decomposed sub-image. The contrast feature f kk1 measures
the intensity variations between a gray tone value and its
neighbor gray tone value over the kk th tetrolet decomposed
sub-image and it represents the contrast between of gray
tone values for the texture features; Correlation feature f kk2
measures how correlated a gray tone value to its neighboring
gray tone values of the sub-band image. Energy feature f kk3 is
computed by the summing up the squared GLCM elements.
The another names of Energy are angular second moment,
uniformity or uniformity of energy. It becomes one if images
are reported as constant or uniform. The forth feature f kk4
measures the distribution of the diagonal elements in the
GLCM and find how much the elements are closed with
each other. It will be 1 if GLCM has only diagonal elements.
Finally, texture feature vector FVt is obtained by the combin-
ing the above statistical features at kk th decomposition level
as

FVt = [f kk1 , f kk2 , f kk3 , f kk4 ] (19)

In the proposed work, the tetrolet transform has been applied
upto three levels and the four statistical features (discussed
in equation (18)) are computed from the high pass sub-band
image at each level of decomposition while these are com-
puted from the low pass sub-band image at last decompo-
sition level only. In this way, the length/dimension of the
texture feature vector FVT is 1 × 40 which is too small as
compared to the original dimension of image. The whole
process for creation of texture feature vector is depicted
in Figure 7.

The algorithmic steps for the texture based image retrieval
scheme is gives as:

Algorithm 2 Texture Features Based Image Retrieval
Begin

1. Get an enhanced HSV color image and it is decom-
posed into its three H, S and V color components.
Consider V-component for extracting significant
texture features.

2. Obtain the sub-band images of V-component by
applying tetrolet transform upto kk th level with
all 117 possible combinations where the high
pass/detailed and low pass/approximate coeffi-
cients are arranged by using equations (3) and (4).
The bijective method is used for mapping of index
pairs.

3. An arrangement of coefficients have constructed
one low pass sub-band image which is further
decomposed in next level and three high pass
sub-band images those are kept entirely at each
level without changing their pixel values.

4. Apply the GLCM approach to the high pass
sub-band images at each level whereas it is
employed only on the low pass sub-band image at
last level.

5. The texture feature vector (FVt ) is obtained by com-
puting the four second order statistical parameters
from the kk th level of decomposed sub-band images
by using equation (19) as:

FVt = [f kk1 , f kk2 , f kk3 , f kk4 ]

6. Construct the texture feature vectors of all images
in the dataset RS and query image texture feature
vector by using above steps.

7. The Euclidean distance between the query image
texture feature vector FVt (Q) and target image
texture feature vector FVt (T ) in the dataset RS is
computed as:

1Dt=

√√√√ dt∑
z=1

(FV z
t (Q)−FV

z
t (T ))

2, ∀ z=1, 2,. . . ,dt

where dt represents the dimension of the texture
feature vector.

8. Sort the computed distances in non-decreasing
order and retrieved the top L(< K ) number of
images from dataset RS based on their sorted dis-
tances. The retrieved images are stored in a dataset
RT .

End

The L(< K ) number of images based on texture features
are retrieved and stored in the dataset RT . The dataset RT
has most of relevant images and few non-relevant images.
To filter out the undesired images, the dataset RT will be
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FIGURE 8. Block diagram of color feature extraction.

further processed by the color features based approach. Since
dataset RC ⊂ RT , therefore, it requires low computational
cost for constructing the color feature vector.

C. COLOR BASED APPROACH
Color is the most prominent feature and plays an significant
role in image retrieval system. In this work, an HSV color
space is adopted for extracting the color features because it
is very close to the human visual perception. In HSV color
image [53], color information is directly based on the two
color components: H and S where each color component is
represented by 255 different colors/bins while the V com-
ponent is considered for texture feature. As a result, it is
computationally high and time consuming process and there
is no need to represent all different colors directly. Hence to
reduce the computational overhead, the H and S components
of HSV color space are quantized into non-uniform bins
or levels by using Lloyd algorithm [51] where both H and
S components are represented by only 8 bins. Since histogram
based bin to bin matching is not feasible in CBIR because
two different images may have same histograms and it is
also lost the correlation among the neighboring pixel values
of the image. In order to overcome the limited, the color
autocorrelogram features are computed which provides the
spatial correlation between identical colors of the image at a
particular distance and it is also outperforms over the color
correlogram features. Figure 8 shows the whole process for
the formation of the color feature vector.

The color autocorrelogram αk (l) is defined as the probabil-
ity of calculating a pixel p′ of similar color at specific distance
k form an other given pixel p of the l th color. It is computed
as follows

αk (l)=Pr
[
p′∈ I

∣∣∣∣p−p′∣∣=k and p′ ∈ I (l) for p ∈ I (l)⊂ I ] ,
l ∈ {0, 1, . . . , L − 1} (20)

where Pr[.] represent the probability of occurrence of the
same colors, Image I is the set of pixels of original image and
I (l) is set of pixels of quantized imagewhere it is re-quantized
with L levels/bins. The algorithm steps of the proposed image

retrieval scheme based on color features are presented as
follows:

Algorithm 3 Color Features Based Image Retrieval
Begin

1. Get an enhancedHSV color image and decomposed
into its three hue(H), Saturation(S) and value(V)
components.

2. Quantize H and S components into 8 number of
levels/bins using non-uniform quantization process.

3. Find the color feature vectors of the quantize H and
S components by using equation (20) as follows:
FVH

c = α
k (H , l), FV S

c = α
k (S, l)

where αk (H , l) and αk (S, l) are the color autocor-
relograms of the H and S components while vari-
able k represent the distance between two identical
colors, here l is the identical color)

4. The single color feature vector (FVc) is obtained
by concatenating the features vectors of H and S
components as:

FVc =
[
FVH

c , FV
S
c

]
5. Construct the color feature vectors of database

images and query image by using above steps.
6. The Euclidean distance between the query image

and target images in the dataset based on their color
feature vectors is computed as:

1Dc=

√√√√dc∑
z=1

(FV z
c (Q)−FV

z
c (T ))2, ∀ z=1, 2,. . ., dc

where FVc(Q) and FVc(T ) are the feature vectors
of the query and target images respectively and dc
represents the dimension of the feature vector.

7. Sort the computed distances in an ascending order
and retrieved the top K (< N ) number of images
from dataset RT based on their sortedminimum dis-
tances. The retrieved images are stored in a dataset
RC .

End

The retrieved images in the dataset RC is the final output
of the proposed image retrieval system.

V. EXPERIMENTATION
The experiments are validated on MatLab2011b with 32-bit
Microsoft Windows 7 OS, platform Intel core i5-2365 with
1.65 processor and 6 GB random access memory. The bench-
mark databases, retrieval performance and results discussions
are described in the following subsections.

A. DATASETS DESCRIPTION
The retrieval performance of any CBIR system is directly
depends on image characteristic like color, texture, shape,
size, object location, quality, overlapping of ROIs and
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FIGURE 9. Sample images of the Corel-1K dataset.

FIGURE 10. Sample images of the GHIM-10K dataset.

cluttering [55]. In the proposed CBIR system, two widely
used benchmark databases with their image categories are
considered where the images in the categories have the vari-
ous properties like diverse contents with different structures,
several kinds of texture patterns, small objects in foreground
and background, spatial image features, shapes and colors.
The images of these datasets have taken from different areas
to validate the accuracy of presented CBIR systems. The two
datasets Corel-1K [56] and GHIM-10K [57] are widely used
in standard existing CBIR systems for evaluation of their
performance. The Corel-1K dataset has 1000 images with
10 categories/groups where each category consists of
100 similar types of images. The semantic names of the
images of each category are people, flowers, elephants,
dinosaurs, beaches, buildings, mountains, foods, horses and
buses with the resolution 256×384 or 384×256 pixels. In this
dataset, the images of some categories are mixed with the
other categories images and also they have various content

with different structures. Hence it is not easy to retrieve the
most appropriate images based on the user’s need.

The second dataset GHIM-10K is more challenging and
10 times larger than the Corel-1K dataset. This dataset con-
sists 10000 images with 20 categories/groups where each
category has 500 similar types of images with diverse con-
tents and various objects. The semantic names of images in
each group are sunsets, bikes, forts, ships, flies, cars etc. with
resolution of 300 × 400 pixels or 400 × 300 pixels. The
Figures 9 and 10 are depicted the sample images of Corel-1K
and GHIM-10K dataset where single image has been taken
from each category.

B. PERFORMANCE EVALUATION
Precision and recall are two standard matrices those are used
to measure the performance of image retrieval system. Our
proposed CBIR system has been developed in three stages
i.e. color based approach(C), texture based approach(T) and
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shape based approach(S) where each stage filtered out the
non-relevant images keeping the top relevant images. In the
final stage, the precision and recall are computed based on
the number of retrieved images and relevant images available
in the dataset. Let variables X and Y are the total number of
relevant images and non-relevant images retrieved from the
dataset and variable Z denotes the total number of relevant
images present in the dataset. Then, the precision and recall
matrices are defined as

P(q) =
X

X + Y

R(q) =
X

X + Z

where P(q) denotes the ratio of total number of retrieved
images relevant to query image q and total number of
retrieved images from the dataset; R(q) is the ratio of the
total number of retrieved relevant images and total number of
relevant images to query q present in the dataset. But above
two metrices are not sufficient to evaluate the overall perfor-
mance of CBIR system. Hence harmonic mean of precision
and recall is defined which is known as F-score or F-measure.
It is computed as

F(q) =
2× P(q)× R(q)
P(q)+ R(q)

where F-score F(q) is a single value which represent the
overall performance of the CBIR system.

C. COMPUTATIONAL ANALYSIS
The proposed CBIR system can generate the good retrieval
results if an user already knows about the distribution of
images in the dataset. The previous awareness of the size of
dataset may facilitate for putting the appropriate values of the
variables K , M and L where L is final output(i.e. retrieved
images) of the image retrieval system while K and M are
intermediate retrieval results. The suitable values of K , M
and L should provides the better retrieval performance of
the presented CBIR system. Here, the final retrieval results
depends on the selected value of K . In the first stage, the vari-
able K divides the universal dataset into two parts; first part
known as relevant search area which has K number of images
while the other part is known as irrelevant search area having
(N − K ) images where N is the total number of images
available in the universal dataset. The better retrieval results
means here is that the variable K has the most of the relevant
images if it has not enough related images, it is required to
increase the value of K until the good precision is attained.
In the traditional image retrieval systems, images are searched
in the whole dataset independently for each feature space
where feature spaces are made by color, texture and shape
features individually. Let N denotes the total images in the
universal dataset and variable F represent the total feature
spaces used for indexing of the images in the dataset. Then,
the computational time for earlier image retrieval systems is
approximately computed as: T = N × F . Let N = 1000

and user wants to compute the three feature spaces for color,
texture and shape features, then the estimated time T for tradi-
tional CBIR systems is equal to 1000×3 = 3000 units. It will
be much time consuming process if the dataset is too large but
the computational time for the proposed CBIR system rely on
the values of the variable K , M and L. The proposed system
is divided into three techniques i.e. color, texture and shape
where all the images are searched from the universal dataset
at first technique only and significant number of non-relevant
images are discarded to create the reduced sized intermediate
datasets at the subsequent techniques based on the values
K , M and L. In the present research work, authors have
reduced the dataset sizes based three color, texture and shape
feature spaces by filtering out the non-relevant images during
retrieval process. Hence, the estimated computational time T
of the presented CBIR system is defined as:

T = N + K + L

For example the approximate computational time for Corel-
1K is computed as T = 1000 + 100 + 40 = 1140 units
where N = 1000,K = 100 and M = 40. For dataset
GHIM-10K, the time T = 10000 + 500 + 200 = 10700
units where N = 10000,K = 500 and M = 200. The
values of the variable K andM varies according to the user’s
requirement and the suitable values have been chosen which
produces the higher precision. Hence, we have found that the
computational time for the proposed CBIR system is low as
compared to the conventional image retrieval systems.

D. RETRIEVAL RESULTS AND DISCUSSIONS
The proposed method retrieves the top most relevant images
based on the color(C), texture(T) and shape(S) visual features
in the hierarchical mode using three stages where the orders
of the visual features are taken as:

O1 = (C−T − S)

O2 = (C−S − T )

O3 = (T−C − S)

O4 = (T−S − C)

O5 = (S−C − T )

O6 = (S−T − C)

The retrieval results in terms of precision, recall and F-score
based on above six order (i.e.O1,O2,O3,O4,O5 and O6) are
shown in Figs 11, 12 and 13 for Corel-1K dataset where
image category ID represent the categories of the images of
the dataset and dinosaur images has the best retrieval results
among all other categories while the mountain images has the
worst results but order O6 provides the best average retrieval
accuracy among other five orders of the visual features. Sim-
ilarly, the experimental results are validated on GHIM-10K
dataset where order O6 also provides the best retrieval rate
than other orders. Therefore, an order O6 = (S−T − C)
will be adopted for further discussions to presents the final
retrieval rates. Table 1 shows the average metrics(i.e. pre-
cision, recall and F-score) for Corel-1K and GHIM-10K
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FIGURE 11. Average precision based on orders of the visual features for Corel-1K dataset.

FIGURE 12. Average recall based on orders of the visual features for Corel-1K dataset.

TABLE 1. Average precision, recall and F-score for two standard datasets.

datasets where average metrics for ten image categories of
Corel-1K dataset are 89.00%(precision), 17.80%(recall) and
29.49%(F-score) while average(precision, recall and F-score)
for twenty image categories of GHIM-10K are 90.00%,
3.60% and 6.92%. These average metrics are the best among
the other five orders. The produced retrieval rate for presented
CBIR scheme will be acceptable for any modern scenario of
image retrieval systems.

The retrieval results based on order O6 of the visual
features are discussed as follows; The order O6 produces
the best retrieval results in most of the instances because
shape features based on active contour model, HOGs and
invariant moments are an efficient and proficients for large
image dataset with various objects and structures. Initially,
shape based approach is adopted for retrieving the top most
K number of images from the universal dataset and stored
these images in a new dataset RS which contains most rel-
evant images and few non-relevant images. Next, in second
stage, texture based approach is considered to retrieve the
top M number of images from the dataset RS by discarding
the non-relevant images and retrieved images are kept in
RT dataset. Here, the dataset RT has very few non-relevant
images which will be further filtered out in the last stage.
Hence, in this stage, color based approach is used to retrieve
the most relevant images from the dataset RT by filtering out
the available non-relevant images and retained the L number
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FIGURE 13. Average F-score based on orders of the visual features for Corel-1K dataset.

of retrieved images in RC dataset. The images in RC dataset is
the final output of proposed system. The filtering process of
non-relevant images from reduced sized datasets RS and RT
are explained as where each dataset has more number of rel-
evant images than that of non-relevant images. For example,
we set n(RS ) = K = 20, n(RT ) = M = 15, and n(RC ) =
L = 10, in more detail, initially, the top 20 images are
retrieved based on the shape based approach, after that the
texture based approach is employed for retrieving the top
15 images from the n(RS ) = K = 20 images by filtering
out the non-relevant images. Lastly, still some non-relevant
images are available in n(RT ) = M = 15 retrieved images,
so top 10 images are retrieved from n(RT ) dataset by fil-
tering out the remaining non-relevant images. For corel-1K
image dataset, Figs 14 and 15 present the filtering process
of non-relevant images for mountains and elephants, where
upper left images of window are queries. The symbol (×)
denotes the irrelevant images while all remaining images
are the relevant to the query image. Fig. 14(a) shows the
13 relevant retrieved images and 7 non-relevant retrieved
images while Fig. 14(b) represent 11 relevant and 4 non-
relevant images. Therefore, the total number of filtered out
non-relevant images are 7-4 = 3 from Figs. 14(a) to 14(b)
while Fig 14(c) has only 1 non-relevant image. Here, finally,
total number of filtered irrelevant images are 7-1 = 6.
Similarly, Fig. 15 depicted the filtering process for ele-
phant images where only two non-relevant images are left
in Fig. 15(c). Here, total number of non-relevant images
filtered out are 8-2=6. Hence, we conclude that the perfor-
mance of the proposed system is increased because most
of the relevant images for mountain and elephant images
are kept in the final retrieval stage. Similarly, the filtering
process for insects and bikes of GHIM-10K dataset is shown
in Figs. 16 and 17 respectively, where insect images has
3 non-relevant images while bikes has no irrelevant image
at final stage. Hence, the proposed CBIR system has been
produced the good retrieval rate for large and complex dataset

TABLE 2. Precision, recall and F-score for top L retrieved images from
Corel-1K dataset.

and it also requires low computational overhead because
proposed method is divided into stages where each stage kept
most relevant images by filtering out the non-relevant images.

Here, final retrieval results of the presented CBIR sys-
tem are presented. Table 2 shows the retrieval perfor-
mance in terms of precision, recall and F-score for top
L= 10/20 retrieved images from Corel-1K dataset where top
L = 10 images produces the satisfactory average metrics i.e
95.00%(precision) 9.50%(recall) and 17.27%(F-score) while
in case of L = 20 images, average metrics are 88.50%,
17.70% and 29.49%. In this table, the mountain images has
the worst results i.e. 70.00% precision for top 10 images and
60.00% precision for top 20 retrieved images while buildings,
buses, dinosaurs, flowers and horses has the best retrieval
results. The mountain images has more complex structure
with diverse contents and it is mixed with other image cate-
gories like beaches, elephants and buildings. So the proposed
method is unable to classify the mountain image category
appropriately to retrieved the desire images. For GHIM-10K
dataset, the average retrieval rate (precision, recall and
F-score) for top L = 10/20 retrieved images are shown
in Table 3, where we have found that the retrieval rate is high
for L = 10 images than L = 20. Hence it is clear that if the
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FIGURE 14. Filtering process of mountain images: (a) Retrieved images from
universal dataset using shape based approach. (b) Retrieved filtered images from
the set of (a) images using texture based approach (c) Retrieved final images from
the set of (b) images using Color based approach.

TABLE 3. Precision and recall and F-score for top L images retrieved from GHIM-10K dataset.

number of retrieved images are increases then retrieval rate
would be decreases. In this, table, fireworks, cars, flowers,
trees, green grounds, sunsets, bikes, boats have generated the

100.00% precisions for top 10 and 20 images while themoun-
tains and insects have the lowest precisions. The average met-
rics of 20 image categories of GHIM-10K dataset are 95.00%
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FIGURE 15. Filtering process of elephant images: (a) Retrieved images from universal dataset using
shape based approach. (b) Retrieved filtered images from the set of (a) images using texture
based approach (c) Retrieved final images from the set of (b) images using Color based approach.

precision, 1.90% recall and 3.72% F-score and these averages
are 90.00% precision, 3.60% recall and 6.92% F-score for
top 10 images. To check the relative performance of the
proposed CBIR system, the experimental results have been
compared with some available state-of-the-art image retrieval
systems in terms of precision, recall and F-score. These com-
parative methods have been developed by Walia et al. [58],
Irtaza et al. [59], Ashraf et al. [60] Guo et al. [61],
Zeng et al. [62], Fadaei et al. [63], Zhou et al. [64],
Mistry et al. [65] and Ahmed et al. [66]. The discussion and

details of existing CBIR systems alongwith the proposed sys-
tem are described as follows; Walia et al. [58] have extracted
the color, texture and shape visual features from image and
efficient combination of these features have been used for
retrieving the most relevant images from the dataset. In their
work, color and texture visual features have been extracted
based on modified color difference histogram (MCDH)
where MCDH is computed using color quantization and par-
tial derivatives. The Angular Radical Transformation (ART)
has used for extracting local and global shape features.
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FIGURE 16. Filtering process of insect images: (a) Retrieved images from universal dataset using
shape based approach. (b) Retrieved filtered images from the set of (a) images using texture based
approach (c) Retrieved final images from the set of (b) images using Color based approach.

Once the features are extracted, they have used three nor-
malization approaches on distances and single distance is
obtained by assigning weights to the individual distances
of MCDH and ART features for retrieving the final results.
The distances based on weights are not efficient and it is
computationally high. This method have achieved the best
precision i.e. 100% for some image categories while very low

precision i.e. 38.00% for food images have been obtained.
Hence, it returns undesirable results in most of cases such
as people, food and building images. Hence, our proposed
CBIR system reduces the limitations of weighting distances
and produces the best retrieval results for most of the category
images. Irtaza et al. [59] proposed neural network based
CBIR system where they have extracted efficient texture
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FIGURE 17. Filtering process of bikes images: (a) Retrieved images from universal dataset using
shape based approach. (b) Retrieved filtered images from the set of (a) images using texture based
approach (c) Retrieved final images from the set of (b) images using Color based approach.

image features using the concept of in-depth texture analysis,
wavelet packets and Gabor filters. Further, for better retrieval,
K-nearest neighbors based partial supervised learning algo-
rithm is adopted for semantically correct image classification.
In their scheme, flower images have best retrieval results i.e.
94.00% precision, 18.80% recall and 31.33% F-score and
bad retrieval accuracy (i.e. 60.00% precision, 12.00% recall

and 20.00% F-score) for beach images. Ashraf et al. [60]
have extracted the color and texture features from RGB and
YCbCr color spaces. The color features have been computed
based on color histograms and wavelet coefficients while the
texture visual features have been calculated using Bandelet
transform, Gabor filters and the artificial neural network
(ANN). The Bandelet transform have calculated the major
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FIGURE 18. Retrieved images for three categories of corel-1K dataset from (a)-(c) where
upper top left images are the queries.

objects of the imagewhich represent the image effectively in a
compact form. For efficient retrieval results, the color, texture
features together with ANN technique have been combined.
The average satisfactory retrieval rates are 82.00% precision,
16.40% recall and 21.67% F-score, but still it needs some
improvements over few other category images. The main
drawback of this discussed method is double use of ANN
technique and usage of complex transform during whole
process of CBIR. Guo et al. [61] have developed the efficient
image retrieval system based on color co-occurrence and
local binary pattern image features where these features have
been extracted by using ordered dither bock truncation coding

quantizers and bitmap. They have also used the weighting
constants between two images during similarity measures for
efficient image retrieval. The main demerit of their scheme
is to perform several experiments of various image block
size and setting the different values of weighting constants
to check the final retrieval results but still they have reported
the good average precision. Zeng et al. [62] have computed
image features based on quantized color histogram and spa-
tiogram approaches where the color image is quantized into
the various color bins by using Gaussian Mixture Models
(GMM). The Expectation-Maximization (EM) algorithm has
been adopted to estimate the components of the GMMs based
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FIGURE 19. Retrieved images for three categories of GHIM-10K dataset from (a)-(c)
where upper top left images are the queries.

on maximum likelihood estimator. Further, the EM-Bayesian
Information criteria (EM-BIC) has used to find the suitable
number of quantized color bins automatically. The histogram
based spatiogram approach represents the distributions of
colors those are spatially weighted by the location of pix-
els. In this scheme, dinosaurs, flowers and horses category
images have 100.00%, 94.80% and 91.80% precisions, while
the beaches, elephants and buildings images have achieved
the worst precisions i.e. 65.20%, 70.50%, and 70.60%
because beaches, elephants and buildings images have var-
ious structures with diverse contents. Fadaei et al. [63]

have suggested a color and texture visual features based
image retrieval system in which the color information based
on the DCD of the quantized HSV color space has been
extracted and two texture features are computed by using
curvelet and wavelet transform. A single distance has been
obtained by assigning the weights to the individual distances
of three visual features where an appropriate weights are
selected by using particle swarm optimization algorithm.
The CBIR system based on the three feature spaces and
weighting distances requires high overhead. To overcome
the problem, hierarchical image retrieval system has been
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TABLE 4. Comparison of proposed system with some other standard existing CBIR system in terms of precision, recall and F-score for top 20 retrieved
results.

proposed in presented paper where we have found the
huge improvement over the most of the category images.
Zhou et al. [64] have extracted the visual color and texture
features by employing discrete cubic partitioning approach
to the HSV color image. Firstly, they have used hierarchi-
cal mapping on image data based on the set of the hier-
archical operators instead of direct image feature extrac-
tion. Finally, the extracted visual features have been inte-
grated in 2D CS model which retains most significant fea-
tures. At the last ranking scheme has been adopted in final
image retrieval process. In this scheme, the overall aver-
age precision is 80.15%. Mistry et al. [65] have presented
an image in a compact form by extracting the hybrid fea-
tures where they have extracted color autocorrelogram, color
moments and HSV color histogram image features in spa-
tial domain and frequency domain based image features are
extracted by using the stationary and Gabor wavelets decom-
posed images. Further, to improve the retrieval performance,
they have also incorporated the binarized statistical image
features and HSV color model based color and edge direc-
tivity descriptor (CEDD) are extracted which represents the
color and texture visual features of image efficiently. For

similarity matching, they have performed various extracted
features on several distances like Euclidean, City block,
Minkowski and Mahalanobis distances and found that the
concatenation of all features (hybrid features) based on
Euclidean distance has provided the good retrieval accu-
racy where dinosaurs and flowers have got the best retrieval
rates i.e. 99.00% precisions while the worst retrieval rate
(i.e. 80.00% precision) have been given by th food images but
the overall average precision is 87.50 %. Ahmed et al. [66]
have extracted the images features based on the location of the
interest key points where the key points represents the various
level of invariance property of the image feature descriptors.
They have also computed the global features using opti-
mizing sliding window technique and texture features using
uniform local binary pattern approach. The efficient image
features from above extracted features have been retained
based on principle component analysis and support vector
machine those will be finally used in the retrieval purpose.
This method has been generated better retrieval accuracy as
compared to the other state of art methods on which bus
images has the best results i.e. 98.00%(precision) while the
mountain images has worst results i.e. 84.00%(precision).
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The overall average performance of this CBIR system is high
(i.e. 90.40% precision) among all other state of art methods
including the our presented scheme where the precision of
the our proposed method is approximately same with minor
difference. The retrieval results in terms of precision, recall
and F-score with some standard image retrieval system are
shown in Table 4 where buildings, buses, dinosaurs flowers
and horses image categories have obtained remarkable and
highest precisions, recalls and F-scores than other existing
schemes while mountain images has lowest metrics but over-
all the proposed system has given huge increment in the
mean precision, recall and F-score and outperformed over the
developed state-of-the-art CBIR systems. Finally, the sim-
ulation results for top 20 images retrieved from Corel-1K
and GHIM-10K datasets are presented for two best and one
worst category images. Figure 18 shows the retrieved results
for Corel-1K dataset in which the two best i.e. buses and
foods images have 100.00% and 90.00% precisions while the
mountains images has worst precision i.e. 60.00%. In case
of GHIM-10K dataset, the retrieved results of three image
categories are depicted in Fig 19, where trees and sunsets
have got the best precisions while the mountain images has
reported 65.00% lowest precision.

VI. CONCLUSION
In this paper, a novel CBIR system has been proposed in a
hierarchical mode based on three visual features like color,
texture and shape for retrieving the most relevant images
from the large scale of image dataset where in each stage
the retrieval process discards the irrelevant images by filter-
ing process and as a results the search space is reduced in
subsequent stages. The proposed image retrieval scheme is
not only considering all categories image features like shape,
texture and color in hierarchical mode but also using some
efficient feature extraction mechanisms on the preprocessed
image datasets for improving the retrieval rates. The pro-
posed method has given the facility to reduce the size of
intermediate datasets based on the user’s interest and returned
the desired number of images to the user by the setting the
suitable values of parameters K, M and L. So the presented
image retrieval system is useful for large size of image
datasets because it reduces the search space. The final output
of the retrieval system is independent of the weights which
are assigned to the individual similarity distances of color,
texture and shape features. The presented CBIR system has
validated the results on two benchmark datasets and provides
satisfactory outcomes. In addition, the experimental results
are also compared with some other state-of-the-art method
and show that our system outperforms in most of the category
images.
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