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ABSTRACT A novel algorithm to estimate instance-level future motion (FM) in a single image is proposed
in this paper. First, the FM of an instance is defined with its direction, speed, and action classes. Then,
a deep neural network, called FM-Net, is developed to determine the FM of the instance. More specifically,
the multi-context pooling layer is proposed to exploit both object and global context features, and the
cyclic ordinal regression scheme is developed using binary classifiers for effective FM classification. Also,
the proposed FM-Net is trained in a semi-supervised domain adaptation setting to obtain reliable FM
estimation results, even when a source domain in the training process and a target domain in the inference
process are different. Extensive experimental results demonstrate that the proposed algorithm provides
remarkable performance and thus can be used effectively for computer vision applications, including single
object tracking, multiple object tracking, and crowd analysis. Furthermore, the FM dataset, collected from
diverse sources and annotated manually, is released as a benchmark for single-image FM estimation.

INDEX TERMS Future motion estimation, cyclic ordinal regression, semi-supervised domain adaptation.

I. INTRODUCTION
Human perception has a capability of forecasting motions
accurately, even from a single static image. As illustrated
in Figure 1, a human being can proactively predict motion
directions andmagnitudes of pedestrians from a single image.
Such proactive, predictive perceptual capabilities enable us to
take desired actions and avoid dangerous situations. To make
computing machines achieve a similar level to the human
perception, motion understanding and representation have
been studied in many computer vision tasks such as optical
flow [1]–[3], object tracking [4]–[6], action recognition [7],
future frame prediction [8], video interpolation [9], and video
compression [10]. However, most conventional techniques
depend on temporal information from multiple consecutive
frames to estimate motions.

The associate editor coordinating the review of this manuscript and

approving it for publication was Li He .

FIGURE 1. Seeing a single still image, humans are usually capable of
predicting what will happen in the next. To learn such humans’ intuition
regarding future motion, we develop a deep network, called FM-Net, that
predicts the next behaviour of instances in a still image. The above
annotations are automatically generated by the proposed FM-Net.

In this paper, a pioneering algorithm to estimate instance-
level future motions (FMs) in a single image is proposed
to address the limitation of the aforementioned conventional
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FIGURE 2. Comparison of the proposed FM estimation algorithm with the conventional algorithms [11]–[15].

techniques. The proposed algorithm attempts to challenge
the human perception in single-image motion understand-
ing. Future prediction has been studied in some methods
[11]–[15], but there are clear differences from the proposed
algorithm. As shown in Figure 2, Mottaghi et al. [11] predict
a pedestrian’s future trajectory in a first-person video but
require past frames to obtain an accumulative trajectory of
the instance. Unlike the method in [11], the proposed algo-
rithm requires only a present frame. On the other hand, some
algorithms [12], [13] require both starting and end points to
estimate long-term trajectories of instances. Kitani et al. [14]
define motion scenarios and classify object instances in a
single image into one of the pre-defined motion scenarios.
However, they focus on scene classification rather than on FM
prediction of objects. Gao et al. [15] estimate the dense opti-
cal flow using only a single image, but their algorithm works
only for highly similar motion scenes to training scenes.

Recently, deep neural networks have been extensively
adopted for computer vision applications, since they exhibit
excellent capabilities for analyzing visual appearance of
objects [16]–[25]. Note that humans can predict motions of
instances in a single image based on their experience, even
unaware of the exact physics. Inspired by this observation,
we adopt a deep neural network, called FM-Net, to imple-
ment such perceptual capabilities regarding FM. Specifi-
cally, we attempt to imitate human beings who recognize
object motions by perceiving visual information of the object
and its surroundings simultaneously. Thus, the multi-context
pooling (MCP), which integrates both object and global
context features, is incorporated into DenseNet-121 [16] to
learn a unified model for estimating the future direction,
speed, and action of an instance. Also, the cyclic ordi-
nal regression (COR) scheme is proposed to train FM-Net
effectively.

It has been proven that deep neural networks can achieve
remarkable performances, provided that a sufficient number
of reliable training examples are available [16]–[25]. Hence,
a reliable dataset for single-image FM estimation is essential
for learning FM-Net stably. One of the objectives of this paper
is to construct a reliable dataset for single-image FM estima-
tion. We construct such a dataset, referred to as FM dataset,
which contains a large number of still images containing
three kinds of instances: pedestrians, cars, and animals (dogs,
cats, and horses). For the pedestrian instances, still images
containing pedestrians are collected from the Caltech Pedes-
trian Detection Benchmark (CPDB) [26], the CityPersons
dataset [27], and YouTube [28]. Then, three attributes of FM

(i.e. direction, speed, and action) are manually assigned to
each pedestrian. For the car and animal instances, image
examples are assembled from YouTube and labels are also
assigned manually to each instance.

However, there might be an overfitting problem to the
training data, since the proposed FM-Net is trained in an end-
to-end manner. Thus, when a source domain for the training
and a target domain for the inference are different, FM-Net
may experience performance degradation. For instance, when
FM-Net is trained using dog instances only, it may fail to
estimate FMs of cat instances. Considering the difficulty of
collecting a large number of labeled training examples for
a new target domain, we develop a semi-supervised domain
adaptation training strategy to improve the generalization per-
formance of FM-Net on new domains. An adversarial train-
ing method is developed to perform semi-supervised domain
adaptation using three kinds of data: a large number of labeled
source domain data, only a limited number of labeled data in
the target domain, and a large number of unlabeled data in the
target domain.

Experimental results demonstrate that the proposed
FM-Net yields remarkable FM estimation results for pedes-
trian, car, and animal instances despite variations in camera
viewpoints and capturing environments, when a sufficient
number of labeled training data are provided. Moreover,
it is demonstrated that the proposed semi-supervised domain
adaptation learning improves FM estimation accuracies,
when only a limited number of labeled data for a new domain
are available. Furthermore, to demonstrate the applicability of
the proposed FM-Net, FM-Net is applied to three computer
vision applications: single object tracking, multiple object
tracking, and crowd analysis. It is demonstrated that FM-Net
makes the conventional single object tracker [4] and multiple
object tracker [5] more efficient by reducing search regions.
Also, FM estimation results are adopted to analyze the crowd
in a single image more effectively.

This work has the following main contributions:
• FM-Net is proposed by incorporating the MCP layer
into DenseNet-121 and developing the COR scheme for
future direction classification.

• The proposed algorithm estimates FM reliably in diverse
scenes and environments.

• The generalization capability of FM-Net on new
domains is improved by training FM-Net based on the
proposed semi-supervised domain adaptation scheme.

• The efficacy of FM-Net is demonstrated in single object
tracking, multiple object tracking, and crowd analysis.
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• The FM dataset is released to serve as a benchmark for
the interesting research topic of subsequent behaviour
estimation in a single still image.

This paper extends the preliminary work [29], by includ-
ing more results and more analysis on the FM dataset and
developing the semi-supervised domain adaptation scheme of
FM-Net.

This paper is organized as follows: Section II reviews
related work briefly. Section III describes how FM dataset
is constructed. Section IV proposes FM-Net, and Section V
develops its domain adaptation scheme. Section VI discusses
the FM estimation performance of FM-Net, and Section VII
shows that FM-Net can be used effectively in vision applica-
tions. Finally, Section VIII concludes this paper.

II. RELATED WORK
A. FUTURE MOTION ESTIMATION
There are two types of algorithms for estimating future infor-
mation: 1) instance-level FM and 2) pixel-level FM.

1) INSTANCE-LEVEL FM ALGORITHMS
First, instance-level FM algorithms are reviewed, which esti-
mate FMs of bounding boxes containing object instances.
Some algorithms try to estimate future trajectories of
objects [11]–[13], [30]. Mottaghi et al. [11] perform future
person localization in a first-person video by exploiting tra-
jectory information in past frames. They use three key obser-
vations, i.e. ego-motion, pose, and scale change streams,
as input to a deep neural network to estimate future tra-
jectories. Walker et al. [30] use mid-level patches, based
on temporal modeling, to determine active objects and pre-
dict their future trajectories in a scene. Yagi et al. [12] and
Ma et al. [13], respectively, estimate future trajectories by
employing only the information of start and end points of
each pedestrian. More specifically, Yagi et al. [12] adopt
a Markov decision process to predict a trajectory between
the provided start and end points. However, their algorithm
works on limited scenes only that are used in the training
process. Ma et al. [13] develop another trajectory estimation
method for multiple pedestrians based on game theory. These
instance-level algorithms [11]–[13], [30] estimate long-term
FM, but they require additional information, such as past
frames [11] or starting and end points [12], [13], [30].

Kitani et al. [14] estimate future forces and motions of
objects from a static image. They learn a neural network
to map the image into one of 66 pre-defined scenarios for
physical abstraction. Chao et al. [31] construct recurrent
neural networks to forecast human pose sequences using
3D skeletons from a single frame. However, their method is
applicable to limited sports scenes only, which are similar to
training data.

2) PIXEL-LEVEL FM ALGORITHMS
Pixel-level FM algorithms [15], [32]–[35] predict dense
motion, such as optical flow, from a single image.

Pintea et al. [32] learn local motion patterns from a set
of videos using the structured random forest to estimate
flow vectors in a still image. Deep neural networks are
employed to estimate pixel-level FMs in a single image
[15], [33]–[35]. Walker et al. [33] propose a convolutional
neural network (CNN) to categorize each pixel into pre-
defined 40 motion clusters. Walker et al. [34] also develop
a conditional variational autoencoder (VAE), which adopts
several distributions of future motion patterns and samples
multiple possible future states, to forecast dense trajecto-
ries of pixels in a static image. Gao et al. [15] design an
optical flow estimation network that has an encoder-decoder
structure and then employ the dense flow map for action
recognition. Li et al. [35] develop a spatial-temporal condi-
tional VAE to estimate a set of consecutive future flow maps.
By utilizing the predicted flow maps for full-frame synthesis,
they facilitate video prediction. These pixel-level algorithms
[15], [32]–[35] yield lower-level information (i.e. denser
motion) than instance-level algorithms. They, however, may
be ineffective for images that are dissimilar from the training
images.

B. ORDINAL REGRESSION
Ordinal regression is a learning scheme to predict a label
(or rank) of an object, where the set of labels has a lin-
ear order [36], e.g. the set of integers or grades. Several
approaches have been tried for ordinal regression [37], such
as perceptron learning [38], Gaussian processes [39], and
support vector machines (SVMs) [40]. On the other hand,
Frank and Hall [41] propose an algorithm to transform a
k-class ordinal problem into k − 1 binary classification prob-
lems. They estimate a rank by combining binary classification
results. Li and Lin [42] also reduce ordinal regression into
binary classification problems based on extended examples.
In this reduction framework, they develop a ranking rule using
binary classifiers and combine it with existing algorithms,
such as perceptrons or SVMs. Many application methods,
such as the age estimators in [43], [44], adopt this reduction
framework. Also, Devlaminck et al. [45] devise a decompo-
sition scheme for the case of a circular order. In this work,
we formulate the FM classification as an ordinal regression
problem.

C. SEMI-SUPERVISED DOMAIN ADAPTATION
Semi-supervised domain adaptation adopts a semi-supervised
learning method to achieve domain adaptation. Hence,
semi-supervised domain adaptation is related to both semi-
supervised learning and domain adaption techniques.

Semi-supervised learning aims to train an inference model
using a limited number of labeled data and a large number
of unlabeled data. Recently, many semi-supervised learning
methods have been studied to train deep neural networks effi-
ciently [46]–[49]. Also, various computer vision applications
have exploited semi-supervised learning methods to reduce
expensive labeling efforts. They include 3D human pose
estimation [50], 3D hand pose estimation [51], deraining [52],
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scene parsing [53], multi-view keypoint detection [54], object
detection [55], and skin detection in a single human portrait
image [56].

Domain adaptation is a learning task that enables an infer-
ence model on a source domain to perform on a target
domain, when the data distributions between the two domains
are different. Using labeled source domain data, a domain
adaptation algorithm attempts to reduce the gap in fea-
ture distributions between source and target domains, when
target domain data are fully unlabeled (i.e. unsupervised
domain adaptation [57]–[62]) or have only a few labeled
samples (i.e. semi-supervised domain adaptation [63]–[67]).
Cheng and Pan [66] develop a manifold-based gradient
descent algorithm to learn robust models for source and target
domains. Saito et al. [67] train a domain-invariant classifier
using a deep neural network. They adopt adversarial training
to maximize the entropy on unlabeled target data while min-
imizing the entropy with respect to the feature extractor.

III. FM DATASET
We construct the FM dataset, which annotates pedestrian,
car, or animal instances with motion attributes (i.e. direction,
speed, and action). Note that motion information is often rep-
resented by displacement vectors between successive frames.
For example, dense optical flow algorithms attempt to predict
pixel-level correspondences between video frames. However,
it is hard to extract pixel-level motion information precisely
and reliably from real-world videos. Instead, through rela-
tively easy annotations, instance-level motions in still images
are collected. This instance-level annotation facilitates the
construction of a large dataset. The proposed algorithm is
not limited to a particular type of instances, so we compose
the FM dataset with three kinds of instances: 1) pedestrians,
2) cars, and 3) animals.

A. PEDESTRIANS
In particular, we focus on estimating pedestrians’ FMs for the
following reasons. First, it is easy to access public datasets,
capturing street scenes, and annotate lots of pedestrians.
Second, excluding abnormal situations, human behaviour is
predictable even in a single image. In other words, pedestri-
ans’s FMs can be inferred from semantic contexts in general.
Third, humans are often objects of the most interest.

11,342 pedestrian instances are extracted from still images,
which are sampled from the CityPersons dataset [27], the
Caltech Pedestrian Detection Benchmark (CPDB)
dataset [26], and YouTube [28]. For CityPersons and CPDB,
the provided bounding boxes of pedestrian instances are
used. On the other hand, to collect pedestrian data from
YouTube, videos are retrieved using the keywords of ‘street,’
‘walking,’ ‘running,’ and ‘pedestrian.’ Then, a small number
of videos are ruled out, which include too tiny or severely
occluded pedestrians. For such videos, even a human being
cannot predict the pedestrians’ FMs reliably. Also, overhead
videos, captured from cameras looking straight down on the
ground, are eliminated. In those videos, body parts under

FIGURE 3. Examples of speed classes and action classes.

pedestrian shoulders are hardly exposed. In the YouTube
videos, however, there are no provided bounding boxes of
instances. Thus, the YOLOv3 detector [68] is used to obtain
the bounding boxes.

For each pedestrian instance, its direction, speed, and
action classes are manually labeled by referring to the current
frame and nine subsequent frames. The future direction is
quantized into one of the four cardinal directions (N, E, S, W)
and the four intermediate ones (NE, SE, SW, NW) in the
image coordinates. Only these eight quantized directions
are used, because they are sufficient in many applications.
Moreover, finer quantization makes the annotation difficult
and unreliable. For similar reasons, only three speed classes
are defined, ‘stop,’ ‘slow,’ and ‘fast’ in Figure 3(a), which
contain standing pedestrians, walking pedestrians, and run-
ning pedestrians, respectively. Action classes can be defined
differently according to the requirements of applications.
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FIGURE 4. The network architecture of FM-Net.

TABLE 1. Statistics of the pedestrian instances in the proposed
FM dataset.

In this work, to monitor pedestrians’ behaviour on streets,
three action classes of ‘sidewalk,’ ‘crosswalk,’ and ‘jaywalk’
are defined as illustrated in Figure 3(b). Table 1 shows the
class distributions of the pedestrian instances in the FM
dataset. The entire dataset is split into training and test sets
with a ratio of 4 to 1.

B. CARS
For car instances, there are the same 8 directional classes
as for pedestrians. In the case of speed, even a human
being cannot easily predict the absolute speed of a car in
a single image, since the car has a rigid shape. Thus, three
speed classes are defined as ‘approach,’ ‘keep,’ and ‘far
away’ in Figure 3(c), which represent relative speeds of a
car instance with respect to the capturing camera. If the
distance between the camera and the instance is decreasing,
the speed class is ‘approach.’ If the camera and the instance
move at the same speed in the same direction, the class is
‘keep.’ Otherwise, the class is ‘far away.’ Last, four action
classes for cars are defined as ‘go straight,’ ‘stop,’ ‘turn left,’
and ‘turn right’ in Figure 3(d). Then, those three attributes
are manually assigned to each car instance. The KITTI
object dataset [69], composed of 7,481 training images and

TABLE 2. Statistics of the car instances in the proposed FM dataset.

7,518 test images, is used. Since the test images have no
bounding box annotations, the training images are only used,
which contain 15,895 objects in total. For cars, the network
in Figure 4 is trained with 6,526 images with 13,895 objects.
The test set consists of 955 images with 2,000 objects. Table 2
shows the class distributions of the car instances in the FM
dataset.

C. ANIMALS
Finally, the FM dataset is extended to include animal
instances (cats, dogs, and horses) as well. As four-footed ani-
mals, they have similar motion characteristics, even though
they do not belong to the same family. To construct the
FM animal dataset, frames including cats, dogs, and horses
are collected from YouTube [28]. Then, the detector, Mask
R-CNN [17], is adopted to obtain the bounding boxes.
Animals have eight direction classes and three speed classes
in the same way as pedestrians do. Figure 3(e) illustrates the
three speed classes. The action classification for animals is
not performed. 5,516 images, including 6,626 animals, are
collected: 5,302 animals are used for training and 1,324 for
test. Table 3 represents the class distributions of these animal
instances.
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TABLE 3. Statistics of the animal instances in the proposed FM dataset.

IV. FM-Net
FM-Net is developed to perform the classification of three
motion attributes of instances: direction, speed, and action.
Let us describe the FM estimation of pedestrian instances.
The FMs of cars and animals are estimated in similar ways.

A. FM-Net ARCHITECTURE
Figure 4 is the architecture of FM-Net, which has a single
shared feature extractor and three classifiers for direction,
speed, and action. FM-Net takes an image patch, in which
a pedestrian is located at the center, and yields the three
classification results.

It is assumed that, in an image, pedestrians are either
located manually or parsed by an object detector. Suppose
that a pedestrian has a bounding box with a height h. Then,
around the bounding box, the 2h × 2h patch is cropped,
which is put into the network. The feature extractor then
yields an object feature and a global context feature based on
DenseNet-121 [16]. To extract those features from the output
of DenseNet-121, the MCP layer is developed, which uses
two region of interest (RoI) pooling layers:

• The bounding box is regarded as the RoI for the object
feature, which is pooled to spatial resolution 7×4. Note
that the object feature conveys the appearance informa-
tion of a pedestrian with minimal background.

• The 2h × 2h patch is the RoI for the global context
feature, pooled to resolution 7×7. This global feature is
also important in FM estimation since it conveys overall
semantic information about a scene.

The output sizes of the RoI pooling layers are determined
empirically. Each RoI pooling layer is followed by two fully-
connected (FC) layers.

Then, the classifier performs the three classification tasks,
by employing FC layers and softmax layers. More specif-
ically, the object and global context features are concate-
nated and processed by two FC layers and then by three
sub-classifiers for the pedestrian’s direction, speed, and
action. The three sub-classifiers are designed differently.
First, the direction is classified using the COR scheme in
Section IV-B. Second, the speed is classified using the linear
ordinal regression [42], since the speed classes are in the order

FIGURE 5. Binary classifiers for the cyclic ordinal regression.

of ‘stop,’ ‘slow,’ and ‘fast.’ In other words, ‘stop’ and ‘fast’
are more different from each other than ‘stop’ and ‘slow’
(or ‘slow’ and ‘fast’) are. Third, the 3-way classification
of the action is simply performed using an FC layer and a
softmax layer, since there is no ordinal relation among the
action classes of ‘sidewalk,’ ‘crosswalk,’ and ‘jaywalk.’

B. CYCLIC ORDINAL REGRESSION
As shown in Figure 5, the future direction of a pedestrian is
classified into one of the eight directions: N (c0), NE (c1),
E (c2), SE (c3), S (c4), SW (c5), W (c6), NW (c7). The direc-
tion classes have a cyclic order, because N (c0) is adjacent to
both NW (c7) andNE (c1). Note that many physical quantities
have cyclic orders, e.g. 24 hours in a day, longitudes, as well
as directions on a plane. Suppose that there are K directional
classes in a cyclic order,

C = {c0, c1, . . . , cK−1} (1)

where K is an even number. In such a case, it is not desir-
able to apply the K -way classification that does not con-
sider the cyclic order in the loss function. For example,
if direction N is misclassified into S, the error is much sev-
erer than its misclassification into NE or NW. These errors
should be considered differently. Therefore, we propose the
COR scheme, by extending the ordinal binary decomposition
technique in [42].

Let x be an instance and yx ∈ C be its class. For COR,
binary classifiers, f0, f1, . . . , fK/2−1, are used. Each binary
classifier fn is defined as

fn(x) =

{
1 if yx ∈ {c(n+1)K , . . . , c(n+K/2)K }
0 otherwise

(2)

where (n)K denotes the modulo operator returning the
remainder after the division of n by K . In other words,
fn divides C into two subsets of the same size (corresponding
to the two semicircles), and determines whether the class
of x is between c(n+1)K and c(n+K/2)K or not. For instance,
in Figure 5, f0 halves the eight directions into the blue and
red sides. It outputs 1 if the direction is NE, E, SE, or S, and
0 otherwise.

From (2), it can be shown that

fn = 1− fn+K/2, (3)

fn = fn+K . (4)
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Due to the symmetry in (3) and the periodicity in (4), all
classifiers fn, n ∈ Z, are determined by only K/2 classi-
fiers, f0, f1, . . . , fK/2−1. Note that, in the linear ordinal regres-
sion [42], the classes in a line segment is divided into two
parts. Therefore, for K -way classification, K −1 binary clas-
sifiers are required. In contrast, in the proposed COR, a circle
is halved into two semicircles, as done in [45]. Consequently,
only K/2 binary classifiers are needed.

During the training of the classifiers, fn is assigned a binary
ground truth value in (2). On the other hand, in testing, fn
yields a confidence value (i.e. softmax probability) between
0 and 1. Using these confidence values of the K/2 classifiers,
class ck∗ of instance x is determined by

k∗ = argmax
k∈C

K/2∑
n=1

fk−n(x) (5)

For example, suppose thatK = 8 as in Figure 5. Ideally, when
x has class c2,
4∑

n=1

f2−n(x) = f1(x)+ f0(x)+ f−1(x)+ f−2(x)

= f1(x)+ f0(x)+ 1− f3(x)+ 1− f2(x) = 4

which is no less than
∑4

n=1 fk−n(x) for all k . Thus, its class
is declared correctly as c2. Also, it can be shown that the
decision rule in (5) is the maximum likelihood (ML) one [70],
if each fk−n(x) represents the probability that x has one of the
four directions as defined in (2).

C. SUPERVISED LEARNING OF FM-Net
The MCP layer connects DenseNet-121 and the FC lay-
ers using the two RoI pooling layers. Thus, the network
in Figure 4 can accept a patch of arbitrary size. However,
for effective training and inference, the size of a patch is
normalized to 400 × 400 so that it contains a pedestrian at
the center whose height is 200 pixels.
The overall loss function is defined as

LFM = LDir + LSpe + LAct (6)

where LDir, LSpe, and LAct are the losses for the direc-
tion, speed, and action classification, respectively. For LDir,
the sumof binary cross entropies [44] is adopted. Specifically,

LDir(p,q) = −
3∑

n=0

1∑
i=0

qin log p
i
n (7)

where p = {pin : i = 0, 1 and n = 0, 1, 2, 3} is the
softmax probability vector from the four binary classifiers
fn and q = {qin} is the corresponding ground-truth binary
vector. LSpe is defined using two binary classifiers in a similar
manner. LAct is defined as

LAct(p,q) = −
3∑
i=1

qi log pi (8)

where p = {pi} is the softmax probability vector for the three
actions and q = {qi} is the ground-truth binary vector.

The network is trained via the stochastic gradient descent
with a momentum of 0.9 and a batch size of 4 for 20 epochs.
The learning rate is 10−4 for the first ten epochs and
10−5 for the remaining epochs. As initial parameters, the
DenseNet-121 model [16] pre-trained on ImageNet [71] is
used.

V. DOMAIN ADAPTATION OF FM-Net
When a source domain for training and a target domain for the
FM inference are different, FM-Net may fail to estimate the
FMs of test instances in the target domain accurately. In this
work, we attempt to improve the generalization performance
of FM-Net by adapting it to a new target domain in a semi-
supervised manner. More specifically, FM-Net is trained in
the semi-supervised domain adaptation setting, in which a
sufficient number of labeled data are available in the source
domain, a limited number of labeled data are in the target
domain, and a large number of unlabeled data are in the
target domain.

A. SEMI-SUPERVISED DOMAIN ADAPTATION
LetDS

= {(xSi , y
S
i )}

ms
i=1 denote the set of labeled training data

in the source domain, where xSi and ySi are the ith example
and its motion label, respectively. Also, ms is the number
of training examples. In the target domain, suppose that we
have a limited number of labeled data DT

= {(xTi , y
T
i )}

mt
i=1,

but many unlabeled data DU
= {xUi }

mu
i=1. Here, note that

mt � ms and mt � mu. The objective is to train FM-Net
to adapt the target domain effectively using the three sets
DS,DT, and DU. It is obvious that the empirical distribution
of data in the source domain DS is different from that of
data in the target domain DT and DU. Also, as pointed out in
[49], [72], even in the same target domain, the limited sam-
pling of labeled data may result in an empirical distribution
mismatch betweenDT andDU. Therefore, we simultaneously
minimize the distribution divergence between data in the
source domain and the target domain and that between the
labeled data and the unlabeled data in the target domain
simultaneously, so that the distributions of all three DS, DT,
and DU are well aligned in the embedding space.

The loss function for the semi-supervised domain
adaptation of FM-Net is defined as

LSSDA = LFM + γLd (DS,DT,DU) (9)

where Ld (DS,DT,DU) is the distribution divergence loss
with a weight parameter γ = 0.1. Here, LFM is
the FM classifier loss function that is defined in (6).
The H-divergence [57], [58], [61] is adopted to define
Ld (DS,DT,DU), which is given by

Ld (DS,DT,DU)=dH(DS,DT
∪DU)+dH(DT,DU) (10)

where dH(DS,DT
∪DU) is theH-divergence between source

and target samples and dH(DT,DU) is the H-divergence
between labeled and unlabeled samples in the target domain.
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FIGURE 6. The architecture of the proposed FM-Net in the semi-supervised domain adaptation setting.

Following [58], the H-divergence dH(DS,DT
∪ DU) is

computed as

dH(DS,DT
∪DU)

= 2

1− min
ηD∈H

 1
ms

∑
xi∈DS

I [ηD(f (xi)) = 0]

+
1

(mt + mu)

∑
xi∈DT∪DU

I [ηD(f (xi)) = 1]


 (11)

where f (·) denotes a feature extractor and ηD : f (xi) →
{0, 1} is a binary discriminator that predicts 1 for the source
domain and 0 for the target domain. Also, I [a] is the indi-
cator function, which yields 1 if a statement a is true,
and 0 otherwise. Thus, 1

ms

∑
xi∈DS I [ηDf ((xi)) = 0] and

1
mt+mu

∑
xi∈DT∪DU I [ηD(xi) = 1] represent the prediction

error rates of the discriminator ηD.
If the empirical distribution mismatch between the source

and target domains is to be small, the discriminator ηD

should be incapable of distinguishing source samples from
target ones. In other words, the prediction error rates of the
discriminator should be large, and thus the H-divergence
dH(DS,DT

∪ DU) should be low. Therefore, the prediction
error rates of the discriminator are maximized to minimize
the divergence. In other words, min dH(DS,DT

∪ DU) is
equivalent to

max min
ηD∈H

 1
ms

∑
xi∈DS

I [ηD(f (xi)) = 0]

+
1

(mt + mu)

∑
xi∈DT∪DU

I [ηD(f (xi)) = 1]

 . (12)

By minimizing dH(DS,DT
∪ DU), the feature generator

f (·) can be learned to yield the embedding space where the
feature distributions of the source and target domains are well
matched. Similarly, dH(DT,DU) is minimized to reduce the

distribution gap between labeled and unlabeled samples in the
target domain, which is equivalent to

max min
ηL∈H

 1
mt

∑
xi∈DT

I [ηL(f (xi)) = 0]

+
1
mu

∑
xi∈DU

I [ηL(f (xi)) = 1]

 (13)

where ηL : X → {0, 1} is a binary discriminator, which
predicts 1 for the labeled data and 0 for the unlabeled data.

To solve the max-min problems in (12) and (13), the adver-
sarial training method is adopted using a gradient reverse
layer (GRL) in [61], as shown in Figure 6. For the backprop-
agation in training, GRL takes gradients and invert the signs
of the gradients. However, for the forward propagation, GRL
produces the outputs, which are identical to the inputs. Thus,
GRL maximizes the errors of the discriminators ηD and ηL.

B. FM-Net ARCHITECTURE IN DOMAIN ADAPTATION
Figure 6 shows the architecture of FM-Net in the semi-
supervised domain adaptation setting. For the encoder,
the same FM feature extractor in Figure 4 is used. The output
feature is fed into three branches: the FM classifier in Figure 4
and the two discriminators ηD and ηL. Each discriminator is
composed of three FC layers. Note that two GRLs are located
between the feature extractor and the discriminators for the
adversarial training.

For training, labeled data DS
= {(xSi , y

S
i )}

ms
i=1 and DT

=

{(xTi , y
T
i )}

mt
i=1, and unlabeled data DU

= {(xUi , ỹ
U
i )}

mu
i=1 are

used. Note that ỹUi is a pseudo-label of xUi , which is esti-
mated by the FM classifier trained in the previous training
step. For stable optimization of FM-Net, the cross-set sample
augmentationmethod in [49] is employed, which reconstructs
training data by interpolating two kinds of pairs: 1) labeled
data in the source domainDS and unlabeled data in the target
domainDU and 2) labeled dataDT and unlabeled dataDU in
the target domain.

115096 VOLUME 8, 2020



K.-R. Kim et al.: Instance-Level FM Estimation in a Single Image

TABLE 4. Classification accuracies (%) according to variations in the MCP layer and the ordinal regression. The last row is the accuracies of the proposed
algorithm.

First, each ith example in DU is superposed with ran-
domly sampled jth example inDS to generate an interpolated
example, given by

x̂Ui = λx
S
j + (1− λ)xUi (14)

ŷUi = λy
S
j + (1− λ)ỹUi (15)

ẑDi = λ · 1+ (1− λ) · 0 (16)

where x̂Ui is the interpolated sample, ŷUi is its interpolated
label, and ẑDi is its interpolated label for the discriminator
ηDi . Also, λ is a random variable generated from a prior β
distribution, i.e. λ ∼ β(α, α) with α = 0.1. In this case,
the loss for the discriminator ηLi is not computed.
Similarly, the interpolation between DU and DT is

defined as

x̂Ui = λx
T
j + (1− λ)xUi (17)

ŷUi = λy
T
j + (1− λ)ỹUi (18)

ẑLi = λ · 1+ (1− λ) · 0 (19)
ẑDi = 0 (20)

where ẑLi is an interpolated label for the discriminator ηL.

VI. EXPERIMENTAL RESULTS
This section presents the experimental results of the proposed
FM estimation algorithm. First, the performances of FM-Net
for pedestrian, car, and animal instances in the FM dataset are
evaluated. Second, FM-Net is assessed in the semi-supervised
domain adaptation setting, where training and test data are
from different domains. Finally, the efficacy of FM-Net is
demonstrated on three applications: single object tracking,
multiple object tracking, and crowd analysis. To evaluate
FM estimation results quantitatively, the classification accu-
racy (%) is used.
Running Time: With a personal computer with an Intel

Core i7-7700K CPU and an NVIDIA GeForce GTX 1080Ti
GPU, training for supervised learning of FM-Net takes
about 1.96 hours (5.86 minutes per epoch). Also, training
for semi-supervised domain adaptation takes about 3 hours
(9.05 minutes per epoch). For the test, the FM estimation time
is 9.86 milliseconds per instance.
Parameters: For experiments, the parameter h is set to

200, which means that the input size is 400 × 400. Since
DenseNet-121 decreases the height and width of an input
patch to one-sixteenth, 400 × 400 is a proper size to extract
features at the MCP layer. Also, to determine the parameter

γ in (9), γ is first constrained to be less than 1, since the loss
for FM LFM is more important than Ld . Then, γ is empirically
set to 0.1 to yield the best performance. The parameter α is
set to 0.1 by following [49].

A. SINGLE-IMAGE FUTURE MOTION ESTIMATION
1) PEDESTRIANS
Table 4 compares the accuracies according to the combina-
tion of the MCP layer and the ordinal regression scheme.
‘Direction,’ ‘Speed,’ and ‘Action’ are the classification accu-
racies of the FM direction, the FM speed, and the FM action,
respectively. ‘Object’ and ‘Global’ denote the object and
global context features, respectively. Thus, the configuration
with both ‘Object’ and ‘Global’ checked denotes that the pro-
posedMCP layer is used. Also, FM-Net is tested in two ways:
with and without ordinal regression. It is observed that the
usage of both object and global context features, i.e. the out-
put of the MCP layer, improves the ‘Direction,’ ‘Speed,’ and
‘Action’ accuracies regardless of whether ordinal regression
is used or not. Furthermore, notice that the proposed ordinal
regression scheme with the MCP layer provides the best
performances in all three cases of ‘Direction,’ ‘Speed,’ and
‘Action.’ This indicates that the ordinal regression scheme
trains the feature extractor of FM-Net more effectively.

FIGURE 7. Direction classification. Green labels are the ground-truth,
while red ones are predicted directions. In these cases, the ground-truth
and predicted directions are adjacent to each other.

In Table 4, ‘Direction+’ means the accuracy when the
estimated direction is regarded as correct if it is identical
with or adjacent to the ground-truth direction. For example,
for the ground-truth direction N, an estimated direction NE,
N, or NW is correct in the ‘Direction+’ accuracy. Figure 7
shows examples in which the ground-truth and predicted
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TABLE 5. Comparison of direction classification accuracies (%) of the proposed algorithm with conventional algorithms.

directions are adjacent. In these examples, even a human
being cannot easily quantize the true direction into one of the
two classes by looking at a single image only. This ambiguity
is taken into account to define the metric of ‘Direction+.’ The
proposed algorithm yields the ‘Direction+’ accuracy that is
as high as 94.87%.

As mentioned previously, there is no algorithm that
has exactly the same objective as the proposed algorithm.
Gao et al.’s algorithm [15], which estimates optical flow
vectors from a single image, is the most similar to the pro-
posed algorithm. Thus, we obtain optical flow vectors using
Gao et al.’s algorithm, compute the average of the optical
flow vectors in the bounding box of a pedestrian, and regard
the average vector as the instance-level future motion vector
of the pedestrian. Note that the trained network in [15] is used
without re-training on the FM dataset. This is because [15]
requires optical flow vectors for its training, but the FM
dataset provides only motion attributes for object bounding
boxes in sparsely sampled frames. For more comparison,
we test various features for pedestrians in Table 5. We imple-
ment HOG [73] and ACF [74] to extract handcrafted features.
In addition, CNN features are extracted from VGG-16 in
the faster R-CNN [75] and DenseNet-121 [16], trained on
ImageNet [71], respectively. For these handcrafted or CNN
features, an SVM is adopted to train the direction classifier.
In Table 5, notice that the proposed FM-Net outperforms
these comparison methods significantly. Gao et al. fails to
predict reliable flow vectors on the FM dataset, yielding very
low directional classification accuracies.

Figure 8 shows FM estimation results for images sampled
from YouTube. The top three rows illustrate that FM-Net
can estimate motions correctly even when scenes are clut-
tered or crowded. The proposed FM-Net provides correct
results by efficiently exploiting clear pose information and
sufficient semantic information on the background. On the
contrary, the bottom three rows provide failure cases for
direction, speed, and action classes. In the first false direction
case, it is predicted to be the opposite of the ground-truth
direction. The mask on her face confuses the network since
there is almost no pedestrian wearing a mask in the training
data. In the second false direction case, the appearance of the
pedestrian is confusing. In the third case, the predicted direc-
tion W is adjacent to the ground-truth direction NW. Note
that it is quite challenging to distinguish adjacent directions.
The first false speed case is due to occlusion. In the second
case, the raised arm causes the incorrect prediction, since
it makes the pedestrian seem to walk slowly. In the third
case, FM-Net falsely declares ‘fast’ because his large step

is confusing. The first false action case is due to that the
pedestrian is walking right beside the sidewalk. In the second
case, the removed crosswalk line confuses FM-Net to declare
‘sidewalk’ incorrectly. In the third case, the pedestrian is
falsely predicted to be on a sidewalk, since there are many
people surrounding him.

Figure 9 shows the results on images from the CityPersons
dataset. In the top three rows, FMs are predicted successfully,
even when the pedestrians are far from camera and captured
small. On the other hand, the bottom three rows present
failure cases. The first and second false direction cases are
due to severe occlusion. In the third false direction case, NE
is predicted as its adjacent direction E. In the first and second
false speed cases, slowly walking people surrounding the
target pedestrian lead to the incorrect prediction. In the third
false speed case, the pedestrian’s small step misleads FM-Net
to the ‘stop’ class. The first false action case is a similar
example to the corresponding one in Figure 8. In the second
case, the pedestrian is located in boundaries of ‘crosswalk,’
‘sidewalk,’ and ‘jaywalk.’ In the last case, the action is falsely
declared as ‘crosswalk’ because there are the crosswalk and
the traffic light right behind the pedestrian.

Figure 10 qualitatively shows the efficacy of the proposed
MCP layer. Green labels are the results of FM-Net with the
MCP layer, while red ones are the results using object features
only. The MCP layer exploits global scene information as
well as object appearance. In (a) and (b), sidewalk directions
provide global contexts, since a pedestrian usually walks
along a sidewalk. In (c) and (d), the place information, where
the pedestrians are, is used by the MCP layer; people usually
stop at the bus stop or walk down the stairs. In (e) and (f),
the neighboring crowds are used as global contexts.
In (g) and (h), the object information within the bounding
boxes is confusing, but the global scene contexts help to
estimate the action classes correctly.

TABLE 6. Classification accuracies (%) of the proposed single-image FM
estimation on car and animal instances.

2) CARS AND ANIMALS
Table 6 compares the performances for car and animal
instances in the FM dataset. ‘Baseline’ denotes the results
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FIGURE 8. FM estimation results of YouTube data in the FM dataset. The first three rows present correct estimation results. The bottom three
rows show failure cases, where green and red labels are the ground-truth and predicted classes, respectively.

of FM-Net without the proposed ordinal regression scheme,
while ‘Proposed’ is the results of the proposed algorithm.
We see that the proposed ordinal regression improves the
performances in all classification tasks. The proposed algo-
rithm yields remarkable performances on both car and animal

instances, except for the speed classification of animals.
The classification of animal speeds is more challenging than
that of pedestrian or car instances. Especially, it is often
ambiguous to distinguish ‘slow’ from ‘fast’ in still images
for animals.
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FIGURE 9. FM estimation results of CityPersons data in the FM dataset. The top three rows present correct estimation results. The bottom three
rows show failure cases, where green and red labels are the ground-truth and predicted classes, respectively.

Figure 11 shows qualitative FM estimation results for car
instances. In the correct estimation examples, FM-Net differ-
entiates the ‘stop’ class from the ‘go straight’ class correctly
based on the scene contexts, although the differentiation is
very challenging due to the rigid shapes of cars. The right case
of the false direction is due to the partial disappearance of the
car. In the right case of the false speed, the speed is classified
as ‘keep’ since the parked car is incorrectly regarded as ‘go
straight.’ In the left case of the false action, the action is

misclassified as ‘go straight’ even though the car does not
finish turning right yet. Also, in the right case of the false
action, the parked car is falsely predicted to be moving.

For animal instances, Figure 12 presents correct results
in the top three rows and failure cases in the bottom three
rows. From left to right, the columns contain the results for
cats, dogs, and horses, respectively. Some results demonstrate
that an animal’s head is essential information for its FM
prediction. In the first row of the false case, the directions
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TABLE 7. Classification accuracies (%) on pedestrian instances according to training methods. In ‘LS+LT+UT’ and ‘LS+LT+UT*,’ the semi-supervised
domain adaptation is used.

FIGURE 10. The efficacy of the proposed MCP layer. Green and red labels
indicate estimation results using the MCL layer feature and the object
feature only, respectively.

of the dog and the horse are falsely estimated due to the
their head directions. Also, in the second row of the failure
case, the dog and cat, whose heads are not captured clearly,
are falsely predicted to be moving in the opposite direction
of the ground-truth. The bottom failure cases show that the
animals approaching the camera do not provide sufficient
information, such as leg shapes and directions, for predicting
FMs reliably.

B. SEMI-SUPERVISED DOMAIN ADAPTATION
In order to evaluate the efficacy of the proposed semi-
supervised domain adaptation method, we set training and
test data so that they are from different domains. In this test,
car instances are excluded, since all cars in the FM dataset are
from the same domain of the KITTI object dataset [69].

1) PEDESTRIANS
Note that the pedestrian instances are from the YouTube,
CityPersons, and CPDB datasets. Two combinations are
considered. First, CityPersons and CPDB are set as the
source domain, while YouTube as the target domain. Second,
YouTube and CPDB are regarded as the source domain, and
CityPersons as the target domain. In both cases, it is assumed
that, to train FM-Net, there are a sufficient number of labeled
data in the source domain but there are only a limited num-
ber of labeled data in the target domain. Specifically, only
about 4% of the available data in the target domain, i.e.

149 and 123 instances in YouTube and CityPersons, are used
to train FM-Net, respectively.

Table 7 lists the classification accuracies for test instances
in the target domain according to data combinations and
training methods. In Table 7, ‘LS’ denotes the performances
of FM-Net trained using the labeled data in the source domain
only, and ‘LS+LT’ represents the results of FM-Net trained
using the labeled data in both source and target domains.
Note that the proposed semi-supervised domain adaptation
learning is not performed in ‘LS’ and ‘LS+LT.’ On the other
hand, ‘LS+LT+UT’ and ‘LS+LT+UT*’ denote the perfor-
mances of FM-Net with the semi-supervised domain adapta-
tion using the discriminator ηD only and both discriminators
ηD and ηL, respectively. Note that ‘LS+LT+UT*’, which is
the proposed algorithm, yields the highest accuracies for all
FM tests.

In ‘LS+LT+UT’ and ‘LS+LT+UT*,’ the proposed semi-
supervised domain adaptation uses the unlabeled data
to improve the FM estimation performances on the tar-
get domain. Especially, the usage of both discriminators
ηD and ηL significantly improves the classification accura-
cies by aligning feature distributions between the source and
target domains and between the labeled and unlabeled data in
the target domain simultaneously.

2) ANIMALS
Next, the cat, dog, and horse categories are regarded as dif-
ferent domains, and they are divided into source and target
domains. Three combinations for source and target domains
are considered, as listed in Table 8. For each target domain,
it is assumed that only 45 instances are labeled. It is observed
from Table 8 that the adversarial training method for semi-
supervised domain adaptation, i.e. ‘LS+LT+UT*,’ enhances
the FM estimation accuracies in all classification tasks and in
all combinations.

VII. APPLICATIONS
This section introduces three applications of the proposed
algorithm: single object tracking, multiple object tracking,
and crowd analysis. Using results of FM direction classifi-
cation and FM speed classification, the conventional single
and multiple object trackers [4], [5] can be made more effi-
cient. To demonstrate this, the efficacy of FM estimation in
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FIGURE 11. FM estimation results of car instances. The top four rows show correct results. The bottom three rows are failure cases, where green
labels are the ground-truth and red labels are predicted classes.

single andmultiple object tracking is evaluated quantitatively.
Also, based on FM direction classification, a crowd is parti-
tioned into several clusters and the group direction of each

cluster is predicted. Note that, in these three applications,
we focus on pedestrian instances. Thus, the FM-Net trained
on the FM pedestrian dataset is used in this section.
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FIGURE 12. FM estimation results of animal instances. The top three rows show correct results. The bottom three rows are failure cases, where
green labels are the ground-truth and red ones are predicted classes.

A. SINGLE OBJECT TRACKING
Single object tracking is a task to estimate the location of a
target object in a next frame. In general, single object tracking
methods attempt to find the optimal bounding box within

a search region in the next frame, which has the most similar
appearance to the target object in the current frame. In this
regard, FM results of the target object are used to reduce the
search range to boost the efficiency of single object tracking.
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TABLE 8. Classification accuracies (%) on animal instances according to training methods.

FIGURE 13. Comparison of sampled search points, depicted by red dots,
in (a) MDNet, (b) MDNet+FM, and (c) CDT+FM. The points in (a) and (b)
are sampled from a Gaussian distribution, while those in (c) are from a
uniform distribution.

As a baseline tracker, MDNet [4], which provides competi-
tive performances in several tracking benchmarks [76]–[78],
is employed. We follow the details in [4] to sample box
candidates from a Gaussian distribution within the search
range.

To reduce the search region, predicted FM direction and
speed are exploited. More specifically, the search region is
narrowed to a fan-shaped area in the predicted FM direc-
tion. The angle of the fan-shaped area is set to 135◦, which
includes the two directions adjacent to the predicted direc-
tion. Note that the accuracy of ‘Direction+’ is higher than
90% in most cases. We use the same maximum distance
from the target to a search candidate as the baseline does.
Figure 13(a) and (b) compare the sampling strategies of
the baseline MDNet and the proposed ‘MDNet + FM.’
Also, when the FM speed is ‘stop,’ the four times smaller
square than the baseline is adopted because the pedestrian
is expected to be not far from the current location in the
next frame. The performance of MDNet+FM is evaluated
on the object tracking benchmark (OTB) dataset [78] and the
temple color 128 (TC128) dataset [79]. Only the sequences
whose target objects are pedestrians are used. OTB and
TC128 have 22 and 23 such sequences, respectively. After
removing duplicated ones, there are 33 pedestrian sequences
in total. To measure the tracking performance quantitatively,
precision (PR) and success rate (SR) [78] are used.

Table 9 compares the performances of MDNet+FM and
the baseline MDNet. Note that ‘# Samples’ denotes the
number of search candidates. Both MDNet+FM and MDNet

TABLE 9. Comparison of tracking performances of MDNet [4] and
MDNet+FM on the pedestrian sequences in the TC128 and OTB datasets.

FIGURE 14. PR and SR scores versus tracking speeds on the pedestrian
sequences in the TC128 and OTB datasets.

adopt the same Gaussian sampling, but MDNet+FM reduces
the search region. Consequently, in the same ‘Setting’
in Table 9, MDNet+FM searches about 33% fewer search
candidates than MDNet does. However, MDNet+FM pro-
vides comparable or even better tracking performances than
MDNet, while improving the tracking speed. It is observed
from Table 9 that, in setting IV and V, MDNet+FM provides
slightly higher PR and SR scores than MDNet, but it is about
175% faster. Figure 14 plots PR and SR scores versus track-
ing speeds in terms of frames per second (fps). Notice that
MDNet+FM is significantly faster than MDNet at similar
PR or SR scores.

B. MULTIPLE OBJECT TRACKING
In multiple object tracking (MOT) sequences [80], objects
tend to move slowly and smoothly between consecutive
frames. Based on this observation, Bochinski et al. [6]
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TABLE 10. Comparison of CDT+FM with the baseline CDT on the MOT17 dataset at low video frame rates. The reported fps scores are the processing
speeds in frames per second (fps).

FIGURE 15. MOTA scores versus tracking speeds on the MOT17 dataset at video frame rates of (a) 5 fps and (b)
2 fps, and (c) 1 fps.

proposed an MOT algorithm, which depends on only the
intersection-over-union (IOU) ratio between the bounding
boxes of a target object and a search candidate. However,
in a low frame rate video (e.g. < 10 fps), their algorithm
may fail because there can be abrupt changes between frames.
To achieve reliable MOT in low frame rate videos, direction
and speed results of FM-Net are applied to a more sophis-
ticated MOT algorithm, CDT [5], which is a tracking-by-
detection method.

As shown in Figure 13(c), the search region of CDT is
narrowed in the sameway asMDNet+FM.CDT adopts a uni-
form distribution for sampling search points. For CDT+FM,
the search region is reduced but the number of search points
is maintained to increase the sampling density. To assess
CDT+FM, the MOT17 benchmark [80] is used. Four out
of seven video sequences in MOT17 have camera move-
ments, which make the FM-based reduction of search range
invalid. To address this problem, the background motion
compensation is performed to all sequences using an affine
transformation based on the BRISK keypoint matching [81].
Then, the MOT accuracy (MOTA), which is one of the
most comprehensive metrics in the benchmark [80], is
computed.

Table 10 compares the performance of CDT+FM with
those of CDT. The number of search points is set to 212, 312,
412, 512, or 612. Since CDT+FMperforms the FMprediction
and the background compensation, the processing speed of
CDT+FM is slower than that of CDT at the same number
of search points. However, for all ‘# Samples’ and ‘Frame
rate,’ CDT+FM provides more accurate tracking results.
In Figure 15, MOTA scores versus processing speeds are
plotted according to the numbers of search points. It exhibits

that CDT+FM yields significantly higher MOTA scores than
CDT at similar processing speeds.

C. CROWD ANALYSIS
The proposed FM estimation algorithm is also applied to
crowd analysis in a single image. By employing the estimated
direction of each pedestrian in a crowd, the crowd is parti-
tioned into several clusters and the group direction of each
cluster is predicted. For the clustering, the simple k-means
algorithm [82] is used. To compute the distance between two
instances, the weighted distance D = DEuc + λDFM is used,
where DEuc is the Euclidean distance between the instances
and DFM is the cyclic difference of the directional indices.
For example, DFM between adjacent directions is 1, and the
maximum DFM is 4 for opposite directions. Also, λ = 40 is
a weight parameter. After the clustering, the group direction
of each cluster is obtained. To this end, for each direction,
the sum of the directional probabilities of instances within a
cluster is computed. Then, the direction, whose sum of the
probabilities is maximal, is selected as the group direction.

We capture various crowded scenes using a surveillance
camera and detect pedestrians using the YOLOv3 detec-
tor [68]. Figure 16 shows some of the crowd analysis results.
In each column in Figure 16, the top image shows pre-
dicted directions of pedestrians. Even though the scene is
crowded, the directions are predicted faithfully. By employ-
ing the directional information, the clustering is performed
with the number of clusters k = 5 in the bottom image.
Note that the bottom image is easier to understand than the
top image since it conveys information compactly through
the data clustering. However, the grouping is not perfect.
In Figure 16(b), group 2 contains one pedestrian who is not
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FIGURE 16. Crowd analysis based on FM: In each column, the top image shows predicted directions of instances, and the bottom one is the
corresponding clustering result with k = 5. If a cluster contains only one pedestrian, its label is not rendered.

near the other three pedestrians in the same group. Also, one
person who should be in group 2 is falsely declared to belong
to group 1. A more sophisticated clustering technique is
required to achieve more meaningful and reliable clustering,
which is a future research issue.

VIII. CONCLUSIONS
Anovel single-image FM estimation algorithm at the instance
level was proposed in this paper. Using the MCP layer,
the proposed algorithm extracts object and global context
features for faithful FM estimation. The proposed algo-
rithm performs three classification tasks to determine the
future direction, speed, and action of an instance. Especially,
the COR scheme was proposed for the ordinal regression
of future direction. Also, FM-Net was trained in a semi-
supervised domain adaptation setting to achieve reliable FM
estimation, evenwhen a source domain in the training process
and a target domain in the inference process were different.
Experimental results demonstrated that the proposed algo-
rithm yields reliable FM estimation performance and can be
used for single and multi object tracking and crowd analysis.
Moreover, the proposed algorithm can be used for estimating
the FMs of cars, cats, dogs, horses, as well as those of
pedestrians. It is a future research issue to expand the FM-Net
to estimate finer quantized future directions. Another issue
is to develop a more sophisticated crowd analysis algorithm
using FM estimation.
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