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ABSTRACT Undoubtedly, these days our telecommunication networks are witnessing not only a major
spike is data volumes, but also a shift in the mode of communications. Employees, news anchor and students
are conducting their daily business and learning activities through online platforms as they shelter homes
during this pandemic and this is expected to continue for some time. An overwhelming shift to one-to-many
and many-to-many communications is observed and end users expect from their providers efficient, secure
and reliable services. Operators of digital platforms are challenged to respond quickly to the rising demand,
by enhancing deployability and manageability of their service. Virtualization is a key enabler for enhanced
deployability and manageability where virtual functions can be automatically deployed on demand. Another
challenge that providers deal with is the individualized requirements by services offered to users which
may vary between high reliabilities, low latency, robust security and any combination thereof. This paper
considers the problem of provisioning multi-source multicast services where each service consists of a set
of in-network virtual functions that must be chained in a particular order to meet the quality of service
demanded by end users. We deal with a reliable service where reliability is attained by provisioning backup
functions for the service. We first calculate the requirements of VNF backups which account for fewer
computing resource consumption. Next, we formulate the multi-source multicast hybrid routing as a Mixed
Integer Linear Programming (MILP) and find a solution with optimal VNF placement and traffic routing.
We also proposed a K-shortest path-based greedy algorithm to reduce the complexity for solving MILP.
Numerical analysis and simulations are conducted to validate the proposed algorithms. Our results show
multi-source multicast has a better routing selection compared to single-source multicast due to the more
options of multicast sources for providing a reliable network service.

INDEX TERMS Network function virtualization, reliability, delay, multi-source multicast, resource
optimization.

I. INTRODUCTION
A. PRELIMINARIES
In recent years, with the development of smart phone and
high speed 4G/5G communication networks, the cost of video
production and distribution has reduced sharply. Network
live video streaming platforms have become more and more
ubiquitous and popular for data/content distribution. Further,
networks these days are witnessing a surge in data traf-
fic, particularly streaming and video conferencing, which is
attributed to the recent and ongoing pandemic that has forced
people (students, teachers, employees, etc.) to turn into digital
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platforms to perform their businesses and do their online
learning. As a result, we witness more and more a rising
trend of services which relies on one-to-may (multicast) and
many-to-many (multi-source multi-destination) communica-
tions and such services have stringent and individualized
requirements [1], [2]. Such requirements can be quite het-
erogeneous with some end users requiring more secure and
private sessions whereas others requiring more efficient and
reliable ones. Operators of digital platforms are hence chal-
lenged to respond quickly to rising demands, by enhancing
deployability and manageability of their services.

Softwarization, and in particular Network Function
Virtualization (NFV), is a key technology for future 5G com-
munication [3] which is expected to bring more automation
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to networks, and facilitate deployability and manageability
of network services. In addition network functions, which
now are virtualized (i.e., VNFs), can be used by operators
to enhance their service by, for example, adding on demand
softwarized security functions among others. A myriad of
functions can be combined together to create heteroge-
neous network services that operators can, in a flexible
way. Operators can chain a set of virtual network functions
[4]–[7] to deliver customized services to end users based on
individual needs, e.g., security and privacy, video rendering
and compression/decompression, etc..

In this paper, we address an emerging challenge for
networks, content providers as well as operators of video
tele-conferencing platforms, which is multicasting and
service chaining with softwarized functions. We study the
problem of provisioning multicast services, placement of
virtualized functions, and chaining traffic through these func-
tions to deliver end users with their demanded services.
We consider provisioning of services to end users demanding
high reliability. Often, in softwarized networks network func-
tions are instantiated on virtual machines (VMs) which run
on off the shelf servers. Hardware or software failures cause
a failure to the provisioned functions which may disrupt the
chain of the ongoing multicast session. For example, a fail-
ure of security or privacy-preserving functions for an online
learning session involving kids may not be tolerated and can
cause financial losses to the service provider. Accordingly,
operators to strengthen the posture of their service and deliver
reliable one will provision redundant network functions, such
that when a primary function fails, its backup resumes ser-
vice immediately. This work considers then the reliability
enhancement for multicast service chaining with redundant
virtualized network functions.

B. RELATED WORK AND NOVEL CONTRIBUTIONS
Multicast in NFV-enabled network has become a hot research
topic and attracted interests from both academia and industry
alike. In [8], the authors studied the NFV multicast resource
optimization problem. In their model, the VNFs are placed
within a single server. In [9], the optimal service function tree
embedding in the shared multicast tree is studied. The pro-
posed model supports the VNF placements of one multicast
tree at dispersed network nodes. The authors of [10] stud-
ied the NFV multicast problem and proposed a multi-stage
solution by separating the multicast traffic forwarding and
function delivery. In [11], the authors studied throughput
maximization of NFV-enabled multicasting. An approxima-
tion algorithm of the cost minimization problem is proposed.
Furthermore, the online throughput maximization problem
is studied. In [12], the authors studied the problem of NFV
multicast with multipath routing. Precisely, one multicast
service is allowed to be delivered by multiple multicast trees.
For each destination, it is served by the multipath routing
of multiple multicast trees. In [13], the authors focus on
the problem of delay-aware NFV-enabled multicasting. An
approximation algorithm for multicasting problem without

delay requirements is proposed. By considering the total pro-
cessing and transfer delay, an heuristic algorithm is proposed.
Although the existing NFV multicast algorithms are able
to minimize the resource consumption of multicast routing,
they do not consider the reliability and end-to-end delay of
network services. As discussed earlier, the reliability and
delay requirements of end users are stringent for a reliable
network service [14]–[16] (e.g., live streaming, disaster warn-
ing, synchronized broadcast, etc.). In this work, we pro-
pose a reliability aware NFV multicast resource optimization
model with end-to-end delay constraints. In order to increase
the acceptance ratio of multicast destination nodes, a multi-
source multicast resource optimization model is formulated
as a Mixed Integer Linear Programming(MILP). We further
propose a K-shortest path-based greedy algorithm to reduce
the complexity of MILP.

C. PAPER ORGANIZATION
The remaining of this paper is organized as follows. Section II
presents the illustrative example. In Section III, we present
the mathematical framework enclosing a detailed prob-
lem formulation, reliability guarantee of multicast services
and greedy algorithm. Numerical results are presented in
Section IV. And conclusion is shown in Section V.

II. PROBLEM STATEMENT
A. ILLUSTRATIVE EXAMPLE
An illustrative example is shown in Figure 1. Assume the
VNF processing order of multicast service is f1 → f2.
There are 3 destinations d1, d2 and d3 in 11-node network
(n1 - n11). Assume the bandwidth consumption for each des-
tination is 2 units. We further assume each link has available
bandwidth of 10 units and constant delay of 10 units. The reli-
ability of node is 0.9. And each node has enough computing
resource for processing VNFs. In the first case (Figure 1(a)),
without reliability and delay constraints, s1 is selected as the
multicast source. f1 and f2 are placed at n5 and n9 respectively.
The link bandwidth consumption is 10 units. The end-to-end
delay of d1, d2 and d3 are 30 units, 30 units and 40 units. Next,
if the end-to-end delay of d1, d2 and d3 are set as 30 units, s2
must be used for d3. The available route and VNF placements
are shown in Figure 1(b). The red route has been used for
d1 and d2. d3 is served by blue route. In this case, although
the end-to-end delay is 30 units, it consumes 14 units of
link bandwidth. In the third case, we further consider the
reliability requirement of NFV multicast (e.g., the multicast
destinations require a reliability of 0.98). For each type of
VNFs, one backup must be added. There are two f 1 and
two f 2 which are placed at n2, n4 n5 and n9 respectively.
The route of Figure 1(c) consumes 16 units of link band-
width. The reliability of multicast destinations is calculated as
(1− (1− 0.9) ∗ (1− 0.9))2 = 0.9801 > 0.98. Note that the
end-to-end delay of d3 is 50 units. If we consider the 30 units
of delay constraint for d3, multi-source multicast must be
used. The available routes are shown in Figure 1(d). Thus,
the challenges of reliability-aware multi-source multicast
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FIGURE 1. Illustrative example of Hybrid Routing for NFV multicast.

in NFV-enabled network consists are four folds: 1) the
necessary VNF backups; 2) the optimal VNF placements;
3) the optimal multicast sources selection; 4) the optimal
routing from multicast source to multicast destinations.

B. NETWORK MODEL
We study the reliability aware multi-source multicast
resource optimization model in NFV-enabled network. The
reliability of NFV multicast can be guaranteed by pro-
viding VNF backups. We model the substrate network as
a directed graph which consists of a set of N Physical
Nodes (PNs) and a set of L Physical Links (PLs) inter-
connecting the PNs. The set of VNFs F = {f1, f2, ..} is
defined to describe different types of VNFs (e.g., intrusion
detection, firewall, hardware accelerator, video compression/
decompression, etc.). We assume PN k (k ∈ [1, |N |]z)

is equipped with a Physical Machine (PM) and a switch
which could be used to process the VNFs/backup VNFs and
provides the PLs. And each PM k (k ∈ [1, |N |]z) has a
computing capacity Ck ≥ 0 for processing different types
of VNFs. The reliability of PN k is denoted as k.reliability.
The computing resource consumption is defined as cfj for the
VNF implementation of fj. Each PL m (m ∈ [1, |L|]z) has a
available bandwidth Bm ≥ 0 and a transmission delay δm for
multicast network services. In our work, the reliability of PL
is not considered, since it could be transformed as a part of PN
reliability. The set of multicast network services is denoted
as R. Each multicast service r (r ∈ [1, |R|]z) is modelled
as a 6-tuple (Sr ,Dr ,Fr , br ,2r ,Rer ), where the Sr and Dr
are the candidate source node set and the destination node
set. Fr denotes the ordered VNFs that the multicast network
service r must be processed. br and 2r denote the link
bandwidth consumption and end-to-end delay requirement of
multicast network service r . And Rer denotes the reliability
requirement of multicast r for all destinations in Dr .

III. MATHEMATICAL MODELLING
A. PROBLEM FORMULATION
In our reliability aware multi-source multicast resource
optimization model, we consider the optimal backup node
selection and hybrid routing to minimize the total link
bandwidth consumption and guarantee the reliability and
end-to-end delay for each destination node.We first introduce
the VNF backups in NFV multicast. For each destination in
multicast r , there is a set of VNFs Fr must be processed
in order. The ordered VNFs in multicast r is described as
frj, where j denotes the index of jth VNF in Fr . We further
define the number of VNF/backups frj for source s(s ∈ Sr )
and destination d(d ∈ Dr ) in multicast r as NUM rj

sd . With
the consideration of VNF backups, the routing from source
to destination in one multicast includes serial, parallel and
hybrid paths. In order to formulate the hybrid paths with
VNF backups, we next decompose the end-to-end path from
source to destination into multiple virtual paths. The number
of virtual paths from s to d in r is calculated as NUMPrsd =∏

j∈[1,|Fr |]z NUM
rj
sd . We define two binary variable xrsdijk and

yrsdijm to indicate the VNF placements and routing selection
for each pair of source-destination nodes (s, d , s ∈ [1, |S|]z,
d ∈ [1, |D|]z) in multicast network service r . They are:

xrsdijk =


1 if the jth VNF instance of r is hosted on PNk

in virtual path i for a source-destination node
pair (s, d).

0 otherwise.

yrsdijm =


1 if the jth VNF instance of r is using link m

in virtual path i to receive traffic from uplink
VNF for a source-destination node pair(s, d).

0 otherwise.

Note that PNs and PLs are able to be reused in multiple
virtual paths with the same source and the same destination in
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one multicast. Thus, two binary variable prsdjk and qrsdjm are
defined to indicate the real VNF placements and routing
selection for a source-destination pair (s, d). They are:

prsdjk =


1 if the jth VNF instance of r is hosted on PNk

for source-destination pair (s, d).
0 otherwise.

qrsdjm =


1 if the jth VNF instance of r is using link m

to receive traffic from uplink VNF for
source-destination pair (s, d).

0 otherwise.

For multiple destinations in one multicast, PNs and PLs
could be reused in multicast paths. We define three binary
variable ursjk , v

rs
jm and wrsm to indicate the VNF placement and

routing selection for multicast r . They are:

ursjk =


1 if the jth VNF instance of r is hosted on PNk

for source s.
0 otherwise.

vrsjm =


1 if the jth VNF instance of r is using link m

to receive traffic from uplink VNF for
source s.

0 otherwise.

wrsm =


1 if r is using link m to receive traffic

for source s.
0 otherwise.

In our work, once the number of backups for each type of
VNF is determined, the objective of resource optimization for
hybrid routing is to minimize bandwidth consumption. Thus,
the objective is mathematically formulated as:

Obj : Min{
∑
r

∑
s

∑
m

wrsmbr } (1)

Next, we define a binary variable zrsd to denote the
source-destination pair (s, d) of one multicast service r , such
that:

zrsd =


1 if there is a source-destination pair (s, d)

for a multicast service r .
0 otherwise.

If the destination d of multicast service r is served, there is
at most one source node s is activated for d . It is formulated
as: ∑

s∈[1,|Sr |]z

zrsd = 1(∀d ∈ [1, |Dr |]z) (2)

According to the definitions of virtual path variables prsdjk ,
qrsdjm , for each source-destination pair (s, d) in multicast
service r , the formulation of VNF placement and routing
selection has the following constraints:

xrsdijk ≤ prsdjk (∀r, s, d, i, j, k) (3)

∑
i

xrsdijk ≥ prsdjk (∀r, s, d, j, k) (4)

yrsdijm ≤ qrsdjm (∀r, s, d, i, j,m) (5)∑
i

yrsdijm ≥ qrsdjm (∀r, s, d, j,m) (6)

The definitions of multicast path variables ursjk , v
rs
jm and wrsm

must follow the VNF placements and routing selections from
virtual path variables prsdjk , qrsdjm for each source s in multicast
service r . The formulation of VNF placement and routing
selection of multicast path has the following constraints:

prsdjk ≤ ursjk (∀r, s, d, j, k) (7)∑
d

prsdjk ≥ ursjk (∀r, s, j, k) (8)

qrsdjm ≤ vrsjm(∀r, s, d, j,m) (9)∑
d

qrsdjm ≥ vrsjm(∀r, s, j,m) (10)

vrsjm ≤ wrsm(∀r, s, j,m) (11)∑
j

vrsjm ≥ wrsm(∀r, s,m) (12)

Based on the network flow balance constraint, the
incoming traffic must equal the outgoing traffic at each PN
in each virtual path i from source to destination. According
to the model of Layered Graph [16], it is mathematically
formulated as:∑

m.tail=k

yrsdijm −
∑

m′.head=k

yrsdijm = (xrsdijk − x
rsd
i(j−1)k )z

r
sd (13)

Note that the above flow balance constraint handles the
order of VNF processing within one virtual path. In order to
make sure all VNFs/backups from different virtual paths have
the correct VNF processing order, we formulate the follow-
ing VNF order constraint. It forces no connection between
current (j) and previous (j− 1) VNF/backup (qrsdjm = 0) if the
next VNF/backup (j+ 1) is placed at the head of current link
(prsd(j+1)m.head = 1).

qrsdjm ≤ 1− prsd(j+1)m.head (14)

To meet the reliability requirement, there are at least
NUM rj

sd j
th VNF/backups for the available source-destination

pair (zrsd = 1) of multicast r . It is formulated as:∑
k

prsdjk = NUM rj
sd z

r
sd (15)∑

j

prsdjk ≤ 1 (16)

∑
k

xrsdijk ≤ 1 (17)

In order to separate the reliability calculation of
different types of VNF/backups, all VNF/backups (e.g., jth

VNF/backups) from all virtual paths must have connections
between jth and (j + 1)th VNF/backups. We define a binary
hrsdijk to indicate the virtual path selection for jth VNF of
source-destination pair (s, d) in multicast r . Here, k denotes
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the VNF placement of (j + 1)th VNF. We further introduce
a new binary H rsd

ii′jk to describe the connections between
two virtual paths i and i′. The constraints are formulated as
follows:∑

i

∑
m.tail=k

yrsdijmh
rsd
i(j−1)k ≥ NUM r(j−1)

sd prsdjk (18)∑
i

hrsdi(j−1)k ≥ NUM r(j−1)
sd prsdjk (19)

hrsdijk h
rsd
i′jk ≤ H rsd

ii′jk (i 6= i′) (20)

xrsdijk x
rsd
i′jk ≤ 1− H rsd

ii′jk ′ (i 6= i′) (21)

The bandwidth and computing resources constraints are
formulated as: ∑

r

∑
j

∑
s

ursjkcfrj ≤ Ck (22)

∑
r

∑
s

wrsmbr ≤ Bm (23)

We consider the end-to-end delay constraint for each
destination d in multicast service r . Let a variable nrsdi
denotes the end-to-end delay of virtual path i from source
node s to destination d in r .

nrsdi ≥
∑
m

∑
j

yrsdijmδm (24)

nrsdi ≤ 2r (25)

B. RELIABILITY GUARANTEE
InNFV-enabledmulticast model, we provide each destination
with enough VNF backups to guarantee the reliability of
the service. However, more computing resources will be
consumed with the increase of the number of VNF back-
ups. Thus, it is reasonable to guarantee the reliability for
each destination with minimal number of VNF backups.
Recall that each destination requires a chain or a sequence
of VNF processing (e.g., f 1 → f 2 in Fig.1). And any
failure in each type of VNF leads to the collapse of the entire
chain. An efficient way to improve the chain reliability is
by adding a backup for the VNF with the weakest reliability
[15]. Next, we need to determine which type of VNF will
be the weakest. Since the VNF placements are unknown,
the worst case of reliability calculation must be analysed.
For each service chain, the worst case of reliability is the
placements of VNF with least number of backups in weak-
est nodes. For example, there are 5 nodes with reliabilities
(0.9−0.94): n1(0.9), n2(0.91), n3(0.92), n4(0.93), n5(0.94).
And the service chain is assumed as f 1 → f 2. We fur-
ther assume the numbers of f 1 and f 2 are 3 and 2,
respectively. The worst case of VNF placement should be
n1(f 2), n2(f 2), n3(f 1), n4(f 1), n5(f 1). The reliability of the
worst case could be calculated as (1−((1−0.9)×(1−0.91)))×
(1 − ((1 − 0.92) × (1 − 0.93) × (1 − 0.94))) = 0.99. If the
reliability requirement is 0.991, the best way is to provide f 1
with an additional backup. The above procedure is shown in
Algorithm 1. First, we need to generate a new list of nodes

Algorithm 1 Redundant VNF/Backup Calculation With
Reliability Guarantee

1 Initialization:
2 Substrate Network (N and L) and Multicast Services
(R);

3 NUMrj := 1(∀r, j);
4 VNF_reliabilityrj := 1(∀r, j);
5 SFC_reliabilityr := 1(∀r);
6 Generate new List of Nodes LN in ascending order of
reliability value;

7 while true do
8 isFinished := 1;
9 for r = 1 : |R| do

10 Generate new List of VNFs LVr in ascending
order of the value of NUM ;

11 count = 1;
12 for j = 1 : |LVr | do
13 for n = 1 : NUMrj do
14 VNF_reliabilityrj := VNF_reliabilityrj×

(1− LN (count).reliability);
15 count++;
16 end
17 VNF_reliabilityrj := 1− VNF_reliabilityrj;

SFC_reliabilityr :=
SFC_reliabilityr × VNF_reliabilityrj;

18 end
19 if SFC_reliabilityr < Rer then
20 Select the VNF j with the smallest value of

NUM ;
21 NUMrj ++;
22 isFinished := 0;
23 end
24 end
25 if isFinished == 1 then
26 break;
27 end
28 end

in ascending order of reliability values in Line 6. Next, for
each multicast session r , different types of VNFs must be
reordered based on the numbers of VNF backups in line 10.
In line 12-18, the worst case of reliability is calculated. If the
current reliability value does not meet the reliability require-
ment, the algorithm select the VNF with the least number and
provide it with an additional backup in line 19-23. Based on
the VNF backup numberNUM fromAlgorithm 1, the optimal
VNF placement and hybrid routing in NFV-enabled multi-
cast can be solved by the MILP formulation: Objective: (1);
Constraints: (2) - (25).

C. GREEDY ALGORITHM
In this subsection, we introduce a K-shortest path-based
greedy algorithm to reduce the complexity of the pro-
posed MILP solution. According to the MILP formulation
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in Section III-A, the complexity mainly comes from the
connections between neighbour VNFs to guarantee the chain
reliability (e.g., (18)-(21)). Thus, to reduce the complex-
ity, the original optimization problem is decomposed into
three sub-problems. They are: a) Multicast source selection;
b) Hybrid routing with delay constraints and c) VNF place-
ments for backups. For solving the first sub-problem, we pro-
posed Algorithm 3 to provide multicast destinations with
minimal number of multicast sources. In the second sub-
problem, K-shortest-paths algorithm is used to find available
paths with reliability and delay constraints for hybrid routing
(line 11 - 17 in Algorithm 2 and Algorithm 5). Finally,
the third sub-problem of VNF placements is solved in line
24 in Algorithm 2.
In Algorithm 2, dest_path and source_path are defined

to indicate candidate source nodes for destination d
(e.g., the end-to-end delay ≤ the delay requirement of mul-
ticast session r) and destination nodes which can be served
by each source s, respectively. Note that, not all source
node in dest_path(d) is necessary for multicast destination d .
The minimal number of multicast sources is determined by
Algorithm 3. In Algorithm 3, for each destination, we first
introduce two sets all_source_set and all_dest_set to store
all available sources and all destinations (line 7 - 8). Next,
the source s with max count in all_source_set is selected
and remove all destinations which s could be served from
all_dest_set (line 14 - 16). The above selection procedure is
stopped when all destinations have been served (line 11 -13).
Once the connections between multicast sources and des-
tinations are determined, the candidate paths [17] must be
provided for each destination (line 14 in Algorithm 2). Recall
that, there are VNF/backups which need to be placed at
these candidate paths. Some of paths may not have enough
nodes for hosting VNF/backups. Thus, we next find available
paths in k_paths according to Algorithm 4. The basic idea of
Algorithm 4 is checking and extending the path to make sure
it has enough nodes for hosting VNF/backups. According to
the section of reliability guarantee, the available path must be
able to provide

∑
j NUMrj available nodes for VNF/backups

placements (line 7 - 15 in Algorithm 4). If the current path is
not available for VNF placement due to the lack of available
nodes, the algorithm add new parallel path into the current
path (line 9 - 11 in Algorithm 4). The purpose of new added
node/path which is close to source is to provide enough
computing resources for VNF placements.

For each destinations, it only needs one available path
from multicast source in order to reduce the link bandwidth
resource consumption. And nodes and links in these available
paths could be reuse if they provide services for the same
multicast source. Therefore, we need to select one available
path for each multicast destination with maximal usage of
nodes and links. The selection is based on the new defined
weight of links and Algorithm 5. The weight of link indicates
the count of link shown in all available paths. In order to find
the central path (e.g., most nodes and links could be used
for multiple multicast destinations) from all available paths,

Algorithm 2 K-Shortest Path-Based Greedy Algorithm
for NFV Multicast Routing

1 Input:
2 Substrate Network (N and L) and Multicast Services
(R);

3 NUMrj(∀r, j) from Algorithm 1;
4 Output:
5 NFV Multicast Routing and VNF placements in R;
6 for r = 1 : |R| do
7 Update the network topology based on the available

link bandwidth and the bandwidth requirement of
multicast network service r;

8 dest_path(d) = find candidate source nodes
(end-to-end delay ≤ 2r ) for each destination d of
multicast network service r ;

9 source_path(s) = find destination nodes which can
be served by each multicast source node s according
to Algorithm 3;

10 %% VNF placement and multicast routing%%
11 for s = 1 : |source_path| do
12 Update the network status and add an empty link

set of all_links;
13 for d = 1 : |source_path(s).dest| do
14 k_paths(d) = find K-shortest paths from

source_path(s) to source_path(s).dest(d);
15 available_vnf _nodes(d) = find available

nodes in k_paths for VNF placements of Fr
with an ascending order of distance from
source_path(s);

16 available_paths(d) = find available paths in
k_paths with enough number of available
nodes according to Algorithm 4;
all_links.add( find all links from
available_paths(d));

17 end
18 %% Calculate the weights of links in available

paths%%
19 for m = 1 : |all_links| do
20 all_links(m).weight = the count of link m in

all available paths;
21 end
22 for d = 1 : |source_path(s).dest| do
23 central_path(d) = find central path of d

based on the weight of all_links according to
Algorithm 5;

24 do VNF placement in central_path(d) and
minimize the VNF and path usage according
to multicast constraints;

25 end
26 end
27 end

in Algorithm 5, we select the path with largest weight from
all available paths.
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Algorithm 3 Find Destinations Nodes for Multicast
Sources

1 Input:
2 Multicast Services (R);
3 dest_path(d) from Algorithm 1;
4 Output:
5 source_path(s) for all multicast sources;
6 for d = 1 : |dest_path| do
7 all_source_set.add(find all available sources from

dest_path(d));
8 all_dest_set.add(find all destinations from

dest_path(d));
9 end
10 while true do
11 if is empty(all_dest_set) then
12 break;
13 end
14 s = find source with the max count in

all_source_set;
15 source_path(s).add( find all destinations which can

be served by source s);
16 remove source_path(s) from all_dest_set;
17 end

In Algorithm 2, to find candidate source nodes for each
destination in multicast service r , Dijkstra’s shortest path
algorithm is implemented. Therefore, the complexity for
finding dest_path(d) and source_path(s) in Algorithm 2 is
O(|Sr ||Dr |N 2) = O(N 4) (|Sr | ≤ N and |Dr | ≤ N ),
where N is the number of nodes in network. Note that
the complexity of VNF placement and multicast routing
comes from K-shortest path algorithms for finding avail-
able/central paths. According to [17], the complexity could
be calculated as O(|source_path||source_path.dest|KN (M +
NlogN )) = O(KN 3(M + NlogN )) (|source_path| ≤ N
and |source_path.dest| ≤ N ), where M is the amount of
edges and K is the size of initial set of paths. In conclusion,
the complexity of algorithm is O(KN 3(M + NlogN )) for the
process of one multicast service.

IV. NUMERICAL RESULTS
In this section, we evaluate the performance of the
proposed Reliability-aware Multi-source multicast hybrid
Routing solutions with Delay constraints (RMRD-MILP and
RMRD-Greedy). The performance of RMRD-MILP and
RMRD-Greedy are compared with 1) Multi-source multi-
cast hybrid Routing without reliability constraints (MR);
2) Reliability-aware Single-source multicast hybrid Routing
solutions with Delay constraints (RSRD). We use CPLEX
to solve the formulation of RMRD-MILP. All simulations
are conducted on a physical machine equipped with an Intel
3.2 GHz processor and 24 GB RAM. Three different network
topologies are considered, namely: 1) a small network shown
in Figure 2 composed of 12 PNs (4 × 3), 2) a medium

Algorithm 4 Find Available Paths With Reliability Con-
straints
1 Input:
2 Substrate Network (N and L) and Multicast Services
(R);

3 NUMrj(∀r, j), k_paths, available_vnf _nodes from
Algorithm 1;

4 Output:
5 available_paths for each destination;
6 for p = 1 : |k_paths| do
7 if available_vnf _nodes(d, p) <

∑
j NUMrj then

8 %% add new VNF node into path%%
9 new_vnf _nodes = find nodes close to source

with enough computing resources;
10 Generate new path with new_vnf _nodes;
11 Replace p with new path in available_paths(d) if

the delay constraints are met;
12 end
13 else
14 available_paths(d).add(p);
15 end
16 end

Algorithm 5 Find Central Path for Each Destinations
Based on Link Weight

1 Input:
2 Substrate Network (N and L) and Multicast Services
(R);

3 all_links, available_paths, source_path from
Algorithm 1;

4 Output:
5 central_path for each destination;
6 for d = 1 : |source_path(s).dest| do
7 for p = 1 : |available_paths(d)| do
8 path_weight(d, p) =∑

m∈available_paths(p) all_links(m).weight;
9 end
10 central_path(d) = find the path from

available_paths(d) with largest weight.
11 end

network composed of 20 PNs (5× 4) and 3) a large network
composed of 40 PNs (8 × 5). In simulations, we assume
there are four different types of VNFs (f 1, f 2, f 3, f 4). And
each multicast session will randomly choose two of them
for VNF processing. The computing resource consumptions
of these four VNFs are {2, 2, 4, 4} units. Each node is
assumed to have a computing capacity of 20 units. And the
reliabilities of nodes are randomly generated between 0.9 and
0.92. Each link is assumed to have available bandwdith and
link delay of 20 and 10 units. Due to the complexity of
the proposed RMRD-MILP solution, we only implement
it on a small network hosting 1 multicast session with
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TABLE 1. Routing results for a 12-node network.

FIGURE 2. A small network composed of 12 PNs.

FIGURE 3. Percentage of admitted multicast destinations versus max
path num (20-nodes network with 5 multicast services and a per-service
reliability requirement of 0.98).

2 sources and 2 destinations. In small network, to facilitate
the demonstration of algorithm performance, the multicast
sources and destinations are set as {1, 3}, {11, 8}, respec-
tively. The end-to-end delay requirement for all destinations
is 40 units. The reliability and bandwidth requirements of
multicast session are repectively set to 0.98 and 2 units. The
service chain is assumed as f 1 → f 3. The performance
comparisons of RMRD-MILP and RMRD-Greedy are shown
in Table 1.

According to Table 1, both RMRD-MILP and
RMRD-Greedy (K = 10) are able to find available hybrid
paths and guarantee the reliability and delay of multicast
destinations. And the performances of computing utilization
and bandwidth utilization of RMRD-Greedy are same as

FIGURE 4. CPU time (s) versus max path num (20-nodes network with
5 multicast services and a per-service reliability requirement of 0.98).

FIGURE 5. Average reliability versus max path num (20-nodes network
with 5 multicast services and a per-service reliability requirement of
0.98).

RMRD-MILP. However, the CPU times of RMRD-MILP
and RMRD-Greedy are 5383 seconds and 0.1352 seconds,
respectively. We observe that the proposed RMRD-Greedy
achieves the same performance to RMRD-MILP in
12-node network within a negligible runtime. Therefore,
RMRD-Greedy will be used in the sequel for the performance
evaluations for large network.

Next, we evaluate the performances of RMRD-Greedy
in 20-node network with 5 multicast sessions. And each
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FIGURE 6. Percentage of admitted multicast destinations versus link
bandwidth (40-nodes network with 20 multicast services and a
per-service reliability requirement of 0.99).

FIGURE 7. Computing resource utilization versus link bandwidth
(40-nodes network with 20 multicast services and a per-service reliability
requirement of 0.99).

multicast session is equipped with 2 sources and 3 des-
tinations. For each destinations, the reliability and delay
requirements are fixed to 0.98 and 40 units. We vary the
max_path_num (K-shortest paths) in the range of 2 to 10.
We define the accept ratio as the number of admitted mul-
ticast destinations divided by the number of all destinations.
According to Figure 3, it is clear that more multicast ser-
vices/destinations will be admitted with the increase of the
max_path_num. If max_path_num ≥ 6 is selected, both
RMRD-Greedy and MR achieve 100% acceptance ratio.
In Figure 4, a longer CPU running time will be introduced
if we select a larger value of max_path_num. Note that MR
shows better performances of acceptance ratio and CPU run-
ning time. This is because MR needs no backup in service
chain. And it needs less paths to do VNF placements. The
average reliabilities of RMRD-Greedy and MR are shown
in Figure 5. Our results showMR has a worse reliability since
the reliability constraints are omitted.

FIGURE 8. Average end-to-end delay versus link bandwidth (40-nodes
network with 20 multicast services and a per-service reliability
requirement of 0.99).

FIGURE 9. Percentage of admitted multicast destinations versus node
capacity (40-nodes network with 20 multicast services and a per-service
reliability requirement of 0.99, link bandwidth = 40).

In a large network with 40 PNs (max_path_num = 40),
we first study the performance comparisons of limited link
bandwidth. We randomly generate 20 available multicast
services. And each of them is equipped with 4 destinations.
The reliability and end-to-end delay are set as 0.99 and
80 units, respectively. To make the performance comparison
clear, the number of sources in each multicast service is set
as 2. And we introduce RSRD-S1 and RSRD-S2 as two dif-
ferent source node selection algorithms. The Figure 6 shows
the percentage of admitted multicast destinations versus link
bandwidth in the range of 10−60 units. Both RMRD-Greedy,
MR, RSRD-S1 and RSRD-S2 achieve stable acceptance ratio
when link_bandwidth ≥ 40 units. Similar to the results in
20-node network, MR has the best performance at the cost
of a reliability loss. Due to the limitation of source selection,
both RSRD-S1 andRSRD-S2 have lessmulticast destinations
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FIGURE 10. Bandwidth utilization versus node capacity (40-nodes
network with 20 multicast services and a per-service reliability
requirement of 0.99, link bandwidth = 40).

FIGURE 11. Percentage of admitted multicast destinations versus number
of multicast sessions (40-nodes network with 10− 40 multicast sessions
and a per-service reliability requirement of 0.99, link bandwidth = 40,
node capacity = 60).

been admitted compared to RMRD-Greedy. The computing
resource utilization is shown in Figure 7. With the increase of
link bandwidth, there are more multicast destinations which
have been admitted for both four algorithms. RMRD-Greedy
has the largest value of computing resource utilization
when link_bandwidth ≥ 30 compared to RSRD. This is
because RMRD-Greedy has larger value of acceptance ratio.
In Figure 8, we show the average end-to-end delay of all four
algorithms are smaller than the delay requirement 80 units.
Due to the MR has the smallest number of VNFs, it is able to
provide multicast service for more destinations with smallest
end-to-end delay.

Next, we vary the node capacity in the range of 20 to
60 units and evaluate the performance of the proposed algo-
rithms. To make a fair comparison, the link bandwidth is set
as 40 units. In Figure 9, we show the percentage of admitted

FIGURE 12. Bandwidth utilization versus number of multicast sessions
(40-nodes network with 10− 40 multicast sessions and a per-service
reliability requirement of 0.99, link bandwidth = 40, node capacity = 60).

FIGURE 13. Computing resource utilization versus number of multicast
sessions (40-nodes network with 10− 40 multicast sessions and a
per-service reliability requirement of 0.99, link bandwidth = 40, node
capacity = 60).

multicast destinations increased with the increase of node
capacity for all four algorithms. Similarly, MR has the best
result of acceptance ratio. And RMRD-Greedy outperforms
RSRD-S1 and RSRD-S2. Since we fixed the link bandwidth,
the comparison of bandwidth utilization is able to indicate
the hybrid routing performance. In Figure 10, MR has the
largest bandwidth utilization for node capacity in a range
of 20 to 30. The reason is that MR has more multicast
sessions which have been admitted (Figure 9). If we only
consider the case of 100% acceptance ratio (RMRD-Greedy
and MR at node capacity of 60), Figure 10 shows an extra
34.25% bandwidth resource consumption of RMRD-Greedy
compared to MR. And the reason for a worse bandwidth
utilization of RMRD-Greedy compared to RSRD is the larger
value of acceptance ratio.
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Finally, we fixed the link bandwidth and node capacity
and vary the number of multicast sessions from 10 to
40. The results of acceptance ratio of four algorithms are
shown in Figure 11. Note that MR and RMRD-Greedy
have the same performance. With the increase of multicast
sessions, some of them will eventually be dropped due to
the lack of bandwidth and computing resources. We com-
pare the bandwidth and computing resource utilization in
Figure 12 and 13. The results show that the RMRD-Greedy
and RSRD have the very close performances of bandwidth
and computing resource utilization in the number of multi-
cast sessions 10 - 20. Note that RMRD-Greedy has a larger
value of acceptance ratio compared to RSRD in Figure 11.
We conclude that multi-source multicast has a better routing
selection compared to single-sourcemulticast due to themore
options of multicast sources.

V. CONCLUSION
In this paper, we presented a novel reliability-aware hybrid
routing scheme for multi-source multicast in NFV-enabled
network. The optimization routing model is formulated as
a MILP. And a K-shortest path-based greedy algorithm is
proposed to reduce the complexity of MILP formulation. Our
numerical results show that the proposed reliability-aware
multi-source multicast algorithm outperforms single-source
multicast algorithm in terms of acceptance ratio and network
resource consumption.
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