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ABSTRACT Portfolio optimization is a hot research topic, which has attracted many researchers in recent
decades. Better portfolio optimization model can help investors earn more stable profits. This paper uses three
deep neural networks (DNN5s), i.e., deep multilayer perceptron (DMLP), long short memory (LSTM) neural
network and convolutional neural network (CNN) to build prediction-based portfolio optimization models
which own the advantages of both deep learning technology and modern portfolio theory. These models
first use DNNs to predict each stock’s future return. Then, predictive errors of DNNs are applied to measure
the risk of each stock. Next, the portfolio optimization models are built by integrating the predictive returns
and semi-absolute deviation of predictive errors. These models are compared with three equal weighted
portfolios, where their stocks are selected by DMLP, LSTM neural network and CNN respectively. Also,
two prediction-based portfolio models built with support vector regression are used as benchmarks. This
paper applies component stocks of China securities 100 index in Chinese stock market as experimental data.
Experimental results present that the prediction-based portfolio model based on DMLP performs the best
among these models under different desired portfolio returns, and high desired portfolio return can further
improve the performance of this model. This paper presents the promising performance of DNNs in building

prediction-based portfolio models.

INDEX TERMS Deep neural network, prediction-based portfolio, semi-absolute deviation.

I. INTRODUCTION
Portfolio optimization as a challenge and multi-objective
optimization problem has received increasing attention from
researchers, fund managers and individual investors. The
main idea of portfolio optimization is to determine the opti-
mal weight of each asset by maximizing its expected return
and minimizing the risk simultaneously. Better portfolio opti-
mization model owns superior efficient frontier, which can
help investors obtain higher expected return at the same risk
level. Thus, proposing more efficient portfolio optimization
model becomes a hot topic in investment management fields.
Markowitz mean variance (MV) model as the beginning
of modern portfolio theory first presents an efficient formula
solution to trade-off between expected return maximization
and risk minimization [1]. Since the MV model is based
on many restrict hypotheses such as normal distribution of
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stocks’ returns, which is hardly established in real stock
market, many researchers try to improve the suitability of this
model from different perspectives. Mean absolute deviation
model is introduced by Konno et. al to replace MV model [2].
This model applies absolute deviation as risk metric, which
is easy to calculate for large scale portfolio optimization
problems. They also proves that absolute deviation metric is
equivalent to variance metric when stocks’ returns are nor-
mally distributed. Then, Speranza uses semi-absolute devia-
tion indicator to measure the downside risk of each stock [3].
Because the downside risk of each stock is more important
than the upside risk and can help investors better handle the
risk of each stock and made a better choice. Since then, semi-
absolute deviation metric has been widely used to measure
the risk for portfolio optimization.

These classical portfolio models usually adopt the mean of
historical stock returns as expected return, which is suitable
for long term investment in stock market practice. But for
short term investment, since stock market has many short
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term speculations and stock price is greatly affected by mar-
ket sentiment, these models may not be suitable for short
term investment. In addition, using mean historical returns as
future expected returns conducts a low pass filtering influence
on the stock markets, giving imprecise predictions of future
stock returns, which is adverse to the models’ performance
on short term investments [4].

Recently, different kinds of machine learning (ML) models
have been used for short term financial market prediction
[5]-[12] and have obtained satisfying results. This shows
a promising direction to apply predictive future return as
expected return in building portfolio models. Thus, ML tech-
niques can be combined with modern portfolio optimization
models for short term investment, which possesses the advan-
tages of both ML techniques and modern portfolio theory
[13]. In this case, some researches try to combine artificial
neural networks (ANNSs) with portfolio optimization models
to build novel portfolio models and generate satisfying results
[14]-[16]. These models utilize historical returns of individ-
ual stocks to calculate portfolio’s risk. However, many empir-
ical studies have shown that historical returns hardly obey the
normal distribution hypothesis. Thus, it is not reasonable to
use historical returns to calculate portfolio’s risk. Fortunately,
Freitas et al. discover that the normality of ANN’s predictive
errors is higher than the series of historical returns [17],
which means predictive errors of ANN are more suitable for
building MV model. Then, some researches propose different
prediction-based portfolio models by using predictive errors
of ML models rather than historical returns of individual
stocks for portfolio formulation and obtain promising results
[4], [18], [19]. However, this kind of research has received
very little attention from researchers since then [20]. Thus,
it is necessary and worthy to further pay attention to this
research direction. As deep neural networks (DNNs) have
shown better performance than traditional ML technologies
in financial market prediction [21]-[25], it is of great impor-
tance to explore the application of DNNs in formulating
prediction-based portfolio optimization models. Therefore,
this study focuses on building prediction-based portfolio opti-
mization models by using different DNNs’ predictive results.

Among all the DNNs, deep multilayer perceptron (DMLP),
long short memory (LSTM) neural network, and convo-
lutional neural network (CNN) are frequently applied in
stock market prediction, a detailed review refers to [26].
Thus, the objective of this paper is to further improve
the out-of-sample performance of prediction-based port-
folio optimization models by building these models with
DMLP, LSTM neural network and CNN. Actually, this paper
first applies DMLP, LSTM neural network and CNN for
future stock return prediction and calculates the portfolio’s
expected return by linear combination of each stock’s pre-
dictive return. Then, semi-absolute deviation metric is used
to measure the risk of each stock based on their predic-
tive errors. Finally, prediction-based portfolio optimization
models are built by generalizing the frame of mean semi-
absolute deviation (MSAD) portfolio model. In order to
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present the benefit of these models, this paper chooses three
equal weighted (EW) portfolios as comparisons, where their
stocks are selected by DMLP, LSTM neural network and
CNN respectively, Also, two prediction-based portfolio mod-
els based on support vector regression (SVR) are applied
as benchmarks, which use SVR instead of DNNs for stock
prediction.

In this regard, this paper has three contributions to fill the
research gap in existing literature. First, this paper inves-
tigates the performance of three frequently used DNNs,
i.e., DMLP, LSTM neural network and CNN, in formulating
prediction-based portfolio optimization models. As far as we
know, this is the first paper to apply DNNs to build prediction-
based portfolio optimization models, which extends the
existing researches. Second, this paper applies semi-absolute
deviation as the risk indicator to replace variance in building
prediction-based portfolio models which do not need the
normal distribution hypothesis and only focus on the down-
side risk of predictive errors. Thus, these models become
more efficient for large scale portfolio optimization problems
and more practical in real stock market investment. Third,
this paper compares these prediction-based portfolio models
with three equal weighted portfolio models in order to show
their advantages. Also, two prediction-based portfolio models
based on SVR are used as benchmarks. In addition, this paper
uses China Securities 100 Index component stocks as exper-
imental data. Also, this paper focuses on the historical data
from 2007 to 2015 and uses the last four years’ data to test
the performance of these prediction-based portfolio models.

The remainder of this paper is showed as follows.
Section 2 reviews some relative researches. Section 3 gives
different prediction-based portfolio optimization models.
Section 4 shows the whole experimental process. Experimen-
tal results of prediction-based portfolio models are presented
in Section 5. Section 6 gives comparison of different models
with transaction fee. Finally, Section 7 draws a conclusion.

II. LITERATURE REVIEW

Many portfolio selection models have been proposed during
the past few decades. In the following, some recent researches
related to this study are presented in three perspectives.

A. PORTFOLIOS BASED ON THE PREDICTIVE RESULTS

OF MACHINE LEARNING MODELS

Lee and Yoo [27] first compared the performance of recur-
rent neural network, gated recurrent unit and LSTM neural
network for stock return prediction. Experimental results
showed that LSTM neural network outperformed the other
models. They also proposed predictive threshold-based port-
folios with the predictive results of LSTM neural network
and generated satisfying performance. Krauss et al. [7] imple-
mented and compared the performance of multilayer percep-
tron (MLP), gradient-boosted tree, random forest and some
ensembles of these models for statistical arbitrage. Based on
the predictive results of different models, portfolios were built
by going long the top k stocks and going short the bottom k
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stocks. Experiments presented that portfolio based on a equal
weighted ensemble model containing MLP, gradient-boosted
tree and random forest generated return exceeding 0.45 per-
cent per day prior to transaction fee. Fischer and Krauss [6]
first utilized LSTM neural network, random forest, MLP and
logistic regression for future stock return prediction. They
found that LSTM neural network performed better than the
other memory-free models. They also built a portfolio based
on the predictive results of LSTM neural network by the
same method in [7]. Experimental results showed that this
portfolio outperformed the general market from 1992 to 2009,
but deteriorated in 2010. Yang et al. [28] applied extreme
learning machine to predict future stock return, then used
the predictive return as a indicator to construct portfolio
optimization model combining with other technical indices.
Differential evolution algorithms were used to solve the port-
folio optimization problem. By using the A-share market
of China as experimental data, the results showed that the
proposed model outperformed traditional methods, which
suggested the promising effect of stock prediction for stock
selection.

These models only apply ML models for stock return
prediction and build portfolios simply based on the predictive
results of ML models. These portfolio methods can not effec-
tively balance return and risk because different assets own
different risk. Since modern portfolio theory is proposed to
solve this kind of problem, thus ML prediction model should
be combined with modern portfolio optimization models for
investment.

B. PORTFOLIOS BASED ON MACHINE LEARNING
MODELS AND MV

Lin et al. [14] considered a dynamic portfolio selection prob-
lem, where the Elman neural network was applied to learn
the dynamic stock market behavior and predict future return,
and the cross-covariance matric was used to calculate the
covariance matrix of stocks, then a optimal dynamic portfolio
selection models was obtained. Experimental results showed
that this model performed better than vector autoregression
model and gave better results for dynamic portfolio opti-
mization problem. Alizadeh et al. [29] applied an adaptive
neuro-fuzzy inference system (ANFIS) for stock portfolio
prediction. They showed that the performance of portfolio
return prediction could be improved by using ANFIS and
different input features containing technical factors and fun-
damental factors. Experiments presented that the proposed
method outperformed the classical mean variance model,
neural networks and the Sugeno-Yasukawa method. Deng
and Min [30] used linear regression model containing ten
variables for stock selection in US and global equities, then,
they built portfolio by using MV model. Experimental results
showed that the proposed model in global equity universe
outperformed that of the US equity universe. Paiva et al. [15]
proposed a decision making model named SVM+MYV for
financial trading in stock market by using support vector
machine (SVM) for stock price prediction and MV model for
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portfolio optimization. This model first applied SVM to select
better assets, then used MV model for portfolio optimization.
Experimental results showed that SVM could improve the
total performance of the portfolio and their decision mak-
ing model owned satisfying performance in Brazilian mar-
ket. Wang et al. [16] combined LSTM neural network with
MYV model to build portfolio. This model first used LSTM
neural network to predict future moving direction of each
stock, then selected the top k stock to build portfolio by
using MV model. They compared their proposed model with
four MV models based on three ML models and autoregres-
sive integrated moving average model in order to show its
superiority.

These studies utilize MV model to conduct the portfolio
optimization based on historical returns. MV model is based
on the hypotheses that the mean value of historical returns
is its average value and the historical returns follow normal
distribution, but the distributions of historical returns often
depart from normality, exhibiting kurtosis and skewness [31],
[32]. Thus, it is not rigorous to use MV model for portfolio
optimization in practice.

C. PREDICTION-BASED PORTFOLIO

OPTIMIZATION MODELS

Freitas et al. [18] proposed a novel portfolio optimiza-
tion model, which used autoregressive neural network to
predict expected returns and applied predictive errors for
portfolio optimization. Experimental results showed that
the proposed model outperformed the MV model and gen-
erated better return for the same risk. Freitas et al. [4]
proposed a prediction-based portfolio optimization model
by using autoregressive moving reference neural network
(AR-MRNN) model as predictor. This paper first applied AR-
MRNN model to predict future stock return and then used
the variance of predictive error as risk to set up portfolio
optimization model. Experimental results showed that the
proposed model outperformed classical mean variance model
based on the analysis of efficient frontier and real stock
market performance. Hao ef al. [19] presented a prediction-
based portfolio selection model by using SVR for future
stock return prediction and the variance of predictive errors as
risk for portfolio optimization, they compared their proposed
model with the model in [4]. Experimental results showed
that their model performed better. Also, they mentioned that
better prediction of future stock return gave better perfor-
mance of their model.

These studies not only apply predictive return as expected
return, but also use the predictive errors to build portfolio
optimization model. Their conclusions show that this type of
portfolio optimization model, i.e., prediction-based portfolio
model, is promising in future stock investment. However,
according to [20], the author showed that prediction-based
portfolio model was an interesting research area for future
research which had received very little attention from
researchers. Thus, this paper tries to fill this gap by using
DNNss to build prediction-based portfolio models.
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lll. MODELS

This section shows different models used in this paper in
four main parts, i.e., prediction-based portfolio optimiza-
tion model based on DMLP, LSTM neural network, and
CNN and SVR.

A. PORTFOLIO OPTIMIZATION MODEL BASED ON DMLP
DMLP is a classical artificial neural network which has been
often used for classifications and regressions. DMLP model
usually contains one input layer, multiple hidden layers and
one output layer [33]. It is different from shadow networks
since it consists of more hidden layers [26]. Usually more
hidden layers are used to improve its learning ability. DMLP
contains many hyperparameters, this paper uses grid research
method to discover its optimal hyperparameters. Since relu
function performs better than tanh function [34], this paper
applies relu function as activation function. All the considered
hyperparameters are presented in Table 1.

TABLE 1. Parameters of DMLP.

Parameter value

Hidden nodes 5,10,15,20,25,30

Hidden layers 1,2,3,...,10

Learning rate 0.0001, 0.001, 0.01, 0.1
Patient 0,5,10

Batch size 50,100,200

Activation function  relu
Loss function Mean absolute error
Optimizer Adam, RMSProp, AdaGrad, SGD

Stochastic gradient descent method is used to train the
DMLP and earlystopping is adopted to solve overfitting
problem. After many experiments, the specified topology
of DMLP model is obtained. This paper sets DMLP with
10 nodes per hidden layer, 2 hidden layers, 0.01 for learning
rate, O for patient, 100 for batch size and Adam for optimizer.

1) PREDICTION-BASED PORTFOLIO OPTIMIZATION MODEL
WITH DMLP AND MSAD(DMLP-+MSAD)
DMLP+MSAD first adopts DMLP to predict future stock
return of each stock and then applies the semi-absolute devi-
ation as the risk indicator to build prediction-based portfolio
model. This kind of risk metric only considers the down-
side risk of each portfolio, which is more practical in real
investment. Also absolute deviation is easier to calculate than
the variance indicator which is more suitable for large scale
portfolio optimization problems. In the following, this model
is displayed in detail.

Let ry, 7 denote the return and predictive return of stock
i at time ¢ respectively. Then the predictive error €;; is repre-
sented by

&ir = rig — Tt (H
Thus, the time series of predictive errors of stock i is given by
A = (i1, €2, - - -, &iT) (2)
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where T is the considered time horizon. As a non-biased
estimator, the predictive errors must be statistically indepen-
dent and identically distributed. Let n denotes the number of
assets in portfolio, and x; denotes the weights of each asset.
Then, the predicted return, or expected return of portfolio X
is represented by

n

rx =) rixi 3)

i=1

where r; represents the expected return of asset i. Thus,
the risk of portfolio X at time ¢, i.e., the downside semi-
absolute deviation can be represented as
| >0 (i — rioxil + Yo (ri — rigx;

5 “)
where t = 1,2, ..., T. Therefore, the total risk SAD(X) of
portfolio X is obtained, which is presented as follows

wi(X) =

1 T
SAD(X) = - Zw,(X) 5)
=1

With above analysis, the prediction-based portfolio opti-
mization model is obtained, which is defined as follows

T " "
1 | Y or (ri — ripxil + D0 (ri — rie)x;
Min T E (6)

2
=1
n
Subject to Z rix; > Rp @)

i=1

Sx=1 ®)
i=1

0<x<1 i=12,...,n )

where R,, is the desired portfolio return. Eq. (6) is to minimize
the portfolio’s risk; Eq. (7) represents the desired return target
which should more than the given threshold R,; Eq. (8)
represents the allocation of each asset; Eq. (9) represents the
constraint of each asset allocation.

In the following, this prediction-base portfolio optimiza-
tion model is simplified into a linear programming model.
Let

d=w(X), t=12,...,T (10)

the following equivalent portfolio optimization model is
obtained.

T
1
Min 7;4 (1)

Subjecttod; >0 r=1,2,...,T (12)

n
di =Y (ri—rayxi t=12,....T (13)
i=1
n

D rxi =R, (14)

i=1
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Sx=1 (1)
i=1

i=1,2,...,n (16)

0<x <1

Inspired by [35], this paper sets T as 5. The optimal values
of x1,x2, ..., x, are obtained by solving this portfolio opti-
mization model.

2) EQUAL WEIGHTED PORTFOLIO BASED ON DMLP
(DMLP+EW)

This paper applies DMLP+EW as comparison model, which
builds portfolio by equally weighting stocks selected by
DMLP. In this model, expected return of individual stock is
first predicted by DMLP, then stocks with positive expected
return are selected to build portfolios by equal weighted
method.

B. PORTFOLIO OPTIMIZATION MODEL BASED

ON LSTM NEURAL NETWORK

Hochreiter and Schmidhuber [36] first introduced LSTM
neural network, which was designed to solve the long range
dependency problem. Specifically, recurrent neural networks
obtain sequential information by internal loops. This learn-
ing process is conducted through backpropagation algorithm
which is adopted to adjust the weights between two layers.
The slope acquires from the chain rule is sent to the activa-
tion function, then this slope becomes very small or large,
which is the phenomenon of gradient vanishing or exploding.
In other words, backpropagation algorithm in recurrent neural
networks is fragile to the long range dependency. And, LSTM
neural network is devised to solve this difficulty.

LSTM neural network contains similar hyperparameters
with DMLP, all the discussed hyperparameters are presented
in Table 2. Grid search is also used for searching the optimal
hyperparameters and stochastic gradient descent method is
adopted to train the LSTM neural network. And, earlystop-
ping technology is used to reduce overfitting problem. Since
relu function outperforms tanh function [34], relu function
is adopted as activation function. After many trial and error,
hidden node is set to 5, hidden layer is set to 1, learning rate is
set to 0.001, patient is set to 0, batch size is set to 100, dropout
rate is set to 0.1, recurrent dropout rate is set to 0.2, optimizer
is set to RMSProp.

TABLE 2. Parameters of LSTM neural network.

Parameter value

Hidden nodes 5,10,15,20,25,30
Hidden layers 1,2,3,...,10

Learning rate 0.0001,0.001,0.01,0.1
Patient 0,5,10

Batch size 50,100,200

Dropout rate 0.1,0.2,..,0.5
Recurrent dropout rate 0.1, 0.2,...,0.5
Activation function relu

Loss function Mean absolute error
Optimizer RMSprop, Adam, AdaGrad, SGD
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1) PREDICTION-BASED PORTFOLIO OPTIMIZATION MODEL
WITH LSTM NEURAL NETWORK AND MSAD (LSTM+MSAD)
LSTM+MSAD is similar with DMLP+MSAD, the only
difference between them is the prediction model. LSTM+
MSAD model uses LSTM as prediction model for future
stock return prediction.

2) EQUAL WEIGHTED PORTFOLIO BASED ON LSTM

NEURAL NETWORK (LSTM-+EW)

This paper applies LSTM+EW as comparison model. Similar
to DMLP+EW, the only difference of LSTM+EW model is
that it applies LSTM for future stock return prediction.

C. PORTFOLIO OPTIMIZATION MODEL BASED ON CNN
CNN is akind of DNN that contains convolutional layers with
convolutional operation. Large numbers of CNN have been
proposed in image classification and computer vision [37],
[38]. CNN usually consists of convolutional layer, pooling
layer and fully connected layer. Convolutional layer contains
many filters and is often followed by pooling layer. Since
stock price is a kind of time series, this paper uses one
dimensional (1D) CNN for return prediction. Also, as CNN
with 2 x 1 and 3 x 1 filter sizes perform similar, this paper
applies 2 x 1 filter size in convolutional layer and maxpooling
layer for simplicity. The consider hypeparameters of CNN are
presented in Table 3. Stochastic gradient descent method is
used to train the proposed CNN and earlystopping is used to
reduce the overfitting problem.

TABLE 3. Parameters of CNN.

Parameter value

Filer numbers 2,4,8,16,32,64
Convolutional layers 1,2,3,...,10
Maxpooling layers 1,2,3,...,10

Fully connected layers 1,2,3

Fully connected layer nodes  2,4,8,16,32,64

Learning rate 0.0001,0.001,0.01

Patient 0,5,10

Batch size 50,100,200

Activation function relu ,tanh

Loss function Mean absolute error

Optimizer SGD, Adam, AdaGrad, RMSprop

After multiple trial and error, the topology of CNN is
obtained, the input layer is followed by a 1D convolutional
layer (2 filters with 2 x 1 size ), 1D maxpooling layer
(2 x 1 size), 1D convolutional layer (2 filters with 2 x 1 size),
1D maxpooling layer (2 x 1 size), a fully connected layer
(2 nodes) and the output layer. In addition, learning rate is set
to 0.001, patient is set to 0, batch size is set to 100, optimizer
is set to SGD, activation function is set to relu function.

1) PREDICTION-BASED PORTFOLIO OPTIMIZATION MODEL
WITH CNN AND MSAD (CNN+MSAD)

Compared with DMLP+MSAD, the only difference between
them is that CNN+MSAD model uses CNN instead of
DMLP as prediction model for future stock return prediction.
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2) EQUAL WEIGHTED PORTFOLIO BASED

ON CNN (CNN-+EW)

Similar to DMLP+EW, the only difference of CNN4+EW
model is that CNN+EW model applies CNN for future stock
return prediction.

D. PORTFOLIO OPTIMIZATION MODEL BASED ON SVR
SVR is a classic machine learning technique, which has been
widely used in stock price prediction [15], [34]. SVR is a non-
linear kernel-based regression method which tries to locate
a regression hyperplane with small risk in high-dimensional
feature space. It possesses good function approximation and
generalization capabilities [39].

This study uses radial basis function as kernel function of
SVR, which is defined as follows:

Ki, vj) = exp(—y || vi —v; II?) (17)

where y is the parameter of radial basis function and v;
means the features of its training sample. The hyperparam-
eters of SVR mainly contain C and y, which are presented
in Table 4. C represents the regularization parameter of SVR.
Grid search is also used for searching the optimal hyperpa-
rameters. This paper applies SVR to build two prediction-
based portfolios, i.e., SVR+MSAD and SVR+MYV, as
benchmarks.

TABLE 4. Parameters of SVR.

Parameter  value

C 20 91 25
~ 2-5,2-4 ...,20

1) PREDICTION-BASED PORTFOLIO OPTIMIZATION MODEL
WITH SVR AND MSAD (SVR+MSAD)

In order to show the advantage of semi-absolute deviation
in building prediction-based portfolio model, this paper for-
mulates SVR+MSAD model by replacing the DMLP of
DMLP+MSAD with SVR.

2) PREDICTION-BASED PORTFOLIO OPTIMIZATION MODEL
WITH SVR AND MV(SVR+MV)

SVR+MV first uses SVR for stock return prediction, then
builds prediction-based portfolio model with predictive errors
of SVR measured by variance metric. The only difference
between SVR+MV with SVR+MSAD is that SVR+MV
uses variance metric instead of semi-absolute deviation met-
ric to build prediction-based portfolio model.

IV. EXPERIMENTS

This section first presents the experimental data and the
details of data preprocessing, then shows applied evaluation
metrics.

A. DATA AND PREPROCESSING
This paper applies the China Securities 100 Index component
stocks’ historical data as experimental data. China Securities
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100 Index is selected from the Shanghai and Shenzhen
300 Index component stocks, which represents the whole
situation of the largest capitalization companies in Chinese
stock market. This paper selects experimental data between
January 4, 2007 and December 31, 2015, and the remainder
of the component stocks consists of 49 stocks after neglecting
some stocks that are halted or unlisted during this period. The
final selected stocks’ tickers are presented in Table 5.

TABLE 5. Selected stocks’ tickers.

000001 000002 000063 000069 000538 000625
000651 000725 000858 000895 002024 300059
600000 600010 600011 600015 600016 600018
600019 600028 600030 600031 600036 600048
600050 600104 600111 600115 600150 600276
600340 600372 600398 600485 600518 600519
600585 600637 600690 600795 600837 600886
600887 600893 600900 601006 601111 601398
601988

The daily growth rate of close price, open price, high price,
low price and volumes are used as input features. Actually,
the growth rate r(¢) of close price p(¢) at time ¢ is defined as
follows
_ Pt —Pr-1

Pi—1
Similar to [6], [7], this paper applies past 20 days’ daily
growth rate of closing, opening, high, low prices and volumes
as input features to predict the next day’s return, i.e., the total
number of input features is 20 x 5 for each prediction. Next,
the process of data preprocessing is presented. For each input
feature series {d;}, d; is modified as follows

d = dm + 5dmm lf di > dm + 5dmm»
l dm - 5dmm lf di = dm - 5dmm

(18)

It

19)

where d,, is the median of series {d;} and d,,,, is the median
of series {|d; — d,;|}. Then, in order to unify the fluctuation
range for model training, each modified input feature is stan-

dardized as follows.
=2 (20)
o

where ¢ and o denote mean and standard deviation of series
{x;}. After checking the daily return, this paper discovers that
its value is relative small which is almost between -0.1 and
0.1. Thus, the daily return r; is enlarged as sample target,
which is presented as follows

min(10r;, 1)
ry =
! max(10r;, —1)

if 10,
l:f lOrt

1’

1 2D

IN IV

B. EVALUATION METRICS

The total experimental data consists of 9 years’s data. Sliding
window is used in the experiments, i.e., the first 4 years’s data
is training data, and the following year’s data is validation
data, then the next year’s data is test data. Thus, the last four
years’ data (2012 — 2015) is used to measure the proposed
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TABLE 6. The predictive performance of DMLP, LSTM neural network and CNN in 2012.

Model MAE MSE HR HR+ HR_
DMLP  mean 0.1406  0.0393  49.04% 47.69%  48.49%
standard deviation  0.0425  0.0227  0.0366 0.1013 0.0373
LSTM  mean 0.1444  0.0411 48.23%  48.46% 48.87%
standard deviation  0.0435 0.0235  0.0420 0.0593 0.2441
CNN mean 0.1471  0.0463  48.45%  48.06%  45.79%
standard deviation ~ 0.0493  0.0356  0.0413 0.1547 0.1625
TABLE 7. The predictive performance of DMLP, LSTM neural network and CNN in 2013.
Model MAE MSE Hpg Hpy Hp_
DMLP  mean 0.1729  0.0605 49.20% 44.38%  49.90%
standard deviation  0.0472  0.0315  0.0358 0.1134 0.0396
LSTM  mean 0.1785 0.0636 47.64% 46.87%  49.76%
standard deviation ~ 0.0477  0.0335  0.0438 0.1051 0.1724
CNN mean 0.1755 0.0634 48.78%  46.22%  50.40%
standard deviation ~ 0.0465  0.0328  0.0377 0.0955 0.1652

portfolio model’s performance. In addition, DMLP, LSTM
neural network and CNN are implemented based on Keras
deep learning package, and SVR is conducted by using Scikit-
learn machine learning package.

This experiment applies mean squared error (MSE) and
mean absolute error (MAE) to measure the predictive errors
of different models. Two metrics are defined as follows

N
1 N
MSE = ;(r, — ) (22)
1 N
MAE = - > =l (23)
t=1

Also, the Hit Rates Hg, Hgy, Hg— are used to measure
the prediction performance of different models, which are
defined as follows

Count]_(r;7; > 0)
Hg = = (24)
Count,_ | (r:7y # 0)
Count_(r; > 0 AND 7; > 0)

Count]’_,(#; > 0)

He — Count]' |(r; <0 AND 7, < 0) 26)
== Count!_ (7, < 0)

Hp, =

(25)

where Hp represents the total hit rate of model prediction,
Hp represents the accuracy of positive prediction and Hg—
denotes the accuracy of negative prediction.

V. EXPERIMENTAL RESULTS OF PREDICTION-BASED
PORTFOLIOS

In this section, this paper first applies five evaluation met-
rics to measure the predictive abilities of DMLP, LSTM
neural network and CNN. Then, trading simulation without
transaction fee is conducted to research the investing per-
formance of different models under three desired portfolio
returns.
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A. PREDICTION OF DNNs

This section first measures the predictive performance of
DMLP, LSTM neural network and SVR during the whole
test period which consists of four years (2012-2015). This
paper applies five evaluation metrics, i.e., mean absolute error
(MAE), mean squared error (MSE), Hr, Hr+ and Hg_ to
comprehensively measure their predictive abilities.

Since predictive errors are directly correlated with the
prediction-based portfolio models, the MAE and MSE met-
rics are regarded as the key indicators among all the evalua-
tion metrics. As we can see from Table 6-9, DMLP’s mean
predictive return errors measured by MAE and MSE metric
are lower than the other models each year, and although their
standard deviations are not the lowest, their difference is
relatively small. Also, the mean Hg of DMLP is pretty high
among these predictive models, and its standard deviation is
low. However, for the Hg_ and Hg metric, DMLP performs
no better than the other two models. Based on the above
analysis, the predictive performance of DMLP outperforms
the other models. Therefore, DMLP is a better model than
the others in stock return prediction.

This result is consistent with the conclusion in [21]. This
phenomenon is probably because of input features that influ-
ence the performance of different models. Since this paper
only uses the past 20 days’ historical data as input features,
these input features have few time series information for
LSTM neural network to learn long term correlations. Also,
the limited information of input features is difficult for CNN
to give full play to its advantages since CNN is known to
be outstanding in image recognition, where pictures usually
contain a lot of information. If the input features contain more
historical data, the performance of LSTM neural network and
CNN will be improved.

B. TRADING SIMULATION WITH DIFFERENT DESIRED
PORTFOLIO RETURNS

This section presents trading simulation experiments to com-
pare the performance of different prediction-based portfolio
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TABLE 8. The predictive performance of DMLP, LSTM neural network and CNN in 2014.

Model MAE MSE HR HR+ HR_
DMLP  mean 0.1528 0.0509 48.38%  50.62%  46.00%
standard deviation ~ 0.0377  0.0244  0.0395 0.0563  0.0385
LSTM  mean 0.1645 0.0597 48.79%  50.65%  41.23%
standard deviation ~ 0.0407  0.0339  0.0336 0.0741 0.1347
CNN mean 0.1561 0.0535 48.18%  50.14%  48.02%
standard deviation ~ 0.0396  0.0265 0.0390  0.0778  0.1164
TABLE 9. The predictive performance of DMLP, LSTM neural network and CNN in 2015.
Model MAE MSE HR HR+ HR_
DMLP  mean 0.2617 0.1336  49.32%  49.46%  47.54%
standard deviation ~ 0.0555  0.0495 0.0340  0.0514  0.0335
LSTM  mean 0.2728  0.1457 49.60% 51.58%  50.81%
standard deviation ~ 0.0573  0.0578  0.0318 0.1298  0.1182
CNN mean 0.2661  0.1413  48.85%  49.70%  47.26%
standard deviation ~ 0.0567  0.0560  0.0376 0.1157  0.0991

models during the whole test period. To be specific, this paper
simulates trading behaviors like an ordinary investor. This
investor decides to buy and sell certain scale of stocks in stock
market each trading day after achieving the calculated pro-
portion of each stock. For simplicity, trading costs, dividends
and correlated taxes are set aside, also leveraging and short
selling are neglected.

Since the prediction-based portfolio model needs an
desired portfolio return R, and the daily return of assets
is mainly between —0.1 and 0.1, this paper only consid-
ers three values, ie., R, = 0.001,0.02,0.04, which rep-
resent different types of desired portfolio returns, i.e., low
desired return, medium desired return and high desired return.
In addition, in order to show the advantages of portfolio opti-
mization models based semi-absolute deviation metric, this
paper investigates the performance of equal weighted port-
folio models, i.e., DMLP+EW, LSTM+EW and CNN+EW,
respectively.

This trading simulation applies excess return, standard
deviation, information ratio, total return, maximum draw-
down, turnover rate and net value as evaluation metrics in
order to comprehensively compare their investing abilities.
To be specific, excess return is the acquired return after
deducting the average return of total assets, and the stan-
dard deviation represents the volatility of excess return each
month, information ratio denotes the excess return under
unit risk, total return measures the total profits during the
whole test period, maximum drawdown means the maximum
holding risk based on historical net value graph, and turnover
rate measures transaction fee caused by turnover. In addition,
information ratio, maximum drawdown and turnover rate are
defined as follows.

. ) excess return
Information ratio

Il
—_

— 27)
stanard deviation

. Nev, — Nev,
Maximum drawdown = max ——
p<q

28
Nev, (28)
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FIGURE 1. Net value of different models when R, = 0.001.

n
Turnover rate = Z |xir — Xir—1l 29)

i=1

where Nev,, means the net value at time p, x; , represents the
proportion of stock x in the portfolio at time ¢ and n is the
total number of stocks in the portfolio. Net value tracks the
performance of different models during the whole test period.
Note that, this paper sets excess return as the key metric since
it represents the profitability of different portfolio models.

1) TRADING SIMULATION WITH LOW DESIRED RETURN
This section presents the performance of different prediction-
based portfolio models (i.e., DMLP+MSAD, LSTM+
MSAD and CNN-+MSAD) and equal weighted portfolio
models (i.e., DMLP+EW, LSTM+EW and CNN+EW)
under low desired return, i.e., R, = 0.001. The experimental
results are showed in Table 10 in detail, and their net value
graphs are presented in Figure 1.

First, DMLP+MSAD and DMLP+EW are compared.
From Table 10, we can obtain that DMLP+MSAD owns
higher excess return and total return, DMLP+EW has lower
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TABLE 10. The performance of different models when Rp = 0.001.

Model ER SD IR TOR MD TUR
DMLP+MSAD  28.28% 0.4224  0.6696 152.27%  53.73%  41.78%
DMLP+EW 13.73% 0.1651  0.8315 116.33%  45.62% 18.16%
LSTM+MSAD —1.11% 0.0562 —0.1972 53.81% 46.12% 11.17%
LSTM+EW 2.09% 0.0556  0.3752 76.94% 42.41%  7.66%
CNN+MSAD 14.95% 0.2148  0.6961 156.48%  37.93%  58.15%
CNN+EW 5.48% 0.0946 0.5791 87.42% 40.75%  33.78%

ER means excess return, SD means standard deviation, IR means information ratio, TOR means total return, MD means maximum drawdown, TUR means
turnover rate.

standard deviation, maximum drawdown and turnover rate.
Also, DMLP+EW’s information ratio is higher. In order
to further compare these two models, Mann-Whitney test
is conducted to compare their excess returns, the test
p—value equals to 0.032, which means that there is sig-
nificant difference statistically between these models. Thus,
DMLP+MSAD is a better model for investment.

Second, comparison of LSTM+MSAD and LSTM+EW is
conducted. Table 10 shows that all the metrics of LSTM+EW
perform better than LSTM+MSAD. Therefore, LSTM+EW
outperforms LSTM+MSAD.

Third, the performance of CNN+MSAD and CNN+EW is
discussed. Table 10 presents that CNN+MSAD owns higher
excess return, information ratio and total return, and its max-
imum drawdown is lower. CNN+EW has lower standard
deviation and turnover rate. Thus, Mann-Whitney test is used
to further compare their excess returns. Test p—value equals
to 0.001, which indicates that the null hypothesis is rejected
and there is significant difference between these two models.
Therefore, CNN+MSAD is a better choice for investment.

Fourth, DMLP+MSAD, CNN+MSAD and LSTM+EW
are further compared. Table 10 shows that DMLP+MSAD
owns higher excess return, CNN+MSAD has higher infor-
mation ratio, total return and lower maximum draw-
down, LSTM+EW possesses lower standard deviation and
turnover rate. In order to further compare their differ-
ences, Mann-Whitney test is conducted to measure their
excess returns. The test p—values of DMLP+MSAD and
CNN+MSAD, CNN+MSAD and LSTM+EW, equal to
0.003 and 0.000 respectively, which means that their null
hypotheses are rejected and their differences are significant
statistically. Thus, DMLP+MSAD is a better choice com-
pared with CNN4+MSAD and LSTM-+EW.

Based on the above analysis, this section concludes that
DMLP+MSAD performs the best among all these models
under low desired return.

2) TRADING SIMULATION WITH MEDIUM DESIRED RETURN
This section considers trading simulation based on desired
return R, = 0.02, which can be regarded as portfolio with
medium desired return. The experimental results are pre-
sented in Figure 2 and Table 11. Figure 2 presents the net
values of different models and Table 11 shows their detailed
performance under multiple metrics.
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FIGURE 2. Net value of different models when Rp = 0.02.

Table 11 presents that DMLP4+MSAD owns the highest
excess return, information ratio and total return, LSTM+EW
has the lowest standard deviation and turnover rate,
CNN-+MSAD possesses the lowest maximum drawdown.
Thus, DMLP+MSAD, LSTM+EW and CNN+MSAD are
selected for further comparisons. In order to distinguish
these models, Mann-Whitney test is conducted to measure
their excess returns. The test’s result shows that p—values
of DMLP+MSAD and CNN+MSAD, CNN+MSAD and
LSTM+EW equal to 0.002 and 0.000, which means that
their differences are significant statistically. Therefore,
DMLP+MSAD outperforms the other two models.

Based on the above analysis, DMLP+MSAD performs
the best among these models. Next, the performance of
DMLP+MSAD under low and medium desired return is
compared. Table 10-11 show that DMLP+MSAD with
medium desired return owns higher excess return, informa-
tion ratio and total return, lower maximum drawdown. But
its standard deviation, turnover rate is higher. Also, T-test
is conducted to measure their excess returns, test’s result
shows that p—value equals to 0.101, which means that there
is no significant difference between these two models statisti-
cally. Thus, the profitability of DMLP4+MSAD with medium
desired return is not markedly improved compared with low
desired return.

3) TRADING SIMULATION WITH HIGH DESIRED RETURN
This section discusses the performance of different models
under high desired return R, = 0.04. Table 12 shows the
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TABLE 11. The performance of different models when Rp = 0.02.

Model ER SD IR TOR MD TUR
DMLP+MSAD  43.34% 0.4593  0.9436 216.86%  50.84%  52.31%
DMLP+EW 13.73% 0.1651  0.8315 116.33%  45.62% 18.16%
LSTM+MSAD  —1.38% 0.0581 —0.2370 52.04% 46.43% 11.78%
LSTM+EW 2.09% 0.0556  0.3752 76.94% 42.41%  7.66%
CNN+MSAD 22.92% 0.3350 0.6844 199.06%  38.92%  75.34%
CNN+EW 5.48% 0.0946 0.5791 87.42% 40.75%  33.78%

ER means excess return, SD means standard deviation, IR means information ratio, TOR means total return, MD means maximum drawdown, TUR means
turnover rate.

TABLE 12. The performance of different models when R, = 0.04.

Model ER SD IR TOR MD TUR
DMLP+MSAD  87.49% 0.9452  0.9256 338.41%  59.74%  82.24%
DMLP+EW 13.73% 0.1651  0.8315 116.33%  45.62% 18.16%
LSTM+MSAD  —0.67% 0.1040 —0.0649 38.91% 52.41%  18.74%
LSTM+EW 2.09% 0.0556  0.3752 76.94% 42.41%  7.66%
CNN+MSAD 38.41% 0.5296  0.7254 315.54% 37.58% 111.63%
CNN+EW 5.48% 0.0946 0.5791 87.42% 40.75%  33.78%

ER means excess return, SD means standard deviation, IR means information ratio, TOR means total return, MD means maximum drawdown, TUR means
turnover rate.

DMLP+MSAD
DMLP+EW
CNN+MSAD
CNN+EW
LSTM+MSAD
LSTM+EW

Net value

T T
2014 2015

Year

FIGURE 3. Net value of different models when R, = 0.04.

experimental results of different metrics and Figure 3 presents
their net value graphs.

Table 12 presents that DMLP+MSAD owns higher
excess return, information ratio and total return, LSTM+EW
possesses lower standard deviation and turnover rate,
CNN+MSAD has lower maximum drawdown. Then,
the performance of DMLP+MSAD, CNN+MSAD and
LSTM+EW is further compared by using Mann-Whitney test
to measure their excess returns. Test’s result shows p—values
of DMLP+MSAD and CNN+MSAD, CNN+MSAD and
LSTM+EW equal to 0.002 and 0.000 respectively, which
indicates there are significant differences between these mod-
els. Therefore, DMLP+MSAD outperforms the other models
for investment.

Last, above analysis shows that the performance of
DMLP+MSAD with low desired return and medium desired
return is similar. Now, the performance of DMLP+MSAD
under high desired return with medium desired return is
compared. Table 11-12 show that DMLP+MSAD with high
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desired return owns higher excess return and total return,
but its standard deviation, maximum drawdown and turnover
rate are higher. Further, T-test is conducted to measure their
excess returns, test’s result presents p—value equals to 0.005,
which means that the difference between them is statistically
significant. Thus, DMLP+MSAD with high desired return is
a better choice for investment.

Therefore, different desired returns do influence the per-
formance of prediction-based portfolio models for invest-
ing. DMLP+MSAD model always performs the best under
different desired returns, and high desired return is more
suitable for DMLP+MSAD. This is mainly because DMLP
owns the lower predictive errors among these models and
the prediction-based portfolio models are built based on the
predictive errors of different models. Thus, this paper only
researches the performance of different models with trans-
action fee under high desired return for simplicity in the
following.

VI. MODEL COMPARISON WITH TRANSACTION FEE

As is known to all, transaction fee can greatly influence the
performance of trading strategy, and high turnover rate causes
high transaction fee. Thus, it is meaningful to test the prac-
tical performance of prediction-based portfolio models after
deducting their transaction fees. This paper only considers
turnover fee of 0.05% per unit to research the performance
of different models for simplicity. This section applies R, =
0.04 to discuss the abilities of different prediction-based port-
folio models.

First, the performance of DMLP+MSAD, CNN+MSAD
and LSTM+MSAD is discussed. Table 13 presents that
DMLP+MSAD’s excess return, information ratio and total
return are the highest among these models, and CNN4+MSAD
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TABLE 13. The performance of different models with transaction fee.

IR TR MD

Model ER SD

DMLP+MSAD  52.71% 0.5821
CNN+MSAD 9.14% 0.2024
LSTM+MSAD —4.11% 0.0975
SVR+MSAD —13.98%  0.1608
SVR+MV —-16.77%  0.4117

0.9055 195.85% 61.17%
0.4514 143.84% 39.19%
—0.4211  26.96% 52.70%
—0.8696 —4.16% 51.74%
—0.4072  —12.33% 54.70%

ER means excess return, SD means standard deviation, IR means information ratio, TR means total return, MD means maximum drawdown.
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FIGURE 4. Net value of different models with transaction fee.

owns the lowest maximum drawdown. Then, Mann-Whitney
test is conducted to further compare the performance of
DMLP+MSAD and CNN+MSAD, test’s result presents
that p—value equals to 0.000, which means that there
is statistically significant difference between them. There-
fore, after deducting transaction fee, DMLP+MSAD still
performs the best among prediction-based models. Not
that LSTM+MSAD’s excess return even becomes negative,
which means that it has no excess return after deducting its
transaction fee cased by turnover.

Second, the performance of SVR+MSAD and SVR+MV
is compared. Table 13 shows that all the metrics of
SVR+MSAD outperform SVR4+MV. Therefore, SVR+
MSAD is a better choice for investment. In other words,
semi-absolute deviation metric is more suitable for building
prediction-based portfolio model than variance metric.

Last, comparison of DMLP+MSAD and SVR+MSAD
is conducted. Table 13 shows that DMLP+MSAD owns
higher excess return, information ratio and total return than
SVR-+MSAD, but its standard deviation and maximum draw-
down are higher. Further, T-test is conducted to measure
their excess returns, the test p—value equals to 0.000, which
means there is statistically significant difference between
these two models. Thus, DMLP+MSAD is better than
SVR+MSAD.

In addition, all the above models’ net value graphs are
presented in Figure 4. It directly shows the performance
of different models during the test period. Based on above
analysis, this paper can deduct that DMLP4+MSAD is a
promising prediction-based portfolio model for practical
investment.
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VII. CONCLUSION

This paper applies three DNNs to build prediction-
based portfolio optimization models, i.e., DMLP+MSAD,
LSTM+MSAD and CNN+MSAD. These models consist of
two parts that DNNs are first used for stock return prediction
and their predictive errors measured by semi-absolute devi-
ation metric are then utilized to build portfolio optimization
models. DMLP, LSTM neural network and CNN are three
frequently used DNNs which have been proved to own better
learning abilities than traditional ML technologies. And semi-
absolute deviation metric is more suitable than variance to
measure risk. These models are compared with three equal
weighted portfolio models (i.e., DMLP+EW, LSTM+EW
and CNN+MSAD), SVR+MSAD and SVR+MV to show
their superiorities.

First, five evaluation metrics, i.e., MAE, MSE, Hpg,
Hpy and Hp_ are used to comprehensively measure to
the predictive abilities of DMLP, LSTM neural network
and CNN. Experiments show that DMLP outperforms the
others in stock return prediction since it is more com-
patible with input features. Second, trading simulation
is conducted to research the investing performance of
DMLP+MSAD, LSTM+MSAD and CNN+MSAD without
transaction fee. Three different desired returns are utilized
to explore their performance. The experiments show that
the DMLP+MSAD model always outperforms other mod-
els under different desired returns since DMLP owns the
lowest predictive errors. And, high desired return is more
suitable for DMLP+MSAD, which complies with the con-
clusion in [4]. Third, DMLP+MSAD, LSTM+MSAD and
CNN-+MSAD models are compared with two benchmark
models, i.e., SVR+MSAD and SVR+MYV, for investment
with transaction fee. Experimental results show that the
DMLP+MSAD model performs the best, and even deducting
the transaction fee caused by turnover, it still earns consider-
able profits. In conclusion, this paper presents the promising
ability of DNNs in prediction-based portfolio construction
and encourages investors to apply the DMLP+MSAD model
with higher desired return for practical investing.

This research further extends the literature concerning
prediction-based portfolio optimization models by using
DNNs for return prediction. As far as we know, this is
the first attempt to use DNNs in building prediction-based
portfolio optimization models, which fills the research gap in
existing works. Also, the proposed prediction-based portfolio
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optimization models apply semi-absolute deviation as risk
metric, which enables their applications in large scale portfo-
lio optimization problems.

This paper also has limitations since it only applies simple
historical data as input features in stock prediction process.
Technical indicators, financial indicators, economic indica-
tors can further improve the performance of DNNs in stock
prediction. Also, there may exist other risk metrics that are
more suitable than semi-absolute deviation in building portfo-
lio optimization models. Future studies can apply more input
features and better risk metric in building prediction-based
portfolio models, and further improve the out-of-sample
performance.
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