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ABSTRACT Researches on face alignment have made great progress, which benefits from the use of
prior information and auxiliary models. However, that information lacks in a single face image has always
affected the further development of these researches. The methods considering multiple face images provide
a feasible way to solve the problem undoubtedly. Joint alignment where multiple face images are considered
was presented in the paper. Face alignment was used for each face, and joint face alignment was used for
optimizing the alignment results of all faces further. During joint alignment, both rigid variations of faces
and non-rigid distortions were considered, however, they were regarded as two independent stages. Joint face
alignment was a process where optimization was performed iteratively. In each iteration, both rigid variations
and non-rigid distortions were performed sequentially, and moreover, the results of rigid variations were
used as input of non-rigid distortions. At the stage of rigid variations, the key points of a face were divided
into five groups to reduce the effect of global constraints which was imposed by face shape. After several
iterations, the optimal solution of joint alignment can be obtained. The experimental results show that the
joint alignment can obtain the optimal results than joint alignment using phased global rigid variations and
non-rigid distortions and that using iterative global rigid variations and non-rigid distortions, and it can be

used as a novel method for joint alignment.

INDEX TERMS Face analysis, face recognition, joint alignment, face alignment.

I. INTRODUCTION

As an important part in face analysis, face alignment can
provide strong support for some applications related to faces,
for examples, face analysis and face tracking. Its purpose is
to determine the outer outline of a face and facial details.
Due to the use of prior information and auxiliary models,
performance of face alignment has been greatly improved.
The representative methods contain active appearance model
(AAM), constrained local model (CLM), supervised descent
method (SDM), convolution neural network (CNN) and etc.,
in the field of face alignment [1]-[9]. Among them, the meth-
ods using deep learning have received the most attention
currently, for example, CNN. These methods mainly consider
a single face image. They pre-train a model and use it to
make face alignment. During face alignment, only a single
face is considered, and the prior information from the set
of face images is used to train the model and constrain the
alignment process. Joint alignment [10] is usually used as
the optimization way to the alignment results of image faces.
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It considers multiple faces at the same time, and optimizes
these results by using the constraints among these faces.

The research of joint alignment can be traced back to
Learned-Miller’s congealing method [11], [12], where mul-
tiple images of the same object are considered. However,
as it only considered in-plane rigid variations, the method
cannot be used for face images. After all, faces do not only
have global variations but also local non-rigid distortions.
Besides, they also contain out-of-plane variations. The previ-
ous representative research is the method of Cootes et al. [13]
in joint face alignment. The method considers global rigid
variations of faces and local non-rigid distortions. It estimates
global affine transformations by using the downhill simplex
of Nelder-Mead [14], and determines local non-rigid distor-
tions by using local transformations as well as gradient-based
search. Besides, it uses the updatable mean face to impose the
constrains among the faces. When the global affine transfor-
mations are made, all of the key points are considered in the
faces.

Joint face alignment mainly focuses on face representation,
optimization strategy and termination conditions. Sometimes,
selection of the reference face is also considered.
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Face representation can be divided into two kinds in joint
face alignment, i.e. non-parametric and parametric. In the
former, the set of the key points is used to describe the
shape of a face and a matrix is used to store the shapes of
multiple faces [15]. In the matrix, each row or each column
corresponds to the shape of a face. In the latter, the shape of a
face can be described by the parameters for global variations
and local distortions [16]. The global variations describe
the variations of face shape in the 3D space which con-
tain translation, rotation and scale, and the local distortions
describes the local variations of face shape caused by facial
expressions.

Optimization relies on face representation. For non-
parametric case, the positions of key points are considered.
The Newton descent method and its variants are usually
used to seek for the least square solution which can be
obtained iteratively. During the iterations, initial alignment
results which are obtained by using image face alignment are
optimized further under the constraints of multiple faces. The
effect is change of key points in positions. For parametric
case, the parameter sets of multiple faces are updated iter-
atively by regression. The process for updating is affected by
the constraints among multiple faces. The effect is change of
the parameter values. The termination condition is a part of
optimization and is used to determine when joint face align-
ment ends. For non-parametric case, the minimum rank of the
matrix is usually used for the termination condition according
to the characteristics of face representation. Besides, it can
also be used that the difference between two consecutive
changes in key points is less than a special threshold. Cer-
tainly, the maximum number of iterations can also be used.
For parametric case, it can also be used that the difference
between two consecutive changes in parameters is less than a
special threshold. Besides, the maximum number of iterations
can also be used. However, for the former, good effects are
difficult to be obtained when the rank 1 of the matrix is used
as the termination condition in the wild [17].

In principle, selection of the reference face will not affect
the performance of joint alignment and any face can be used
as a reference face, as long as the key points of the reference
face do not deviate from the actual positions of the key
points in each face too far. It is a feasible solution to use
the mean face as an initial reference face. Besides, some
methods for selecting the reference face are also presented.
Anderson et al. [18] used the apparent similarity to cluster
multiple faces, and used the graph structure to represent the
intra-cluster and inter-cluster faces. A face was represented
as a point in the graph and the relationship between the faces
was represented by an edge. Then the minimum spanning
tree was constructed, and its root was used as the reference
face. Liao et al. [19] found that a large geodesic distance
exists between a face and some faces on the Riemannian man-
ifold represented by distortion transformations and it leads
to alignment difficulties. So, the method used the apparent
similarity to cluster faces, so that a small geodesic distance
exists in a cluster and a large geodesic distance exists between
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clusters. Then it used tree structure to represent the clustering
result and used the root of the tree as the reference face.

In current method using non-parametric representation for
joint face alignment, the set of key points is usually regarded
as a whole. Thus, it is easy to impose constraints by using
facial shape models. Co-constraints among faces only act on
the stage of global rigid variations. When non-rigid distor-
tions are made, constraints imposed by using facial shape
models can only be acted on individual face. The advantage to
do this is that more strict constraints can be imposed, but the
constraints also lead to local deviations of alignment result of
individual face. Besides, constraints imposed at the stage of
non-rigid distortions weakened.

Joint face alignment considers global variations of faces
and non-rigid distortions in the paper. It uses non-parametric
face representation. During the optimization, it uses the con-
straints among multiple faces to optimize the sets of key
points gradually. It uses the maximum number of iterations
as the termination condition. Besides, it uses the mean face
as an initial reference face, and moreover, the reference face
can be updated dynamically. The contributions of the paper
are as follows. First, joint face alignment is an iterative pro-
cess. Global variations of faces and non-rigid distortions are
sequentially considered each iteration. If all of key points
are considered in global transformations, that the constraints
are too strict will lead to offsets of local alignment results.
So the key points of each face are divided into five groups,
and affine transformations are made for each group. Second,
during joint alignment, if intermediate alignment results of
the key points are close or up to the actual positions, it will
lead to shrinking of the alignment results to continue iterating.
Grouping key points of faces or using the maximum number
of iterations as the termination condition will provide a solu-
tion to the problem. Third, although the faces from different
people are only used, the method can also be used for multiple
faces of the same person.

Joint face alignment considering global rigid and local
non-rigid is described in section II. Joint face alignment
considering point grouping is described in section III. The
optimization process is described in section I'V. Implementa-
tion details of joint face alignment is described in section V.
The experiments and performance analysis are in section VI.
Section VII concludes the paper.

II. JOINT FACE ALIGNMENT CONSIDERING GLOBAL
RIGID AND LOCAL NON-RIGID

A face is different from a rigid object in that it does not
only have rigid variations but also non-rigid distortions. Thus,
during joint face alignment, constraints among faces not only
need to be considered, but also rigid variations and non-rigid
distortions of the individual face also need to be considered.
Besides, a face contains shape and texture features. The
former is used to represent faces in joint alignment, and the
latter is used to constrain the optimization process of joint
alignment. Suppose that f;(x, y) represent the i-th face image
and i € [1,C] where C is the number of face images used in
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joint alignment, then joint face alignment can be represented
as

JA(F) = R(F) + NR(F)) + JC(F) 1)
where R( ) describes rigid transformations, F is the shapes
of all faces used in joint alignment, NR( ) describes non-
rigid transformations, F; is the shape of any face used in
joint alignment, JC() describes the joint constraints imposed
among multiple faces. Besides, it needs to be noted that F is
used to consider C faces. After all, rigid transformations
and joint alignment optimization consider global shapes of
C faces. It also needs to be noted that F; is used to describe
the shape of any face in C faces. After all, NR( ) considers
individual variations of each face.

Here the joint face alignment which uses equation (1) is
called as joint face alignment considering global rigid and
local non-rigid. First, an alignment method for image faces,
Supervised Descent Method, is used for each of the C faces
to obtain the alignment result. The results from all faces are
used as initial values of joint face alignment. Then a training
set of faces which consists of front or near front faces is used
to obtain the mean face shape, and the mean shape is used
as the initial reference face. The global rigid transformations
from the reference face to each of the C face shapes are
determined by using RANSAC. Joint constraints are imposed
among the C face shapes by using the reference face. Then
non-rigid distortions are made for each of the C results after
rigid transformations. Thus, non-rigid distortions of individ-
ual face are considered. The non-rigid distortion results of the
C face shapes are superimposed by using General Procrustes
Analysis, and the mean face shape is obtained. The mean face
shape is closely related to the C face shapes, and is used to
update the reference face. The above process is iterated until
the joint alignment optimization of the C faces finishes. The
optimization process of the joint face alignment considering
global rigid and local non-rigid is described in Figure 1. Here
{Face ili € [1,C]} represents C faces and Face i is the i-th
face, { Align ili € [1,C]} represents alignment results by using
SDM and Align i is the i-th result, {Rid ili € [1,C]} is rigid
transformation results of the C faces which are constrained
by the reference face and Rid i is the i-th result, {Non-rigid
ili € [1,C]} represent non-rigid transformation results of the
C faces and Non-rigid i is the i-th result.

oq.-

Réf face — Non-rigid

transformations

Update reference face

e ;...-..._..-......-.....‘

FIGURE 1. Optimization process of joint face alignment considering
global rigid and local non-rigid.
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IIl. JOINT FACE ALIGNMENT CONSIDERING POINT
GROUPING

Joint alignment emphasizes simultaneous alignment of C face
shapes. If the set of points which corresponds to each face
shape is looked upon as a whole, the problem about over-
all offset takes place when joint face alignment considering
global rigid and local non-rigid is made. This leads to the case
that the alignment results in some of the C faces deviate from
their actual positions locally. For the problem, a novel method
is used. It divides the set of points in each face shape into five
groups, outer contour, left eye, right eye, nose and mouth.
Then rigid transformations are made for each group. Thus,
the constraints are transferred from imposing on the point sets
of face shapes to imposing on the point sets of each group, so
that the problem about overall offset can be reduced. So the
equation (1) can be represented as further

JA(F) = R(G;(F)) + JC(G;(F)) + NR(F)) + JC(F) (2)

where G;(F) is the i-th group of face shape points, JC(G;(F))
is the constraints imposed among the i-th groups of C face
shapes. Thus, the joint constraint in equation (1) can be
divided into constraints among groups and those among face
shapes.

During joint face alignment, each set of points are grouped
for the reference face shape and the C face shapes. The way
to grouping is shown in Figure 2, and these groups contain
outer contour of a face, left eye, right eye, nose and mouth.
First, the group (a) is considered for the reference face shape
and the C face shapes, and the rigid transformations from
the reference face shape to each of the C face shape are
found by using RANSAC. The point group of the reference
face shape is used to impose the joint constraints among the
corresponding point groups of the C face shapes. Second,
the groups (b), (¢), (d) and (e) are considered sequentially
for the reference face shape and the C face shapes. Then in
the C face shapes, the five point groups of each face shape
after rigid transformations are arranged according to the point
order of the reference face shape. The rigid transformation
results of these faces shapes can be obtained. Then non-rigid
distortions are made for each of rigid transformation results
of the C face shapes, so that non-rigid distortions of each face
can be considered. Then the non-rigid distortion results of the
C face shapes are superimposed by using General Procrustes
Analysis, and the mean face shape can be obtained. The
mean face shape is closely related to the C face shapes, and
moreover, it is used to update the reference face shape. After
the above process is iterated, the joint alignment optimization
of the C faces finishes.

IV. OPTIMIZATION PROCESS

Joint face alignment is an iterative optimization process.
As rigid transformations of faces and non-rigid distortions are
two different stages, two different ways can be used to finish
the iterative process. In the first way, iterations are made in
each stage, rigid transformations and non-rigid distortions,
and the result of the former is used as the input of the latter.
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FIGURE 2. Five groups of shape points.

In the second way, iterations are made with two stages as a
whole. The processes of two ways are shown in Figure 3.
The results obtained by using image alignment methods for
faces are {Align jlj € [1,C]}. The results of the C face shapes
after rigid transformations are {Ridjlj € [1,C]}. OC, LE, RE,
N and M correspond to the point groups of outer contour of
a face, those of left eye, those of right eye, those of nose,
those of mouth, respectively. The results of the C face shapes
after non-rigid distortions are {Non-rig jlj € [1,C]}. Here
the second way is used.

Non-rigid distortions

Alignl ) |
\ |

. Refface —

I
Nén-rigid
transformations :

/Ridl:\oc|LE |Re [N M) i

o
‘RidC:| OC | LE |RE |N|M

~

‘\\Updatc point group )/

Rigid transformations

(a)

/IRidl:lo'ClLE |RE |N|M-—

face Non-rigid
—_— M M . H H
1 transformations

/|

\
‘RidC:|ocC |LE |RE [N |M—

S

Update reference face

(b)
FIGURE 3. Iteration way (a) First way (b) Second way.

First, grouping is made for the reference face shape and the
C face shapes. For any group i, RANSAC is used to find the
rigid transformations from the reference face shape to any of
the C face shapes. After the rigid transformations are made
for five point groups, the results of these groups after rigid
transformations are arranged according to the point order of
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the reference face shape. Thus, the results of the C face shapes
after rigid transformations can be obtained. The advantage
of grouping points is that joint constraints can be imposed
among the same group of the C faces shapes. Besides, five
groups of a single face are constrained by facial shape model.
Then JC(G;(F)) in equation (2) does not only contain the
constraints among the same group of the C face shapes, but
also implicitly contain the global constraints imposed by each
face shape on five groups. So it can be represented as

JC(Gi(F)) = CuGi(F)) + F;(G) 3)

where the constraint among the C point sets is Ct(G;(F)) for
the i-th group and the global constraint imposed by each face
shape on five groups is F;(G).

To use the above iterative optimization process, non-
parametric method can be used to describe the C face shapes.
Here a matrix is constructed and each row of the matrix
corresponds to the point set of a face shape. First, horizontal
coordinates of points are stored and then vertical coordi-
nates are done. Thus, the iterative optimization process can
be regarded as the progressive process from the alignment
results of image faces to actual positions, and variations of
coordinate values can be seen.

As a termination condition of the iterative optimization
process, the maximum number of iterations is used. Although
the minimum rank of the matrix can be used as the termina-
tion condition for non-parametric representation and even the
rank of 1, they are difficult to obtain good results for image
faces in the wild.

V. IMPLEMENTATION DETAILS OF JOINT FACE
ALIGNMENT

Here joint face alignment contains the contents as follows,
obtaining initial alignment results of image faces, using non-
parametric method to represent and store the C face shapes,
iterative optimization of considering point grouping of face
shapes, and termination condition for iterative optimization.

When initial alignment results of the C faces are computed,
constrained local model (CLM), supervised descent method
(SDM), convolution neural network (CNN) can be used. Here
SDM is used, but the methods using deep learning can also
be used. The purpose is only to obtain the alignment result of
each face in multiple images.

Image face alignment is used for each of the C faces to
obtain the 68 key points. The alignment results of the C faces
will be used as an input of joint face alignment. Then the
key points of the C face shapes are stored in a matrix where
each row corresponds to a face shape, and moreover, the hor-
izontal coordinates of these points first are stored and then
the vertical coordinates. Then the 68 key points are divided
into five groups. For each group, the rigid transformations
from the reference face shape to each of the C face shapes
are found by using RANSAC and the global constraints are
imposed by using each face shape for its five group. For each
of the C face shapes, the results of five groups after rigid
transformations are arranged according to the order of points
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in the reference face shape. Afterwards, non-rigid distortions
are made for the rigid transformation results of each of the
C face shapes. Then General Procrustes Analysis is used
to superimpose the non-rigid distortion results to obtain the
mean face shape which will be used to update the reference
face shape. The above process is iterated until the maximum
number of iterations reaches. Thus, the optimization for joint
alignment finishes. The whole optimization algorithm for
joint alignment is described as followed.

Algorithm 1

Input: Alignment results by using image alignment for C
faces

a) Using a matrix to store C face shapes

b) Grouping points for reference face shape and each of
C face shapes

¢) Finding rigid transformations from reference face
shape to each of C face shapes for each point group

d) Transforming reference face by using rigid transfor-
mation parameters for each point group

e) Arranging five groups of points according to order of
points in reference face shape for each of C faces.

f) Performing non-rigid distortions for rigid transfor-
mation results of each of C face shapes.

g) Using General Procrustes Analysis to superimpose
non-rigid distortion results of C face shapes to obtain
mean face shape.

h) Computing the 2-norm between reference face shape
and mean face shape. If value is larger than a thresh-
old, continue i), go to k).

i) Regarding mean face shape as a new reference face

j) Iterating steps b) to /) to maximum number of itera-
tions.

k) Ending iteration.

Output: Joint alignment results of C faces

Here non-rigid distortions are to make the results of rigid
transformations approach the actual positions of the cor-
responding points in the faces further, and moreover, are
constrained by facial shape models. Here for each of the
C faces, it selects the k points from the results of rigid
transformations which are the close to their corresponding
points in the initial alignment results. It needs to be noted
that the set of the k points is the subset of the points obtained
after rigid transformations. The parameters for mapping are
determined from the results of rigid transformations to the
initial alignment results by using the k points. Then the results
of rigid transformations are mapped again by using these
parameters.

VI. EXPERIMENTS AND PERFORMANCE ANALYSIS

Here non-parametric face representation is used, three meth-
ods for joint face alignment are considered. Of these methods,
both global rigid and local non-rigid are considered. One
is to consider rigid variations of the C face shapes used in
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joint alignment, then do non-rigid variations of each face
shape. The method is named as that using phased global
rigid and local non-rigid. Two is to regard global rigid and
local non-rigid as two consequent steps and make iterations.
The method is named as that using iterative global rigid
and local non-rigid. These methods are mainly used in joint
face alignment. The methods in the paper is named as that
grouping points. It is different from the above methods in
that points are grouped at the stage of rigid transformations.
Thus, constraints can not only be imposed among the same
group of the C face shapes, but also are imposed among
five groups in each face shape. Besides, iterations are made
with rigid transformations and non-rigid distortions as a unit.
Here comparisons of performance will be made among these
methods to joint face alignment.

The set of images for testing is the Helen face
database [20]. From the database, the front faces and the
faces which is close to front are selected to ensure that all the
key points are visible in each face. Thus, the effect of large
facial pose on three methods can be eliminated. In addition,
the faces which are involved in joint alignment must meet
two requirements. First, the local deviation of the alignment
results only occurs in a small number of faces after the method
for face alignment is used for the faces in multiple images.
Second, for each of the key points, most of faces are aligned
successfully or approximately. The faces which meet these
conditions will be used to find the optimal method for joint
face alignment.

The first testing is to analyze the performance of the joint
face alignment using phased global rigid variations and local
non-rigid distortions. Five face images are selected randomly
from the testing set of faces each time. For each image,
the rectangle surrounding the face is determined by using the
AdaBoost classifier and then the initial alignment results can
be obtained by using SDM. The alignment results of five face
images is used as a group, and the joint face alignment using
phased global rigid variations and local non-rigid distortions
is made for the group. Some groups of visual results are
shown in Figure 4 where each row corresponds to a group.
Then the statistics are made. For each face of each group,
the square sum of distances between the key points of the
ground truth and those determined by join face alignment is
computed, and then the values of all faces are accumulated in
the group. The average of all groups is used as a measure.

FIGURE 4. Results using phased global rigid variations and local
non-rigid distortions.
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The second testing is to analyze the performance of the
joint face alignment using iterative global rigid and local non-
rigid. It is different from the first testing. Five face images are
randomly selected from the testing set of faces each time, and
regarded as a group. For each image, the rectangle surround-
ing the face is determined and the initial alignment results
are obtained. Then the joint face alignment using iterative
global rigid and local non-rigid is made for the results of
five faces. Some groups of visual results are shown Figure 5.
Afterwards, the statistical method and the measure which is
same as the first testing is used.

FIGURE 5. Results using iterative global rigid and local non-rigid.

The third testing is to analyze the performance of the joint
face alignment considering point grouping in the paper. Five
face images are randomly selected from the testing set of
faces each time, and are used as a group. Each group of face
images are considered one by one. For each image of any
group, the rectangle surrounding the face is first determined,
and then the initial alignment results are obtained. The joint
face alignment considering point grouping is made for the
results of five faces. Some groups of visual results are shown
in Figure 6. Then the statistical method and the measure
which is same as the first testing is used.

FIGURE 6. Results considering point grouping.

From figure 4, 5, 6, some results can be seen as follows.
First, local alignment results of individual faces have larger
offset when the method using phased global rigid variations
and local non-rigid distortions is used. This is caused by
weakening of global constraints imposed during the non-rigid
distortion stage. When the method using iterative global
rigid variations and local non-rigid distortions is used, better
results can be obtained. The method can alleviate larger offset
of local alignment results of individual faces. In contrast,
the method considering point grouping in the paper obtains
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the best results, which benefits from two aspects. One is
weakness of constraints during global rigid variations, which
is due to use of point grouping. The other is strengthen of
constraints during local non-rigid distortions, which is due to
impose co-constraints among faces.

To observe joint alignment performance of different meth-
ods when the number of images participating in joint align-
ment is same and to testify the effect of varying the number
of images on joint alignment performance, the number of
images is set as 3, 5, 7, 9 and 11, respectively. The above
process is used to determine statistics of performance for
three methods, and all of the statistics are shown in Figure 7.
The horizontal axe of Figure 7 is the number of images
participating in joint alignment and the vertical axe is the
measure value. According to the number of images, five
groups are divided, three statistics of each group corresponds
to the method using phased global rigid and non-rigid (GGP),
that using iterative global rigid and non-rigid (GGS), and
that grouping points in the paper (LGS), respectively. It can
be seen that joint alignment performance of each method
decreases with the number of images increased. In addition,
the method grouping points obtains the best performance for
each group.

30000 A

25000 4

20000

15000

Measure Value

10000 A

5000

FIGURE 7. Statistics of performance for three methods using different
number of images.

When the number of images participating in joint align-
ment is 5, the statistical results of different methods are shown
in Table 1. It can be found that the joint face alignment using
phased global rigid variations and non-rigid distortions is
slightly better than that using iterative global rigid and non-
rigid, and the joint face alignment in the paper obtains the
optimal results.

The effect of three methods on local key points is shown
in Figure 8. It can found that the key points which are close
to the corner of left eye deviate slightly when the first method
for joint face alignment is used. When the second method for
joint face alignment is used, better results can be obtained.
In contrast, the third method for joint face alignment obtains
the best results. This means that it is valuable to consider rigid
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FIGURE 8. Alignment results of local key points in three methods.

TABLE 1. Statistics of performance for three methods.

Method Using phased Using iterative Using point
global rigid and global rigid and grouping in
local non-rigid local non-rigid the paper

Measure 5885.82 6507.53 4230.95

variations and non-rigid distortions. In addition, grouping
points of faces are valuable.

From the perspective of computation efficiency, the
method using phased global rigid variations and non-rigid
distortions is close to that using iterative global rigid vari-
ations and non-rigid distortions. The method using point
grouping in the paper is lower than these methods. Besides,
some failures also occur when the method for joint face
alignment in the paper is used. It was found that the problem
is caused by the cases. For examples, the initial alignment
results of faces are far away from their actual positions, and
it are difficult to represent the non-rigid distortions of faces.

VIl. CONCLUSION

An effective method for joint face alignment is proposed in
the paper. The method does not only consider rigid variations
of faces, but also non-rigid distortions. It looks upon both as
two consecutive steps and makes iterations with both as a unit.
In addition, points of each face are grouped at the stage of
rigid transformations, so that the strict constraints imposed by
facial shape models can be reduced. The performance of three
method for joint face alignment is compared, using phased
global rigid and local non-rigid, using iterative global rigid
and local non-rigid, using point grouping in the paper. The
experimental results show that joint face alignment consid-
ering point grouping obtain the best results, and joint face
alignment using phased global rigid and local non-rigid is
better than that using iterative global rigid and local non-rigid.
Certainly, when joint face alignment in the paper is used, local
deviation also arises. In the latter works, we will focus on that
issue.
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