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ABSTRACT To operate robots and machines intuitively, interfaces using body motion have recently
been investigated. However, compared to the upper limbs, the lower limb operation has not been fully
explored. In the present paper, we conducted an experiment involving the six-degree-of-freedom operation
of an imaginary object with a lower or upper limb gesture using a virtual-space-based evaluation system.
We analyzed the motions of the upper and lower limbs in the operation and discussed the difference between
their characteristics. The experimental results showed that the operability of the lower limb was lower than
that of the upper limb in terms of time by approximately 79%, accuracy by approximately 109%, subjective
evaluation by approximately 39%, and frequency of ON/OFF switching by approximately 82%.We analyzed
the results in detail by defining the operational ideality and roughness based on fuzzy estimation. The
results clarified that the ideality of the lower limb operation was lower than that of the upper limb by
approximately 20–25% and that the ideality was lower in the posture operation than in the position operation
by approximately 7–13%. Evaluation of the macro-approaching motions using the roughness index showed
that the moving distance, rotating angle, and rotating velocity for a single motion were all smaller in the
lower limb operation than in the upper limb operation by approximately 18%, 44%, and 33%, respectively.
Consequently, there was the main difference between the upper and lower limbs in the posture operation.

INDEX TERMS Gesture, lower limb, operability, six degrees of freedom, upper limb.

I. INTRODUCTION
Interfaces, through which operators communicate with
machines, have an enormous effect on operability in real-time
operation, such as teleoperation of machines or teaching tasks
of robots. Conventional interfaces often use buttons or levers
for manipulation. However, this kind of operating method
requires some skill for operation as intended. In order for
even novices to experience intuitive operation, the operating
method in which the body motion of the operator is measured
and converted into the input to the machine is proposed
[1]–[7]. In these methods, the robot is controlled to trace the
body motion as it is. In addition, the methods by which to
command rotation in an arbitrary direction by recognizing
hand shapes [8], and to manipulate a robot arm by measuring
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the three-dimensional (3D) motion of the palm and fingers
[9] have been also investigated.

In these gesture-based methods, the upper limbs, including
both hands and arms, are mainly selected as measurement
objects. Since the upper limbs of human beings are often
used for manipulation and operation in daily life, the idea of
commanding a similar motion in machines appears natural
and easy to accept. In contrast, the lower limbs, including
the feet and legs, are basically used to support body weight
or walking, but seldom for complicated operations. On the
other hand, the lower limb has a skeletal system similar to
that of the upper limbs [10], which suggests that an appro-
priate understanding of its motion characteristics leads to the
development of a novel interface for the lower limbs. In fact,
the authors and other researchers in a human-computer
interface field have developed operating methods using the
foot [11]–[16]. However, previous studies focused primarily
on proposing operational devices, rather than quantitatively
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FIGURE 1. Imaginary operated object (IOO) used in the proposed
virtual-space-based evaluation system.

investigating the effectiveness of operation by the lower limb
[17]–[19]. This is particularly important in both academic and
industrial fields, but the advantages of lower limb operation
compared to upper limb operation have not yet been clari-
fied. As for the spatial operation of machines or robots by
using lower limbs [19]–[24], no researches have targeted free
manipulation with six-DOF in terms of position and posture
simultaneously, although the handling of a rigid body in 3D
space often requires free six-DOF operation at the same time.

Therefore, the present paper attempts to evaluate the
operability in six-DOF gesture-based operation using the
lower limb and to compare the results with those for the upper
limb. A virtual-space-based evaluation system is constructed,
and an experiment in which tasks are assigned to operate an
imaginary object with the lower or upper limb gestures is
conducted, through which their operability is quantitatively
evaluated. The operation on the way to the target position and
posture are analyzed based on the fuzzy estimation method in
order to clarify the differences in operational characteristics
between the lower and upper limbs.

II. EVALUATION SYSTEM FOR LOWER AND UPPER
LIMB GESTURE-BASED OPERATION
This section describes the system used in the present research
to evaluate the position and posture operation of an object
with upper and lower limb motions.

A. VIRTUAL-SPACE-BASED EVALUATION SYSTEM
In the proposed system, we adopt the operation style in which
an imaginary operated object (IOO) placed in virtual space is
operated, instead of an actual robot or machine placed in real
space [25]–[28]. This system was selected considering the
difficulty in displaying the target position and posture in real
space and the constraint or danger with respect to themovable
range and moving performance of an actual machine. The
IOO presented to the operator is shown in Fig. 1. The IOO
should be a simple object with minimal features with respect
to position and posture. Here, a yellow triangle with a green
sphere fixed on the tip is used. The green sphere shows
the representative point for the position of the IOO, and the
orientation of the triangle represents the posture of the IOO.
In order to distinguish each surface, the back surface has a
pattern of dots, whereas the bottom and side surfaces have
stripes with different directions. The virtual operation space is

FIGURE 2. Virtual operation space and IOO displayed to operator.

FIGURE 3. Arrangement of experimental setup and operator for the
proposed evaluation system.

indicated by a skeleton cube with green edges as the operable
range of the IOO. As shown in Fig. 2, the operator sees the
virtual operation space and the IOO from a fixed viewpoint
obliquely from above.

The setup of the evaluation system is shown in Fig. 3.
The virtual operation space and the IOO are drawn by
computer software for 3D space indication (SOLIDRAYLtd.,
Omega Space) and are projected onto a screen with a spe-
cialized projector. The operator wears active shutter glasses
(NVIDIA Corporation, 3D VISION2) that enable the opera-
tor to see the virtual operation space and the IOO stereoscopi-
cally. The position and posture of the IOO are calculated by a
PC. The projector, screen, and operator are arranged such that
the center of the screen faces the body of the operator when
the operator looks directly ahead. The distance between the
operator and the screen is about 1.5 m.

B. UPPER/LOWER LIMB GESTURE-BASED
OPERATING METHOD
There are two types of methods for operating the position
and posture of the IOO by measuring the gestures of body
parts. The first is to recognize patterned upper or lower
limb movements and generate corresponding commands

VOLUME 8, 2020 118263



M. Komori et al.: Experimental Investigation of Operability in Six-DOF Gesture-Based Operation

FIGURE 4. Markers to measure the position and posture by a motion
capture camera. (a) Marker equipment mounted on foot. (b) Marker
equipment mounted on hand.

[29]–[32], and the other is the master-slave method, in which
the IOO performs the same movement as the upper/lower
limb [33]–[36]. The present study uses the master-slave
method. The six-DOF motion of the position and posture of
the IOO is operated by measuring the position and posture of
the hand or foot with a contactless sensor and sending the IOO
a command to perform the same motion. In addition to the
upper/lower limb gesture, we introduce ON/OFF switching
of the operation. The ON state is the state in which the motion
of the hand/foot is input to the IOO, which is used to operate
the IOO. The OFF state is the state in which the motion of the
hand/foot is not input to the IOO, which is used to reset the
upper/lower limb state. First, the operator operates the IOO
in the ON state. When the upper/lower limb approaches the
limit of the movable range and the posture becomes difficult
to maintain during the operation, the state is switched to the
OFF state. Moreover, the operator returns his/her hand to
a comfortable pose and then switches the state ON again
in order to resume the operation. By repeating the above
process, it is possible to operate the IOO to the arbitrary target
position and posture without regard to the movable range of
the upper/lower limb. For operating the position, the displace-
ment of the coordinate of the hand/foot is added to that of the
IOO. As a result, the IOO moves in the same direction as the
hand/foot. With respect to the posture operation, the postural
displacement of the hand/foot is input to the IOO so that the
rotation axis vector and the rotation angle of the hand/foot as
seen from the operator agree with those of the IOO as seen
through the screen.

The position and posture of the marker mounted on the
hand/foot of the operator are measured to estimate the posi-
tion and posture of the hand/foot. As shown in Fig. 4, several
markers are fixed on each of the hand and foot via equip-
ment in order to reduce dead angles. The measurement is
conducted using a camera-based real-time motion-capture
system (Claron Technology Inc., Micron Tracker H3-60).
The position and posture of the marker are sent to a PC.
The displacement is then calculated, and the command is
input to the IOO. Fig. 5 shows the actual experimental scene,
where the arrangement of the camera, marker, and operator
is basically the same as Fig. 3. The operator can switch the
ON/OFF state using an input device (ON/OFF Switch). The
device has a button, which brings the system into the ON state
while the button is pushed and into the OFF state while the

FIGURE 5. Experimental scenes for the proposed evaluation system.
(a) Lower limb gesture-based operating method. (b) Upper limb
gesture-based operating method.

FIGURE 6. Hand/foot motion measured in the real world and the IOO
motion in the virtual operation space.

button is released. The maker is mounted on the right hand or
right foot of the operator. The ON/OFF switch is operated by
the left hand.

The motion capture camera provides the current positions
and rotational matrices of the markers relative to the refer-
ence coordinate system. The IOO motion is calculated from
the measured hand/foot motion in the following way. First,
the coordinate system 6r fixed to the operator and 6v fixed
to the virtual operation space are defined as shown in Fig. 6.
In 6r , the Xr , Yr , and Zr axes point to the right, forward,
and upward of the operator, respectively. In 6v, the Xv, Yv,
and Zv axes point to the right, forward, and upward of the
virtual operation space, respectively, seen from the operator.
As for the position operation, we set the displacement of the
hand/foot from the position at themoment when the operation
state is switched to ON as pr . At this time, the displacement
input to the IOO pv is given as

pv = cpr (1)

where c is a scale factor. This means that the IOO moves
in the same direction in 6v as the hand/foot moves in 6r .
With respect to the posture operation, we assume that the
hand/foot rotates around a vector qr at an angle θr . Then,
the quaternion corresponding to this rotation is represented as
follows:

q̃r = cos
θr

2
+ qr sin

θr

2
. (2)

The IOO rotates in the same way as the hand/foot. Namely,

q̃v = q̃r (3)
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FIGURE 7. Flow of one evaluation game carried out in the proposed evaluation system.

where q̃v is a quaternion of the IOO defined in 6v. Note
that the IOO moves in the virtual operation space just as
commanded without any inertial or frictional effect.

III. EXPERIMENTAL EVALUATION OF LOWER LIMB
GESTURE-BASED OPERATION AND COMPARISON
WITH THE UPPER LIMB
Using the evaluation system proposed in the previous section,
an experiment is conducted to evaluate the operating method
using the lower limb motion quantitatively and to compare
the motion to that using the upper limb.

A. EVALUATION GAME
In the experiment, as shown in Fig. 7, the evaluation gamewas
held such that the targets that had the same shape as the IOO
were displayed in the virtual space and the operator operated
the IOO to overlap with the target. The target appeared in
the virtual operation space at a random position and posture.
However, since it was difficult to determine the target posture
if the operator could only see its side or bottom surface, such
targets were excluded. The movable ranges of the IOO and
the target are limited within the cubic operational space with
a dimensionless side length of 30, which is equivalent to a
cube of 600 mm on each side in real space. In the analyses
discussed below, we basically use this dimensionless scale.
When the positions of the IOO and the target agree with each
other, a sphere fixed to the tip of the triangle changes from
green to red in order to indicate agreement to the operator.
When the IOO and the target have overlapped completely,
the entire IOO is displayed in red, as shown in Fig. 7(c).When
this state remains for one second, the target is cleared. The
decisions of the position and posture matching are carried out
independently, and their criteria are as follows:

1) POSITION MATCHING JUDGMENT
We set the coordinates of the IOO in 6a as ξh and the
coordinates of the target in 6a as ξT . When the condition of∥∥ξh − ξT∥∥ ≤ 1 is satisfied, the state is determined such that
the positions of the IOO and target are in agreement.

2) POSTURE MATCHING JUDGMENT
We set (xh yh zh) as the rotation matrix of the IOO seen from
6a and (xT yT zT ) as the rotation matrix of the target seen
from6a. When the condition min

(
〈xh, xT 〉, 〈yh, yT 〉

)
≥ 0.99

is satisfied, the state is determined such that the positions
and postures of the IOO and target coincide. Note that 〈∗, ∗〉
represents the internal product.

The flow of the game is as follows (Fig. 7):
(a) The IOO is displayed at the center of the operational

space, and a 10-second countdown starts.
(b) At the moment when the countdown reaches zero,

the target appears.
(c) The operator operates the IOO to overlap with the

target.
(d)When the displayed target is cleared, the game ends and

FINISH is displayed.

B. EVALUATION INDICES
In the experiment, the clear time required to finish the game,
the moving path of the IOO in the game, and the survey
given to the test subjects were used as evaluation indices for
the operability of the upper/lower gesture-based operation.
The operability in tasks is considered to be better when the
operated object can move to the target position and posture in
a shorter time. It was evaluated based on the game clear time.
Moreover, the operability will also be better if the operation
contains fewer useless motions. We evaluated it according
to the ratio of the path length along which the IOO actually
moved to the shortest path length from the initial position to
the target position. As this ratio approaches 1, the moving
path approaches the optimal path, and the motion is judged
to be less useless.
In addition to these objective indices, a questionnaire sur-

vey was carried out in order to investigate the subjective
evaluation of each operatingmethod. The evaluation itemwas
‘‘whether or not it was easy to manipulate the IOO’’ and the
questionnaire was taken once for each of the upper and lower
limb operating methods. Here, the visual analog scale (VAS)
method was used for the questionnaire. The questionnaire
sheet on which a line with no scale was drawn was given to
the subject, and the subject placed a mark on the line at the
most suitable point, supposing that the left and right ends of
the line indicate ‘‘hard to operation’’ and ‘‘easy to operate’’,
respectively. The distance from the left end of the line to
the position marked by the subject was converted to a point
between 0 and 100, which is used as the evaluation by the
subject of the operation method.

C. EXPERIMENTAL PROCEDURE
The test subjects of the experiment were 12 healthy adult men
without injury or disability. The average age was 23.6 years,
with a standard deviation of 1.30 years. First, it was explained
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FIGURE 8. Experimental result of IOO and hand/foot motions in an evaluation game for the upper and lower limb operating methods: (a), (b) Actual
IOO motion in the virtual operation space. (c)–(j) Time variation of the position and posture angle of the hand/foot and the IOO, where the white and
gray areas indicate the ON and OFF state period, respectively, and the dotted lines in the IOO’s results indicate the target value of the parameters.

that the displayed IOO was to be operated, and the target
indicated the goal position and posture of the IOO. After the
upper and lower limb gesture-based operating methods were
explained with the demonstration, each subject experienced
practice games three times in order to get used to the opera-
tion and the game. Before starting the operation, the subject
was shown a cubic model with a side length of 300 mm and
was instructed to move his hand or foot within the model.
The subject was asked to switch the operation state to OFF
when his hand or foot was likely to move out of the desig-
nated range or when maintaining the pose during operation
seemed difficult, and the subject was then asked to switch the
operation state to ON after returning his hand/foot to around
the center of the range and a comfortable posture. The subject
was required to try to clear games as quickly as possible
and to move the IOO to the target with the shortest distance.
In the experiment, 20 games were carried out for each of the
upper/lower limb operating methods, i.e., 40 games in total
for each subject. The questionnaire was given when 20 games
of each operating method were finished.

In order to prevent the order of the experiments from
affecting the results, the experiment of the upper limbmethod
was conducted first for six subjects, and the lower limb
method was conducted first for the other six subjects. In addi-
tion, games were given in random order for each subject
and each operating method from the 20 prepared patterns.
This experiment was conducted with the approval of the
Ethics Committee, Graduate School of Engineering, Kyoto
University.

D. EXPERIMENTAL RESULTS AND DISCUSSIONS
1) TRAJECTORY OF MOTION
Fig. 8 shows a typical example of the measured motion in
one evaluation game for one test subject. Fig. 8(a) and (b)
illustrates the actual IOO motion in the virtual operation
space. The IOO seems to move directly to the target state
in the upper limb method [Fig. 8(a)] but indirectly in the
lower limb method [Fig. 8(b)]. Fig. 8(c) to (j) shows the tra-
jectories of the position and posture in the hand/foot motion
and the IOO motion from beginning to end of the game.
Here, the IOO position is represented by the dimensionless
scale used in the virtual operating space. The posture angles
of the hand/foot and the IOO are represented by the Euler
angles of the Z-X-Y system θZ , θX , and θY . If the IOO moves
directly to the target, the trajectory of the hand/foot should
increase or decrease monotonously during the ON period.
Fig. 8(c) and (e) shows that the trajectories of the hand
position and posture satisfy it, respectively, especially for
0.9–1.6 s and 2.1–3.6 s. On the other hand, fluctuations of
the trajectory in one ON period lead to the indirect motion
of the IOO, which causes ineffective motions. This behavior
can be seen in the trajectory of the foot position and posture,
e.g., for 5.2–8.6 s in Fig. 8 (g) and (i), respectively. One of the
reasons for this result might be the range of motion. In gen-
eral, the range of motion of the foot is smaller than that of
the hand, especially in the pronation/supination motion [37],
[38]. Such a limited joint motion makes it difficult to operate
the IOO as the operator intended. Another possible factor is
subordination between the joints. When abduction/adduction
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FIGURE 9. Experimental results (∗: p< 0.05). (a) Average clear time for
one evaluation game. (b) Average number of ON/OFF switching times in
one evaluation game. (c) Average path length ratio between the ideal and
actual paths for one evaluation game. (d) Average value of questionnaire
survey evaluation.

or pronation/supination is generated, the foot tends to make
the other motion at the same time without regard to the
operator’s intention [39]. This phenomenon is considered to
be involved in the indirect motion of the foot.

2) CLEAR TIME RESULTS
Fig. 9(a) shows the average values and confidence intervals of
the clear time per game for all participants. The average clear
time of the upper and lower limb methods were 10.0 s and
18.0 s, respectively, between which there was a significant
difference at the 5% level of significance according to the
Mann-Whitney U test. Comparing the average values, the
clear time of the lower limb method is longer than that of
the upper limb method by 8.0 s, i.e., approximately 79% in
proportion. The standard deviations of the clear time were
2.5 s in the upper limb method and 4.3 s in the lower limb
method. Hence, the variation of the clear time became larger
in the lower limb method.

The average values and confidence intervals of the number
of times the subject switches the ON/OFF state in one game
are shown in Fig. 9(b). The average values were 3.9 times
and 7.1 times for the upper and lower limb methods, respec-
tively, which is approximately 82% larger for the lower limb
method. Comparing Fig. 9(a) and (b), there may be a cor-
relation between the clear time and the number of ON/OFF
switching times. In general, the movable range of the foot
joint is smaller than that of the hand joint. This suggests
that the clear time in the lower limb method became larger
because the limited joint range of motion, especially in the
posture operation, caused the test subject to input the motion
in which the ON/OFF state was switched several times.

3) PATH LENGTH RATIO
Fig. 9(c) shows the average values and confidence intervals
of the path length ratio per game for all test subjects. The
average values of the path length ratio were 0.40 and 0.19 for

the upper and lower limb methods, respectively, between
which there was a significant difference at the 5% level of
significance according to the U test. Comparing the average
values, the result for the lower limb is worse than that for the
upper limb by approximately 109%. This result means that
the lower limb method causes more useless motions during
the operation than the upper limb method. This result agrees
with the intuitive recognition that the lower limb is generally
unaccustomed to operation and inaccurate with respect to
motion, as compared to the upper limb. In addition, ON/OFF
switching may affect the results in this experimental condi-
tion. Namely, since the motion is disrupted before and after
switching the ON/OFF state, the hand or foot can be moved
in an unintended direction when resuming the operation.
Therefore, it is considered that the lower limb method easily
causes the deviation from the shortest path because ON/OFF
switching is frequently required.

As shown in Fig. 9(a) through (c), the operability of the
lower limb in multi-DOF operation could be evaluated quan-
titatively and compared to that of the upper limb using the
proposed evaluation system.

4) QUESTIONNAIRE RESULTS
The questionnaire result for each operating method is shown
in Fig. 9(d). The average score for all test subjects was
74.6 for the upper limb method and 46.0 for the lower limb
method. Based on the U test, there was a 5% level of signif-
icant difference between these results. A comparison of the
average values showed that the subjects felt more difficulty in
operating the lower limb method than the upper limb method
at a rate of 39%. This result agrees with the results of the
objective indices, i.e., the clear time and path length ratio.
Thus, it was verified that the proposed system could quanti-
tatively evaluate even a vague index of operability, which is
difficult to express in figures.

IV. ANALYSIS OF INDIVIDUAL OPERATION
IN THE ON STATE
In the previous section, we evaluated the total time and path
from the start to the end of the game to compare the upper
and lower limbs. However, the operation in a game actually
contains multiple motions resulting fromON/OFF switching,
so that each motion in an ON state may also have differences
between the characteristics of the upper and lower limbs.
Here, we define an ON period as the time of a single ON state
between the previous and next OFF states and focus on each
motion to move and rotate the IOO from one state to another
during an ON period. In terms of the hand and foot motion
measured in the experiment of Section III, the ideality of the
motion during each ON period is evaluated, and the moving
distance/velocity and rotating angle/velocity are analyzed.
The present paper uses fuzzy estimation for these analyses
[40]–[43].

A. IDEALITY EVALUATION OF OPERATION
First, whether or not the IOO approaches the target during
the operation in each ON period is evaluated. We explain the
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FIGURE 10. Ideality model for a movement of IOO during single
operation in an ON period.

definition of the ideality for the position operation. As shown
in Fig. 10, the initial and final positions of the IOO in the ON
state are set as P0 and P1, respectively, and the target position
is set as T. Considering that the motion is ideal when P1 and
T coincide, the method by which to determine the ideality is
discussed when P1 is different from T. For the estimation, two
fuzzy sets A and B are prepared.
A : The difference between the ideal and actual directions

in which the IOO moves is small.
B : The distance between the IOO and the target is

shortened.
According to the combination of A and B, the following

four rules are determined:
Rule 1: If A and B, then the ideality of the position

operation is I1.
Rule 2: If A and B, then the ideality of the position opera-

tion is I2.
Rule 3: If A and B, then the ideality of the position

operation is I3.
Rule 4: If A and B, then the ideality of the position opera-

tion is I4.
When the moving direction and distance of the IOO toward

the target in the single operation are given, we define the
membership functions forA,A,B, andB, which represent how
the parameters satisfy each fuzzy set, as follows:

µA (θe) = 1−
θe

π
(0 ≤θe ≤ π ) (4)

µA (θe) = 1− µA (θe) =
θe

π
(0 ≤ θe ≤ π) (5)

µB

(
L1
L0

)
=


1−

L1
L0

(
0 ≤

L1
L0
< 1

)
0
(
1 ≤

L1
L0

) (6)

µB

(
L1
L0

)
= 1− µB

(
L1
L0

)
=


L1
L0

(
0 ≤

L1
L0
< 1

)
1
(
1 ≤

L1
L0

) (7)

where θe (radian) indicates the angle between
−−→
P0P1 and

−−→
P0T ,

L0 and L1 (dimensionless) indicate the lengths of
−−→
P0T and

−−→
P1T , respectively, and µA, µA, µB, and µB are the mem-
bership functions for A, A, B, and B, respectively. As for A,
the motion is considered to be ideal when the difference in
the moving direction of the IOO from the ideal direction is
small. Then, we designedµA as a function of θe that decreases
in proportion to θe. With respect to B, the motion is judged

to be ideal as the IOO approaches the target. Then, µB is
designed as a function of L0/L1 that decreases in proportion
for 0 ≤ L0

/
L1 < 1 and becomes constant µB = 0 for

L0
/
L1 ≥ 1.

Next, we conduct defuzzification according to Rules 1
through 4 by Sugeno’s method. When the goodness of fit for
Rule 1 is set as C1, it is defined by the following equation.

C1 = min(µA, µB) (8)

The same is true for the goodness of fit of Rules 2 through
4 C2, C3, and C4. Namely,

C2 = min(µA, µB) (9)

C3 = min(µA, µB) (10)

C4 = min(µA, µB). (11)

At this time, the ideality of the operation Itotal is

Itotal =
1
Imax

4∑
i=1

CiIi

4∑
i=1

Ci

(12)

where Imax = max (I1, I2, I3, I4). The term 1
/
Imax in the

equation normalizes the total ideality.
The ideality for the posture operation of the IOO is defined

in the same manner as the ideality of the position operation.
Specifically, points P0 and P1 are defined in the posture space
instead of the position space, as shown in Fig. 13, and then
the ideality is calculated from (4) through (12).

Fig. 11 shows the calculated results of the ideality for the
upper and lower limb methods concerning all position and
posture operations for all test subjects in the experimental
results of Section III. The operation in each ON period con-
tains the position and posture operation, so that the ideality
can be calculated. The value of the ideality for each Rule
is given as I1= 3, I2 = 2, I3 = 1, and I4= 0. We deter-
mined these values by four-grade evaluation considering that
if Rules 1 through 4 are satisfied, the ideality can be high
in this order. In the figure, the horizontal axis indicates
the ideality of the position operation, and the vertical axis
indicates the ideality of the posture operation. According
to the Mann-Whitney U test, the ideality of each operating
method has a significant difference at the 5% level between
the median values of the two groups in both the position and
posture operation. The average values of the ideality for the
position and posture operation of the upper and lower limbs
are shown in Fig. 12. The average ideality of the lower limb
is less than that of the upper limb by approximately 20%
and 25% in the posture and position operations, respectively.
This is also found in Fig. 11, where the density of the dis-
tribution is high in the upper right region for the upper limb
method (a) and in the lower left region for the lower limb
method (b). Compared to the position operation, the ideality
of the posture operation is lower in both the upper and lower
limbs by approximately 7% and 13%, respectively. This result
suggests that the posture operation is more difficult than the
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FIGURE 11. Evaluation result of operational ideality for all movements
observed in the experiment.

FIGURE 12. Average values of operational ideality shown in Fig. 14.

position operation for both the upper and lower limbs, which
is analyzed in detail later.

B. ANALYSIS OF POSITION AND POSTURE OPERATIONS
IN THE MACRO-APPROACHING OPERATION
In this section, the moving distance/velocity and rotating
angle/velocity of the position and posture operation in each
ON period are analyzed and compared between the upper and
lower limbs. The task of overlapping the IOO with the target,
which was assigned in the experiment, is considered to be
classified roughly into two steps. One step is to bring the IOO
toward the target roughly and quickly (macro-approaching
operation), and the other step is to adjust the IOO to the

target carefully. It is expected that the motion characteristics
are quite different between these two steps, e.g., the moving
distance/velocity and rotating angle/velocity may be larger
in the former than in the latter. Therefore, it is difficult to
evaluate the displacement or velocity appropriately as long
as the former and latter are mingled. As such, we distinguish
the macro-approaching operation from the adjustment and
evaluate these steps with a focus on the former. Since there
are no clear criteria by which to judge whether each oper-
ation belongs to the former or latter step, fuzzy estimation
is introduced. We define the parameter of roughness, which
indicates the degree of the macro-approaching operation, and
then evaluate the roughness of each operation based on fuzzy
estimation.

The roughness of the position operation is estimated in the
following process. First, two fuzzy sets are picked.
C : The moving distance of the IOO is large.
D : The moving velocity of the IOO is large.
According to the combination of C and D, the following

four rules are determined
Rule 5: If C ∩ D, i.e., the moving distance is large

and the moving velocity is large, then the roughness of the
operation is R5.

Rule 6: If C ∩ D, i.e., the moving distance is large and
the moving velocity is small, then the roughness of the
operation is R6.

Rule 7: If C ∩D, i.e., the moving distance is small and the
moving velocity is large, then the roughness of the operation
is R7.
Rule 8: If C ∩D, i.e., the moving distance is small and the

moving velocity is small, then the roughness of the operation
is R8.
Here, assuming that the moving distance, Lp

(dimensionless), and moving velocity, Vp [s−1], of the IOO
are given, the membership function for each fuzzy set is
defined as follows:

µC
(
Lp
)
=


Lp
15

(
0≤Lp < 15

)
1
(
15 ≤ Lp

) (13)

µC
(
Lp
)
= 1− µC

(
Lp
)
=


1− Lp
15

(
0 ≤ Lp < 15

)
0
(
15 ≤ Lp

) (14)

µD
(
Vp
)
=


Vp
7.5

(
0 ≤Vp<7.5

)
1
(
7.5 ≤ Vp

) (15)

µD
(
Vp
)
= 1− µD

(
Vp
)
=


1− V p

7.5

(
0 ≤ Vp<7.5

)
0
(
7.5 ≤ Vp

) (16)

where µC , µC , µD, and µD are the membership functions
for C , C , D, and D, respectively. For C , the roughness is
considered to be high when the moving distance of IOO is
large. Then, we set µC as the function of Lp that increases
linearly for 0 ≤ Lp < 15 and takes constant µC = 1 for
Lp ≥ 15. With respect to D, the roughness is judged to be
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high as the moving velocity is large. Then, we designed µD
as a function of Vp that increases linearly for 0 ≤ Vp < 7.5
and becomes constant µD = 1 for Vp ≥ 7.5. The value of
Lp = 15, which corresponds to 300 mm in the real world,
is determined based on the side length of the cubic model
shown to the subject in the experiment. The value of Vp = 7.5
is set according to the average value of the maximummoving
velocity extracted from the data satisfying Lp ≥ 15.
Next, defuzzification is carried out according to Rules 5

through 8. The goodness of fit for Rule 5 is given as

C5 = min(µC, µD). (17)

Those for Rules 6 through 8, i.e., C6, C7, and C8, are
similar.

C6 = min(µC, µD) (18)

C7 = min(µC , µD) (19)

C8 = min(µC , µD) (20)

At this time, the roughness of the operation Rtotal is

Rtotal =
1

Rmax

8∑
i=5

CiRi

8∑
i=5

Ci

(21)

where Rmax = max (R5,R6,R7,R8).
Concerning the roughness of the posture operation,

assuming that the rotating angle of the IOO,2p (radian), and
the rotating velocity, �p [s−1], are given, the membership
functions for the fuzzy sets of ‘‘the rotating angle is large’’
and ‘‘the rotating velocity is large’’ are defined as

µ
(
2p
)
=
2p

π

(
0 ≤ 2p ≤ π

)
(22)

µ
(
�p
)
=


2�p

π

(
0 ≤ �p <

π

2

)
1
(π
2
≤ �p

)
,

(23)

respectively. The following calculation method is the same as
that of the roughness for the moving distance and velocity.

Fig. 13 shows the calculation results for the aver-
age moving distance/velocity and rotating angle/velocity
weighted by multiplying the roughness defined above. The
value of the roughness for each Rule is given as R5 = 2,
R6 = 1, R7 = 1, and R8 = 0. These values are determined in
the way similar to the ideality in the previous section, except
that three-grade evaluation is used because the roughness
for Rules 6 and 7 is considered to be the same degree. The
graphs show that all indices of the lower limb method are
smaller than those of the upper limb method. Moreover, there
was a 5% level significant difference in the moving distance,
rotating angle, and rotating velocity according to the U test.

This result means that themoving distance or rotating angle
during a single operation is smaller in the lower limb than in
the upper limb, which agrees with the above-mentioned result
that the lower limb requires multiple operations by switch-
ing the ON/OFF state many times, as shown in Fig. 9(b).

FIGURE 13. Average values of (a) moving distance, (b) moving velocity,
(c) rotating angle, and (d) rotating velocity per single operation in an ON
period weighed with operational roughness for the movements observed
in the experiment (∗: p < 0.05).

With respect to the moving distance, although both hand
and foot could move around the entire range of the 300 mm
cube that was presented to the test subject as the standard
movable range in the experiment, there was a gap in the
moving distance of a single operation, as shown in Fig. 13(a).
The rotating angle of the lower limb became smaller than that
of the upper limb, likely because the movable range of the
foot joint is smaller than that of the hand joint, both of which
strongly contribute to the posture change. The reason why the
rotating velocity of the lower limb became smaller than that
of the upper limb is considered to be the same. In contrast,
the moving velocity was not significantly different between
the upper and lower limbs.

Next, the position and posture operation are compared.
In the position operation, the difference between the upper
and lower limbs was relatively small. The moving distance
and velocity of the lower limb were approximately 82% and
95% of that of the upper limb. The difference between the
upper and lower limbs was relatively large in the posture
operation. The rotating angle and velocity of the lower limb
were approximately 56% and 67%, as compared to the upper
limb. Therefore, it was clarified that the lower limb had a
weakness, especially in the posture operation, compared to
the upper limb. This might be because the movable range of
the foot joint in the lower limb is smaller than that of the
hand joint in the upper limb, as mentioned above. This result
suggests that the difficulty in the posture operation should be
taken into consideration in the design of the interface for the
lower limb operation with superb operability.

V. CONCLUSION
Interfaces for the intuitive operation that use the body motion
have recently attracted attention. Such interfaces usually use
the upper limbs, so that using the lower limb motion may lead
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to a novel interface. In the present study, in order to clarify the
operability of the lower limb motion in multi-DOF operation
or how different this operability is from that of the upper
limb, we conducted an experiment of operating an IOO with
the lower or upper limb gesture using a virtual-space-based
evaluation system. We analyzed the motions of the lower
and upper limbs in the operation based on fuzzy estimation
and discussed the difference between their characteristics.
Consequently, we obtained the following results:

1) In order to evaluate the characteristics in themulti-DOF
operation of the lower and upper limbs quantitatively,
the evaluation system by operating the IOO in virtual
space was constructed. An experiment using the pro-
posed evaluation system verified that the upper and
lower limb operating methods could be quantitatively
evaluated and compared.

2) The experimental results showed that the operational
time was longer by 79%, the accuracy in the moving
path was worse by 113%, the operability evaluation by
the questionnaire was lower by 38%, and the number
of ON/OFF switching times was larger by 82% in the
lower limb operation, as compared to the upper limb.

3) Focusing on the operation in a single ON period while
moving and rotating the object to a target position and
posture, a method by which to evaluate the ideality of
the position and posture operation quantitatively was
proposed using fuzzy estimation. The results clarified
that the ideality of the lower limb operation was lower
than that of the upper limb by 20–25%. Moreover,
the ideality was indicated to be approximately 13%
lower in the posture operation than in the position
operation.

4) Assuming that the operation to move the object to
the target was classified into the macro-approaching
operation and the adjustment, its index was defined
as the operational roughness based on fuzzy esti-
mation. As a result of evaluating the motions in
the macro-approaching operation using the roughness
index, the moving distance, rotating angle, and rotat-
ing velocity per single motion were all clarified to be
smaller in the lower limb operation than in the upper
limb operation.

5) The difference between the upper and lower limbs was
relatively small in the position operation, but was large
in the posture operation, in which the rotating angle
and velocity per one motion in the lower limb operation
were approximately 54% and 65% of those in the upper
limb operation. The lower limb was revealed to have a
weakness in the posture operation as compared to the
upper limb.

The present study clarified the fundamental difference
between the operability of the upper and lower limbs in the
free six-DOFmanipulation. The future workwill handlemore
detailed experiments of the joint motions with independent
DOF or more practical operating method by introducing the
aspect of haptics [44]. It will also be interesting to bring new

evaluation indices such as jerk. These results will contribute
to the development and design of interfaces.
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