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ABSTRACT Hospital biomedical engineering teams are responsible for establishing and regulating medical
equipment management programs (MEMPs); these programs ensure the safety and reliability of medical
devices. Concomitant with rapid technological advancements, medical devices have been developed that are
now being integrated with information and communication technology. However, with the convergence of
such diverse technologies, internal and external security threats are continuously increasing. Thus, to reduce
medical device security threats, important devicesmust be identified and prioritized. In this study, we propose
amulticriteria decision-makingmodel that prioritizes medical devices by extending the Fennigkoh and Smith
model to include security threats. First, we formulate criteria for evaluating medical device functions based
on the classification of the medical devices according to their unique functions, connections, and data types.
Then, through threat modeling, we develop a method of identifying and evaluating security threats to these
devices. We discuss establishing a safer MEMP by analyzing the attack occurrence probability (AOP) and
attack success probability (ASP) of medical devices and the inherent security threats that these devices face,
none of which are considered in the existing model. Thus, by using the enhanced Fennigkoh and Smith
model, our proposed approach enables the development of improved security-enhanced MEMPs, including
cybersecurity risk assessments.

INDEX TERMS Biomedical equipment, cybercare, security management.

I. INTRODUCTION
The unexpected nature of risks associated with the use of
medical devices and equipment causes the safety of such
devices and equipment to be constantly under threat; these
threats can lead to physical damage or financial loss to people.
This problem is further exacerbated by the proliferation and
combination of medical devices and equipment [1]–[4]. Risk
management—the use of a system or activity to analyze
and evaluate risks that can occur during the lifespan of a
product and to mitigate them to permissible levels [5]—
is necessary to prevent or reduce such damage. In light of
the continuous technological advancements being made in
various fields, the importance of risk management is also
increasing. While risk management is essential in various
industries, it is particularly important in medicine, wherein
safety is of the utmost importance because medical devices
are used on human patients.
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In recent times, with the development of Internet of Things
(IoT) technology, the interconnection of various devices,
objects, and systems without restrictions on time and loca-
tion for enhanced control and operational ease is becoming
inevitable, with fields such as medicine and electronics at
the center of this advancement [6]. Healthcare will soon be
delivered as a seamless continuum of care, instead of the
clinic-centered point-of-care model, with an increased focus
on prevention and early intervention [7]–[11].

Implantable medical devices (IMDs) are already enabling
a shift in healthcare models. IMDs are electronic devices
implanted in the human body that can be used to monitor
patient health conditions; enable, support, or improve bodily
functions; and treat diseases [12]. Examples of currently
available IMDs include automated external defibrillators that
monitor heart conditions and restore its normal rhythm when
necessary, deep brain stimulators for patients with epilepsy
or Parkinson’s disease, drug delivery systems using infu-
sion pumps, and various sensors to collect and process
vital signs [13]. Furthermore, IMDs equipped with advanced

115370 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0002-8100-7583
https://orcid.org/0000-0001-6385-0617
https://orcid.org/0000-0001-7573-6272


D.-W. Kim et al.: Medical Device Safety Management Using Cybersecurity Risk Analysis

computing and communication capabilities have several ben-
efits for patients; however, these advanced IMDs also present
numerous security and privacy threats. In some cases, IMDs
can also result in fatalities; for example, intentionally tamper-
ing with an IMD can cause death [1], [12], [14]–[23]. The US
Food and Drug Administration (FDA) has also acknowledged
that it is significantly more difficult to detect intentional
attacks than accidental attacks [24].

IMDs store and transmit extremely sensitive healthcare
information, which should be protected in accordance with
EU and US guidelines (e.g., 95/46/ECC and CFR 164.312,
respectively) [25], [26]. Among the potential attacks on wire-
less IMDs, techniques to deactivate or reprogram onboard
therapy functions and deliver shocks to patients have been
proven possible in experimental settings [14]–[16]. More-
over, intentional battery drain to prevent the operation of
an IMD has also been reported; in such situations, surgery
is often required. The power to a cardiac IMD can easily
be turned off using magnetic fields [17]. Because of this
concern, former US Vice President Dick Cheney had the
wireless feature in his implantable cardioverter defibrillator
disabled [18].

As discussed earlier, because medical devices significantly
influence the lives and welfare of patients, the importance
of security management for such devices is continuously
increasing [19]. In particular, cybersecurity for the processing
and management of large amounts of data transmitted wire-
lessly from existing fixed-line communication infrastructure
is indispensable, and this need has only increased with the
development of electronic medical devices [19]. The feasi-
bility of hacking medical devices has already been reported
[20], [21] and security incidents in healthcare have been
shown to be plausible.

Overall, although medical devices and equipment play
critical roles in healthcare, they can be harmful if improperly
used, maintained, or managed. Considering this, in this study,
an approach was developed to assess medical device security
risks based on security threats and vulnerabilities according
to the type of medical device. Using this approach, safer
medical equipment management programs (MEMPs) can be
established; in addition, the reported results can be used to
improve the Fennigkoh and Smith risk-assessment model
for medical devices by incorporating various approaches to
study and assess cybersecurity risks that are currently not
considered in the model.

In this study, the Fennigkoh and Smith model was chosen
for extension because it has been approved by the ‘‘Joint
Commission on Accreditation of Healthcare Organizations’’
as a standard (EC6.10) and is commonly used in assessing the
risks of medical devices [54].

The remainder of this paper is organized as follows.
Section II presents the motivation and background for this
study. Section III describes the research methodology and
presents the criteria and risk analysis methods for assess-
ing the functions, risks, and maintenance requirements of
medical devices. In particular, via use-case scenarios, we

demonstrate the selection of the most relevant modeling tech-
niques according to application requirements using tables.
Section IV discusses the feasibility and limitations of our pro-
posed method. Finally, Section V summarizes our findings
and outlines the directions for future research related to our
study.

II. RESEARCH BACKGROUND
A. TRENDS IN MEDICAL DEVICE SECURITY BY COUNTRY
AND INTERNATIONAL STANDARDS (ISO)
Although awide range of industries require riskmanagement,
it is particularly crucial in medicine because patient safety
is of the utmost importance. The current trends of medical
device security management in major countries are summa-
rized in Table 1.

Security measures for the protection of medical devices
are actively being researched worldwide and international
standards are being developed for them. Table 2 lists the
current international standards regarding medical device
security.

B. RESEARCH ON MEDICAL DEVICE RISK
MANAGEMENT
Biomedical engineering departments in hospitals are respon-
sible for establishing and regulating MEMPs to ensure the
safety and reliability of medical devices [54]. To achieve this
objective, important medical equipment must be identified
and prioritized [54]. As the number and complexity of med-
ical devices steadily increase, hospitals must also develop
and regulate MEMPs, so that important medical devices are
safe and reliable and operate at the required performance
level [54].

In addition, as previously indicated, with technological
advancements, medical devices with significant interconnec-
tion capabilities are being developed [1], and as diverse
technologies converge, internal and external security threats
increase.

Attacks on critical medical devices threaten patient
safety [15]. Experimentally controlled cyberattacks on med-
ical devices have targeted implantable cardiac defibrillators
[16], wearable insulin pumps [4], and tele-operated surgi-
cal robots [55]. The US Department of Homeland Security
warned recently that numerous medical devices made by
Medtronic are vulnerable to cyberattacks [56]; the US federal
government and General Electric (GE) Healthcare have also
announced that certain of the company’s patient monitoring
devices are vulnerable to cyberattacks [57].

Fennigkoh and Smith proposed a risk-assessment method
that groups medical devices based on their equipment man-
agement (EM) score, i.e., the sum of values assigned to the
criticality of the device’s function, physical risk (PR), and
maintenance required [54], [58]:

EM = Critical Function+ PR+ Required Maintenance.

(1)
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TABLE 1. Medical device security trends in major countries.

TABLE 2. International standards on medical device security.

The Joint Commission on Accreditation of Healthcare Orga-
nization recognized the importance of Fennigkoh and Smith’s
method in 1989 [58] and eventually approved it as a standard
in 2004 [54].

With technological advancements, medical devices are
being implemented with information and communication
technology (ICT) capabilities. The handling andmanagement
of large volumes of wirelessly transmitted data necessitates
security management; however, the evaluation of security
management approaches against modern cybersecurity risks
is not possible using the existing model alone [58]. This
is because the Fennigkoh and Smith model considers only
the critical function, PR, and maintainability values of a

given device. To address this gap, we propose a medical
device risk management method based on security criticality
for cybersecurity risk assessment.

III. METHODS
A. SECURITY CRITICALITY ASSESSMENT MODEL FOR
MEDICAL DEVICES
A medical device is an instrument, a machine, an appara-
tus, a material, or a similar product used independently or
in combination with another device to (1) diagnose, treat,
alleviate, or prevent a disease; (2) diagnose, treat, alleviate,
or correct an injury or disorder; (3) test, replace, or transform
a structure or function; and (4) control pregnancy in animals
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FIGURE 1. Decision-making model for medical device prioritization [54].

or humans [59]. The FDA forecasts that medical devices will
transition to software because software is playing an increas-
ingly important role in the medical field [60]. Accordingly,
it is essential to develop a method to evaluate the safety
and security of software implemented in medical devices for
diagnostic and healthcare purposes [22].

In this study, we use the analytic hierarchy process
(AHP) [54], [61] to address the complex problem of assessing
the security criticality of medical devices. AHP is a powerful
analytical method for assessing complex problems with sev-
eral objectives or evaluation criteria; in particular, the eval-
uation criteria are stratified and decomposed into their main
and detailed factors, and then, their importance is calculated
through duality comparison. TheAHPmethod for analyzing a
complex problem by decomposing it into a hierarchical three-
stage process is widely used for prioritization analysis [62].
Fig. 1 illustrates the decision-making model for medical
device prioritization, considering the security risk associated
with AHP.

In general, model creation in all threat tree-based
methodologies starts with the identification of a threat event
represented as the root node. Then, depending on the spe-
cific approach, the causes or consequences of the event are
deduced and depicted as refining nodes [54], [74]–[80].

Fig. 1 has been expanded to consider security based
on previous studies [54]. The evaluation criteria constitute
the second stage of the hierarchical structure. In our proposed
approach, medical devices are prioritized based on the sum
of values assigned to the critical function, PR, cybersecurity
risk, and maintenance. These formalisms provide a system-
atic, intuitive, and practical representation of several different

possible attacks, vulnerabilities, and countermeasures; more-
over, they also allow for an efficient formal and quantitative
analysis of security scenarios. Thus, the contribution of this
work is provision of a complete overview of the field and
systematization of existing knowledge [74], [75], [79], [80].

Medical device risk analysis follows a three-step process,
as illustrated in Fig. 1.
� [Step 1] Evaluation based on the function of medical

devices (connection type, data flow type, data type, func-
tion type).

� [Step 2] Assessment of the security risk (attack occur-
rence probability, attack success probability) and physi-
cal risk (physical risk).

� [Step 3] Assessment of the maintenance requirements of
the medical devices.

The step-by-step analysis and evaluation methods to estab-
lish a secure MEMP are described in detail in the following
subsections.

B. MEDICAL DEVICE FUNCTION EVALUATION CRITERIA
In healthcare institutions, medical devices such as machines
and equipment are managed as fixed assets, whereas consum-
ablemedical devices (e.g., insulin syringes) are not. The num-
ber of medical devices managed as fixed assets ranges from
several thousands to several tens of thousands, depending on
the hospital size. In some cases, medical instruments may
be managed as consumable medical devices (blood glucose
meter, Barovac, etc.).

Because different healthcare institutions have different
medical device classification criteria and systems, it is diffi-
cult to agree on a single set of definitions for medical devices.
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FIGURE 2. Classification of medical devices according to type.

Factors to consider for medical device security evalua-
tion include the unique function and purpose of the medical
device, type, and purpose of the included network connection,
and data type (standard, non-standard).

The data generated or handled by medical devices are
binary and digital signal data, which do not take into account
classification at the information level (public, private, con-
fidential, secret, top-secret, etc.). The data generated from
medical devices can be identified and classified based on a
standard (HL7, DICOM, etc.) in the Healthcare Information
System (HIS) or Picture Archiving and Communication Sys-
tem (PACS). Thus, in this study, data types are classified as
either standard or non-standard.

As illustrated in Fig. 2, medical device capability, con-
sidering security, is classified and evaluated according to
the type of network connection (direct connection, gateway,
or disconnected), data flow (import, export, or mixed), data
type (standard or non-standard), and unique function of the
medical device (therapeutic, diagnostic, analytical, or miscel-
laneous).

To help US institutions of all classes comply with the Fed-
eral Information Security Management Act, the US National
Institute of Standards and Technology (NIST) developed
the Risk Management Framework (RMF) to integrate and
describe relevant standards and guidelines [64]. The RMF
promotes risk management activities using the security life
cycle approach, which comprises the following six steps:
categorization based on the potential impacts of risks to
information and the system from the perspectives of confi-
dentiality, integrity, and availability; selection of minimum
security controls based on such factors as minimal security
requirements and cost analysis; implementation of the secu-
rity controls in accordance with the security environment;
assessment of whether the desired outcome has been derived
from the implementation; authorization of the operation of
an information system based on decision-making regarding
risk with respect to organizational operation and assets; and
monitoring of security situations.

The Federal Information Processing Standards Publica-
tion 199 (FIPS PUB 199) defined standards for categorizing

information and information systems based on the poten-
tial impacts on an organization in order to provide a com-
mon framework and understanding for expressing security.
The publication defined security objectives—confidentiality,
integrity, and availability—and categorized the potential
impacts of security breaches on individuals or organizations
as low, moderate, and high [63].

Medical devices differ in importance according to their
functions. For example, life-support devices must be pro-
tected from internal and external attacks because they serve
to maintain the lives of patients. Functional evaluation, which
is based on the Fennigkoh and Smith model, involves using a
total function value that is determined by summing individual
values assigned to each of the functions of the medical device
under consideration, as indicated below. The function value
(FV) is the total value (3–12 points) determined by evaluating
function F and summing across the relevant areas according
to the function of the device (e.g., connection type (CT), data
flow type (DF), data type (DT), and function type (FT)):

FV =
n∑
i=1

Fi. (2)

Medical devices are graded using a three-point classifi-
cation scale, which is described in Table 3 [5], [41], [65],
[66]. Specifically, a score is determined for each area, then
a total FV is computed by adding the area-specific scores,
after which the evaluation grade is determined based on the
total FV. The FT is determined by appropriately applying
the equipment function criteria of the Fennigkoh and Smith
model [67] (Table 4 ).

As presented in Table 3, for the FV, the impact level is
evaluated in terms of CT, DF, DT, and FT. Area-specific
values are added using (2) to obtain a total FV ranging
from 5 to 18 points. The total FVs are then categorized
into prioritization grades 1–5. Table 5 lists the definitions of
the criticality categories based on the FVs obtained via the
method described above.

For function evaluation, risk is determined by appropri-
ately applying international criteria, namely ISO/IEC 27005
[5] and ISO 31000 RM [65], conducting risk assessment
based on NIST 800-37 RMF [66] and FIPS PUB 199, and
performing failure mode, effect, and criticality analyses [68].

C. USE CASES
As an example, consider a pulse oximeter, which has a CT
of 2 (connection through gateway), DF of 1 (export), DT
of 2 (nonstandard, raw data), and FT of 6 (additional phys-
iological monitoring and diagnostic). Thus, the FV of a pulse
oximeter can be computed as follows:

FV = CT+ DF+ DT+ FT

= 2+ 1+ 2+ 6

= 11 (3)

Hence, a pulse oximeter has a total FV of 11, and thus, it
can be classified as a medical device with a Grade 4 function.
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TABLE 3. FV evaluation criteria [5], [41], [65], [66].

TABLE 4. Equipment function [67].

TABLE 5. Criteria for function evaluation [5], [65], [66], [68].

Fig. 3 depicts an example of the function assessment for a
pulse oximeter.

Fig. 3 shows the function evaluation use case of a pulse
oximeter used in hospitals. Pulse oximeters will vary depend-
ing on the vendor; however, the connection type of a pulse
oximeter will still be ‘‘connected via a gateway’’: CT=2.

Because the pulse oximeter uses a data format defined by
the vendor instead of a standard data format, it is connected
to hospital information system (HIS) via standardization or
normalization on the gateway. Therefore, depending on the
evaluation criteria described above, the following points will
be included: CT=2, DF=1, andDT=2. Furthermore, because
the pulse oximeter is a medical device that monitors oxy-
gen saturation, it belongs to the ‘‘diagnostic’’ category, with

FT=6, as shown in Table 4, which specifies ‘‘additional
physiological monitoring and diagnosis.’’

It should be noted that Fig. 3 is just a use-case example,
and connection methods, data types, and data flow may vary
because of different system configurations between hospitals.

D. CRITERIA FOR MEDICAL DEVICE RISK ASSESSMENT
As previously specified, with technological advancements
made in recent years, medical devices are being integrated
with ICT capabilities [1]. Because such devices are closely
linked to patient lives and welfare, management of their
security is crucial. Integrating the healthcare enterprise (IHE)
defines medical device security threats; these are presented
in Fig. 4. To identify medical device risks, Badawi et al.
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FIGURE 3. Function assessment use case for a pulse oximeter.

FIGURE 4. IHE medical device security threat examples [1].

analyzed a potential threat using a pulse oximeter as an
example; this analysis is depicted in Fig. 5 [69].

Once a threat is analyzed, the attack tree method is used
to compute the actual attack occurrence probability (AOP).
The attack tree technique, which was introduced by Schneier,
is a systematic method of defining the security features of a
system according to various attacks [70], [74]–[80]. In this
method, the AOP is calculated based on OR and AND con-
nectors with the premise of achieving an attack goal at each
node representing an attack.

1) AOP
In the use case described herein, an AOPwas computed using
the attack tree method. The AOP is defined as the ratio of
attack event occurrences at a child node to those at a parent
node to achieve an attack goal at the child node. AOPs are
computed in the following manner [71].

If child node x is a leaf node, AOP = 1 (see (4) and (5)).
If x is reached as a combination of AND connectors, then

AOP =
number of AND combinations

number of x
. (4)
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FIGURE 5. Pulse oximeter threat model example [69].

FIGURE 6. Pulse oximeter attack tree example.

Otherwise, if x is a combination of ORs, then

AOP =
1

number of x
. (5)

These attack tree scenarios are limited because each node
is assigned the same weight, even though nodes are not the
same in terms of threat level, and the extent of damage due to
a threat differs among nodes as well. In addition, the scenarios
do not compare the AOPs across each of the nodes, but rather

TABLE 6. AOP evaluation criteria.

only show the probability of achieving an attack goal from a
lower node to an upper node. Because the frequency of attack
occurrences and extent of a threat are not considered at each
node, the quantification of the level ofmedical device security
threat is limited. Thus, AOPs are computed by designing an
attack tree based on each of the medical device security threat
scenarios, as shown in the example in Fig. 6.

The computation of AOPs based on the example shown
in Fig. 6 is described below. The AOP at ν4 is 1/2, because
there are two paths to ν4, through ν8 and through ν9. One
of four ways, through ν4, ν5, ν6, or ν7, should be selected to
arrive at ν2; thus, the AOP is 1/4. To arrive at ν1, the single
node ν3 is selected; therefore, the AOP is one. Thus, if an
attack targets a user or patient, the AOP of patient information
theft is 6.25%, which can be computed as follows:

AOP =
1
2
×

1
4
×

1
2
=

1
16
× 100. (6)

The AOPs calculated at each of the nodes of an attack tree
designed according to the medical device security threat are
categorized using the three-level classification system shown
in Table 6.
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TABLE 7. RATINGS of aspects of attack potential.

TABLE 8. ASP ratings.

2) ATTACK SUCCESS PROBABILITY (ASP)
The definition of ASP can be found in ISO/IEC 15408 [72]
and ISO/IEC 18045 [73]. In essence, ASP increases as the
effort required to perform an attack decreases and the moti-
vation of the attacker increases. The following factors are
considered in the evaluation of ASP [73].
• Time taken by an attacker to identify a vulnerability,
develop an attack method, and execute the attack;

• Specialist expertise required;
• Knowledge of the system under investigation;
• Window of opportunity to access the target of the attack;
• IT hardware/software or other equipment required to
identify and exploit the vulnerability.

These factors are not mutually exclusive and may be sub-
stituted for each other, considering different perspectives. For
example, professional skills or equipment may be substituted
for each other or with time (Table 7). ASP is obtained by
applying the values of the factors presented in Table 7 based
on the medical device security threat (Table 7) and then
classified into one of the five levels listed in Table 8 based
on the criteria presented in Table 7. Once the ASP levels are
determined, they are mapped onto leaf nodes of the attack
tree. For example, each leaf node in Fig. 6 is annotated with
the corresponding ASP level; some of these examples are
listed in Table 9.

3) RISK
The risk value (RV) is computed by determining the PR, AOP,
and ASP, which correspond to the characteristics of each of
the terms, and multiplying them together to assess the risk
grade:

RV = PR× AOP× ASP. (7)

To determine PR, the criteria from the Fennigkoh and
Smith model for PR are appropriately applied (Table 10) [67].
Once the RV is computed, the risk is assessed by using the
classification system of ‘‘high (H),’’ ‘‘normal (M),’’ and ‘‘low
(L),’’ as listed in Table 11 and shown in Fig. 7. As illustrated
in Fig. 7, the risk level increases with increasing PR, AOP,
and ASP.

E. CRITERIA FOR EVALUATING MAINTENANCE
REQUIREMENTS
Maintenance requirements are determined by appropriately
applying the criteria of the Fennigkoh and Smith model [67].
According to the model, types of equipment that are predom-
inantly mechanical, pneumatic, or fluidic often demand the
most extensive maintenance [67]. A device is considered to
have an average maintenance requirement if it necessitates
only performance verification and safety testing. Equipment
that require only visual inspection, basic performance checks,
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TABLE 9. Examples of ASP estimates.

FIGURE 7. Examples of RV estimates.

TABLE 10. PR classification.

and safety testing are classified as having minimal mainte-
nance requirements [54].

IV. DISCUSSION
Weperformed risk assessment for each of themedical devices
listed in Table 13. The model proposed in this study includes
all the criteria for medical device prioritization suggested
in biomedical engineering (i.e., the Fennigkoh and Smith
model).

The AHPmethod enables efficient formalisms that provide
a systematic, intuitive, and practical representation of a large
amount of possible attacks, vulnerabilities, and countermea-
sures; in addition, it allows for efficient formal and quantita-
tive analysis of security scenarios.

In this study, data were collected through site verifica-
tion and security vulnerability analysis (penetration testing,
threat modeling) of 22 types of medical devices, as listed
in Table 13, and models were analyzed based on hypotheses.

In medical institutions, disposable materials and devices
are also considered as medical devices; this poses limitations

TABLE 11. RV ratings.

TABLE 12. Maintenance requirements.

in classifying only medical devices that should be addressed
from a cybersecurity perspective. From an attacker’s per-
spective, the elements necessary to pose a risk to medical
institutions through medical devices are connectivity and
the importance (which can be of monetary benefit) of the
information handled. Thus, connection type, data type, and
direction of data transfer are important; in particular, the
functional classification presented in Table 4 determines the
importance of medical devices.

Table 3 lists a three-point classification approach based on
the RMF [63], [64]; in addition, the functional importance
of medical devices can be evaluated by referring to Table 5.
An assessment of the functional importance of these med-
ical devices will help to determine priorities based on the
unique functional elements ofmedical devices from a security
perspective.

Our proposed model estimates the total risk of a medical
device, considering security threats by assessing ASP, AOP,
and PR (Fig. 8). Hence, this research will enable the devel-
opment of improved security-enhanced MEMPs, including
cybersecurity risk assessments not considered in the exist-
ing security model by utilizing the enhanced Fennigkoh and
Smith model.

A limitation of the model proposed in this study is that
expert participation is required when applying the model
to medical devices. More specifically, analysis of secu-
rity threats in medical devices requires the participation of
information security experts with medical expertise and the
cooperation of biomedical engineering experts. In addition,
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FIGURE 8. Decision-making model for medical device risk assessment.

TABLE 13. Examples of medical device risk assessment considering security.

discussions should be made on how to select meaningful
values for ratings related to values calculated through expert
participation (Figure 7). Naturally, these scores and thresh-
olds may vary depending on different systems, so guidance
will be needed on how these scores and thresholds can be
selected.

Another limitation is that biomedical engineers may not
always be able to accept the outcome of prioritization of secu-
rity threats, and the weight of each criterion and/or the sever-
ity of the assigned security grade may have to be reassessed
and reassigned. Nevertheless, this study contributes to the
enhancement of medical device security by integrating AHP
to facilitate the assessment and prioritization of cybersecurity
risk factors for which prior research is lacking.

V. CONCLUSION
In this study, we proposed a multicriteria decision-making
model to prioritize medical devices based on security threats
against them. The model uses AHP to identify medical
devices of high importance that need to be included in hos-
pital MEMPs. The proposed hierarchical structure includes
eight assessment criteria: CT, DF, DT, FT, PR, AOP, ASP,
and maintenance requirements. The output of the model is an
estimate of the total risk considering security threats assessed
using ASP, AOP, and PR. In addition, the proposed model
may be useful for establishing guidelines for the selection
of appropriate maintenance strategies for medical devices by
utilizing the scores of medical devices for individual criteria
or a combination of several criteria.

115380 VOLUME 8, 2020



D.-W. Kim et al.: Medical Device Safety Management Using Cybersecurity Risk Analysis

We believe that our proposed model will be useful for
biomedical engineering departments in hospitals to establish
and regulate programs for safe and reliable medical equip-
ment management. As the number and complexity of medical
devices steadily increase, hospitals are required to establish
and regulate MEMPs so that important medical devices are
safely and reliably operated at the required security levels;
our model is a step in that direction.

A limitation of our study is that, although the proposed
security threat analysis model was validated through a simu-
lated penetration test on somemedical devices, verification of
the model on additional medical devices is required to ensure
feasibility for a large range of medical devices.

As future research, we will expand penetration testing (to
include white box, black box, and fuzzy tests) to validate
cybersecurity threats. Furthermore, the use cases for this test-
ing will be developed in conjunction with medical institution
certification programs (such as HL7, HL7 FHIR, ONC-HIT,
CCHIT, IHE), and it will be implemented as a tool available
in the field.
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