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ABSTRACT In this paper, a new chaos-based hash function is proposed based on a recently proposed
structure known as the deterministic chaotic finite state automata (DCFSA). Out of its various configurations,
we select the forward and parameter permutation variant, DCFSAFWP due to its desirable chaotic properties.
These properties are analogous to hash function requirements such as diffusion, confusion and collision
resistance. The proposed hash function consists of six machine states and three simple chaotic maps. This
particular structure of DCFSA can process larger message blocks (leading to higher hashing rates) and
optimizes its randomness. The proposed hash function is analyzed in terms of various security aspects
and compared with other recently proposed chaos-based hash functions to demonstrate its efficiency and
reliability. Results indicate that the proposed hash function has desirable statistical characteristics, elevated
randomness, optimal diffusion and confusion properties as well as flexibility.

INDEX TERMS Chaotic map, cryptography, data integrity, finite state automata, hash function, security.

I. INTRODUCTION
A hash function is a one-way function that compresses
messages to fixed-length hash values. Hash functions are
widely used in various cryptographic applications [1]–[7].
Blockchain and cryptocurrency are also heavily depen-
dent on hash functions in their consensus protocols [8].
The Merkle-Damgard (MD) structure is one of the most
well-known hash constructions and has been used to design
hash functions such asMD5 and SHA-1. However, some con-
ventional hash functions have shown security defects under
differential or collision attacks [9], [10]. Furthermore, a col-
lision has been found for SHA-1 [11]. With the cryptanalysis
of MD5 and a theoretical break of SHA-1 [12], the National
Institute of Standards and Technology (NIST) released the
SHA-2 family. However, SHA-2’s design is based on similar
principles of MD5 and SHA-1, and the same class of attacks
has used to cryptanalyze SHA-2 [13].

NIST called for a competition to establish a new, standard-
ized hash, henceforth known as SHA-3 [14]. A hash function
based on the sponge structure was finally selected [15]. Since
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then, the SHA-3 algorithm has been subjected to various
cryptanalytic attacks [16]–[18]. Although SHA-3 has yet
to be fully cryptanalyzed, alternative hash function designs
should still be explored in the meantime [19].

Chaotic systems have been used to design hash functions
due to the commonalities between chaotic systems and hash
function characteristics [20]. These characteristics include
sensitivity to small changes to initial conditions and sys-
tem parameters, random-like behavior, ergodicity, diffusion
and confusion properties. Thus, various hash function con-
structs have been proposed based on the chaotic systems
such as iterating simple chaotic maps [21], [22], multiple
maps [23], high-dimensional maps [24], [25] and message
block-controlled hyperchaotic map [26]. Other chaos-based
hash functions in literature include Li et al.’s hash function
based on generalized chaotic maps with perturbed chaotic
parameters [27], Ahmad et al. design based on the dynamics
of a nonlinear 12-term 4D chaotic system [28], Liu et al.’s
proposal based on the Lorenz system with multiple parame-
ters and time-varying perturbation [29].

Akhavan et al. have proposed a chaotic hash function based
on piecewise nonlinear chaotic map and a 1D chaotic map in
parallel mode [24] whereas Teh et al. have proposed a keyed
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hash function based on logistic map realized with fixed point
representation [30]. Li et al. have proposed a new chaotic
hash function based on circular shifts and variable parame-
ters, piecewise linear chaotic map and one-way coupled map
lattice [31]. The maps were used generate chaotic variables
while circular shifts were used in enhancing randomness.
However, most of these proposed functions suffer from secu-
rity flaws due to weaknesses in the underlying chaotic maps
or designs used. These security flaws can be generalized as
follow:

• Using 1D chaotic map without enhancing chaotic
behaviours lead security defects and ease of estimating
chaotic parameters [32]–[36].

• Using hyperchaotic maps or HD chaotic maps lead to
high computational complexity [23], [24], [26], [28].

• Perturbation of initial conditions, or chaotic points,
or chaotic parameters in each chaotic iteration and mes-
sage block lead more overheads [24], [29], [31].

• A taken message block in each iteration is limited by
floating point precision [37], [38].

• Convoluted or complex designs lead to a lack of analyz-
ability or hidden weaknesses [37].

In this paper, we propose a new chaotic hash function based
on deterministic chaotic finite state automata (DCFSA) with
dynamic perturbation. DCFSA was originally proposed to
enhance 1D chaotic behaviors without using external entropy
sources [39], [40]. Out of its various configurations, we select
DCFSAFWP due to its various advantages such as large
chaotic parameter range, high complexity, better random-
ness, and elevated nonlinearity. Six machine states and two
transitions between each state are used to reduce number of
chaotic iterations and message block iterations. DCFSAFWP
is iterated using the perturbed buffer values to generate new
chaotic points. The hash value is then extracted from the
binary values of these chaotic points. The hash function has
the flexibility to generate hash values of different lengths,
all of which are uniformly distributed. We then compare
the proposed hash function with other existing chaotic hash
functions, whereby findings show that the proposed function
has desirable statistical properties, is collision resistant, effi-
cient and has a simple analyzable design to facilitate future
cryptanalysis efforts.

The remaining sections of this paper are as follows:
Section II provides details about DCFSA architectures and
its chaotic analyses. Then, the proposed chaos-based hash
function is detailed in Section III, followed by its security and
performance analysis in Section IV. Some final remarks and
a summary of findings conclude the paper in Section VII.

II. DETERMINISTIC CHAOTIC FINITE STATE AUTOMATA
DCFSA combines 1D chaotic maps with deterministic finite
automata (DFA) to overcome dynamical degradation and
enhance chaotic complexity [39]. 1D chaoticmaps such as the
logistic map, sine map, and tent map are known as unimodal
maps since they only have one critical point for their control

parameter. Due to this property, using them directly in cryp-
tographic applications without any enhancements can lead to
security problems [34], [41], [42]. The main advantage using
DCFSA as a chaotification strategy is that the computational
complexity of the resulting chaotic system is still comparable
to a unimodal map, whereby each iteration of the DCFSA
only involves one chaotic map without additional calcula-
tions. Therefore, DCFSA has better chaotic performance as
compared to unimodal maps while maintaining a low com-
putational complexity.

DFA includes a number of machine states and transition
arrows between states. Each transition can hold a single sym-
bol and a state transition rule can be used to design various
DFA configurations. DCFSA also depends on similar factors
that dictate its configuration which include the number of
machine states and state transition rule but includes addi-
tional ones such as the number of chaotic maps, symbols
and the type of perturbation operation that is associated with
each state transition. Out of the ten DCFSA configurations
analyzed in [39], we have selected DCFSAFWP to be used
in the proposed hash function as it depicts optimal chaotic
characteristics. The acronym FWP refers to the type of per-
turbations that are associated with each state transition, which
are forward perturbation (FW ) and parameter perturbation
(P). Both of these operations are detailed in the following
subsection.

A. DCFSAFWP CONFIGURATION
TheDCFSAFWP used in this workwill utilize three 1D chaotic
maps, logistic, sine, and tent, that are mathematically repre-
sented as

xn+1 = r1xn(1− xn) (1)

xn+1 =
r2
4
sin(πxn) (2)

xn+1 =


r3
2
xn if xn < 0.5

r3
2
(1− xn) if xn ≥ 0.5

(3)

respectively, where x0 is the initial condition, {r1, r2, r3} ∈
[0, 4] are the control parameters, n is the number of iterations,
and xn ∈ [0, 1] denotes the system variable or chaotic point.
The standard state transition rule, δ dictates that machine

states are linked to one another by two transitions, labeled
as 0 and 1 in Figure 1 (note that the initial state is indicated
using the dashed line). Threemachine states and six transition
arrows are used to generate the standard DFA. δ can be
defined as
• q1 × 0→ q2
• q1 × 1→ q3
• q2 × 0→ q3
• q2 × 1→ q1
• q3 × 0→ q1
• q3 × 1→ q2

where qi are the labels of the machine state indexed by
i = {1, 2, 3}.
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FIGURE 1. DFA with three states.

FIGURE 2. Frequency of phase space of logistic map when r = 4.

DCFSAFWP involves forward and parameter perturbations
and three different 1D chaotic maps. Each machine state
is associated with one chaotic map and each state has an
internal buffer to store the value of the chaotic point after each
iteration. During the transition between states, a quantization
function G selects the type of perturbation to be performed.
This selection is based on the value of the chaotic point after
each iteration of the chaotic map. G is denoted as

G =

{
1 if xn > T
0 if xn ≤ T

(4)

where xn is a chaotic point, T is the threshold value set as
0.5 to divide the phase space equally. The three 1D chaotic
maps have a control parameter of r = 3.999 to ensure
they have uniform distribution and ergodicity as depicted
in Figure 2. We can see that the phase space is divided
to 256 intervals (8-bit) and logistic is iterated to 10,000 times.
The intervals are equally visited, that means the system is
ergodic and uniform distribution. DCFSAFWP can generate
chaotic behaviors along r ∈ (0, 4] and is ergodic [39]. Thus,
we set T = 0.5 to equal selection between two type of per-
turbation methods. That will help to make balance between
two types and generate better chaotic performance. Forward
and parameter perturbation will be selected if G = 1 and
G = 0, respectively. Figure 3 shows the proposedDCFSAFWP
configuration along with its corresponding buffer values.

According to the DCFSA description in [39], forward
perturbation is used to modify chaotic points after iterating

FIGURE 3. Buffers in DCFSA for perturbation purposes.

chaotic maps in each machine state. The chaotic point from
the prior machine state is used in perturbation function. The
forward perturbation function is defined as

xn+1 = Ffw(ci, ri, xn, bi) = (ci(ri, bi)+ xn) mod 1 (5)

where i is the index of the current machine state, bi is the
value stored in the buffer (which corresponds to the last
chaotic point generated by the current machine state), and
xn is the chaotic point generated by the prior machine state.
ci(ri, bi) represents the chaotic map of the current machine
state, whose control parameter and chaotic points are ri and
bi, respectively.
In parameter perturbation, the previous chaotic point, xn

(from a prior machine state i−1) is used to perturb the control
parameter of the chaotic map in the current state, i. Parameter
perturbation can be defined as

xn+1 = Fpr (ci, ri, xn, bi) = ci(φ(ri, xn), bi) (6)

where the perturbation function, φ is the parameter scaling
functionwhose outputs are limited to values that have positive
Lyapunov exponents (LE). φ is calculated as

φ(ri, xn) = ((ri + (1− xn)ζ )) mod (ζ )+ bmin (7)

where bmax and bmin are the chaotic range of ci, where
ζ = bmax − bmin. DCFSAFWP is a combination of two robust
chaotification methods, leading to improved chaotic proper-
ties. The perturbation methods and state buffer values are
used to generate new chaotic points. The selection between
the two perturbation methods is based on the previous chaotic
point (from the previous state) and the threshold value. There-
fore, DCFSAFWP is a piecewise function and can be written
as

xn+1 =

{
(ci(ri, bi)+ xn) mod 1 if xn > T
ci(φ(ri, xn), bi) if xn ≤ T

(8)

A slight change to one bit of any chaotic point leads to
a strong avalanche effect that propagates from one machine
state to another. More details about DCFSA can be obtained
from [39].
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FIGURE 4. Bifurcation and LE, and FuzzyEn diagrams of DCFSAFWP with different control parameters, (a) Bifurcation diagram r1 & r2, (b) LE values r1 &
r2, (c) FuzzEn values r1 & r2, (d) Bifurcation diagram r1 & r3, (e) LE values r1 & r3, (f) FuzzEn values r1 & r3, (g) Bifurcation diagram r2 & r3, (h) LE values
r2 & r3, (i) FuzzEn values r2 & r3, (j) Bifurcation diagram when r1 = r2 = r3, (k) LE values when r1 = r2 = r3, (l) FuzzEn values when r1 = r2 = r3.

B. DCFSAFWP ANALYSIS
DCFSAFWP depicts highly chaotic behavior and high sensi-
tivity to small changes to its parameters, along with a wide
range of chaotic parameters. To depict these chaotic prop-
erties, we use bifurcation diagrams, LE and fuzzy entropy
(FuzzyEn). The bifurcation diagram is a classical indicator
of chaotic range whereas LE is used to evaluate the sys-
tem’s chaotic sensitivity. Large positive values of LE indicate
high sensitivity and chaotic behavior. FuzzyEn is used as a
measure of complexity, which is a metric that can be used
to determine if a chaotic system is susceptible to estimation
parameter attacks. A high FuzzyEn value is proportionate to
the complexity of the system.

Figure 4 shows the bifurcation, LE and FuzzyEn diagrams
for different parameter settings of the three underlying 1D
chaotic maps and same control parameters. The first three
rows of Subfigures 4 (a) to (f) show chaotic behaviors when
two control parameters are changed while one remains con-
stant. This allows us to study the relationship between the
various chaotic parameters. We can see that DCFSAFWP has
a large chaotic parameter range within the standard range of
(0, 4]. Thus, there is higher flexibility when it comes to select-
ing suitable control parameters that guarantee chaotic behav-
ior. LE diagrams demonstrate that DCFSAFWP has positive

values for different parameter settings, which implies that it
is a highly sensitive system. Some outlying negative values
can be observed in 4 (b) and (e) because two control param-
eters are dynamically changed while one remains constant
in these experiments. When all three parameters are dynam-
ically changed, the system depicts positive LE values. The
FuzzyEn diagrams show thatDCFSAFWP has highly complex
patterns and irregular behavior. Subfigures 4 (j), (k) and (l)
depict DCFSAFWP behaviors when the same control param-
eter value is applied to all three chaotic maps. We can see
that DCFSAFWP still produces chaotic behaviors along the
range of (0, 4], thus confirming that DCFSAFWP based on
two chaotification methods can enhance the properties of 1D
chaotic maps.

III. DCFSA-BASED HASH FUNCTION
The DCFSA chaotification method enhances the chaotic
behaviour of classical maps, leading to chaotic trajectories
with long cycle lengths [40]. Due to these desirable prop-
erties, DCFSA can be adopted to design new cryptographic
hash function with high security. In the proposed work,
we employ a DCFSAFWP configuration with six machine
states, {q0, q1, .., q4, q5}, three chaotic maps, {c0, c1, c2} and
an updated state transition mapping as shown in Figure 5.
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FIGURE 5. DCFSAFWP with 6 machine states (logistic map - {q0,q3}, tent
map - {q1,q4}, sine map - {q2,q5}).

The quantization function is based on a threshold value T =
0.5, while 1 and 0 denote forward and parameter perturbation
respectively. The states q0 and q3 utilize the logistic map
c0, q1 and q4 utilize the tent map c1, and q2 and q5 utilize
the sine map c2. Each map will be assigned different control
parameters and initial buffer values which can be any value
within its chaotic range. The steps of the overall hash function
algorithm based on DCFSAFWP can be described as follows:

Algorithm 1 Padding Algorithm
Data: Input messageMesbit .
Result: Message blocksMesbit , Number of blocksM

1 N = length(Mesbit );
2 remainder = N mod 312;
3 LenBin = dec2bin(N , 32);
4 if remainder ! = 0 then
5 Mesbit (N + 1) =′ 1′;
6 for i = N + 2 to N + remainder : +1 do
7 Mesbit (i) =′ 0′;

8 N = N + remainder ;
9 Mesbit (N + 1 : N + 32) = LenBin(1 : 32);

10 Mesbit (N + 33) =′ 1′;
11 for i = N + 34 to N + 312 do
12 Mesbit (i) =′ 0′;

13 M = N/312+ 1;

1) Transform a message of any length into binary,
(Mes→ Mesbit ) by using ASCII representation.

2) A conventional padding rule is then used to ensure
that the overall message is a multiple of 312 bits. The
padding also includes the original message length to
avoid collisions and length extension attacks. First,
a single 1 bit is appended to the end of the message,
followed by 0s. The last 32 bits of the block is reserved
for the message length. If a message cannot accommo-
date the 32 bits for message length or if the message is
a multiple of 312 bits, an entirely new block will be
created. A detailed look is available in Algorithm 1.
Let M =

N
312 be the number of 312-bit message

blocks. Each message block will undergo one round of
DCFSAFWP, which is defined as a transition from q0 to
q5 then back to q0 for a total of 6 map iterations.

3) Divide each 312-bit message block Mesbit (1 : 312)→
chj, chj into six 52-bit sub-blocks chji, where j = 0, .., 5
and i = 1, . . .M . These 52-bit sub-blocks are then
used as U (0, 52) fixed point numbers, where U is
an unsigned number with 0 bits to represent integers
and 52 bits to represent the fractional portion of a real
number. The fixed point representation of each 52-bit
fixed point number is calculated as

chji =
52∑
k=1

(chji(k)× 2−k ) (9)

where chji are real numbers that range between 0 and
1 to ensure that the DCFSA operates within its
phase space. We generate six values, one for each
machine state. Thus, the proposed hash function pro-
cesses 312 bits each round, and each block chji has
an effect on subsequent blocks. We utilize fixed point
numbers as it is more efficient to compute as compared
to IEEE 754 floating point number, and also prevents
other implementation problems commonly associated
with floating point numbers [37].

4) By using modular addition, chji is used to modify each
of the buffer values as bj = ((chji+bj)×7

14)mod 1. The
modified buffer values will then be used to calculate
future chaotic points if the machine state is visited
again. The constant 714 is used to increase diffusion
property and amplify the effect of the small changes to
chji. Modular addition ensures that the buffer values will
remain as fractional values that range between 0 and 1
to ensure that the map does not iterate out of scope.

5) Iterate DCFSAFWP with bj six times (one round) to
generate new buffer values for each of the machine
states. These six iterations will involve each of the
individual machine states one by one due to how the
state transition rule was designed (i.e. q0 → q1 →
q2 → q3 → q4 → q5). Each bj is modified twice,
once when being perturbed by the message bits and
second due to the DCFSAFWP iterations. During the
DCFSAFWP iterations, the buffer values are perturbed
using one of two perturbation techniques which are
dynamically selected based on various factors such
as message bits, key values, and past iterations. The
chaotic properties of DCFSAFWP eliminates statistical
correlation between current and past buffer values.

6) Repeat steps 3-5 for each message block. The entire
process can be seen as a compression function that
compresses all message bits to produce the final set of
buffer values.

7) To increase the diffusion effect of the proposed
hash function, we iterate DCFSAFWP an addi-
tional 50 rounds (6 iterations per round). The 50 rounds
increase the differences between all chaotic points,
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fully diffusing the effect of all message blocks to all
state buffers.

8) In the final step, we generate the hash value, where H
denotes its length. DCFSAFWP is iterated

⌈ H
32

⌉
times,

then converts each chaotic point into its binary repre-
sentation. The 32 most significant bits of each chaotic
point is then extracted to be part of the hash. For
example, to generate a 128-bit hash value, four iter-
ations of DCFSAFWP are required. This implies that
four machine states are visited, their chaotic maps are
iterated, and the resulting chaotic points are collected
to form the hash value. It can be seen that the proposed
hash function can trivially produce hash values of other
lengths by varying the number of iterations.

In short, the hash function involves perturbing the buffer
values of each machine state with message bits, then iterating
the DCFSA such that each state is visited multiple times. The
random-like nature of the chaotic points being produced will
then randomly select between forward and parameter pertur-
bation, which is an additional dimension of unpredictability.
Since the final hash value is derived from the chaotic points
being produced by the DCFSA, generating varying lengths of
hash values is a straightforward process. All steps involved in
the proposed hash function are included in Algorithm 2.

Algorithm 2 DCFSA-Based Hash Function Algorithm
Data: Input messageMesbit . Message blocksMesbit , Number

of blocksM , bj and rj, j = 0, 1, 2, 3, 4, 5
Result: H hash value

1 N = length(Mesbit );
2 M = N/312+ 1;
3 Call Padding algorithm;
4 for i = 1toM do
5 chi = Mesbit (312× (i− 1)+ 1 : i× 312);
6 for j = 0to5 do

7 chji = chi(52× (j)+ 1 : (j+ 1)× 52);
8 for k = 1to52 do
9 chji = (chji(k)× 2−k );

10 bj = ((chji + bj)× 714) mod 1;
11 bj = DCFSAFWP(rj, bj);

12 for i = 1 to 50 do
13 for j = 0 to 5 do
14 bj = DCFSAFWP(rj, bj);

15 for n = 1 to
⌈ H
32

⌉
do

16 bn = DCFSAFWP(rn, bn);
17 H = (bn)1,...,32;

18

IV. EXPERIMENTAL EVALUATION
In this section, the performance of the proposed DCFSA-
based hash function is analyzed. The input message for all
experiments is a sequence of the letter a. All experiments are

FIGURE 6. Distribution hexadecimal hash value for 1000 different input
messages.

implemented using Matlab R2012b on a Intel Core i5-560M
@ 2.67GHz Processor, 8GB RAM and Windows 7 operating
system. The proposed scheme is evaluated under a stan-
dardized set of statistical tests which includes distribution
analysis, sensitivity test, diffusion and confusion test and
collision analysis. The use of these metrics also allows for
a fair comparison against the state-of-the-art in chaos-based
hash functions.We use six chaoticmaps that have a total of six
initial conditions and six control parameters. The hash length
for all experiments is 128 bits. The initial buffer values are
set to bi = 0.25 whereas the control parameter values are set
to ri = 3.99 for i = {0, 1, .., 5}.

A. DISTRIBUTION OF HASH VALUE
A uniformly distributed output is an important requirement
for a secure cryptographic hash function. Any biases can
be leveraged upon by an adversary to perform collision
or forgery attacks. To analyze the distribution of the pro-
posed hash function, 1000 randomly selected input messages
of 1500 characters are hashed and their corresponding hash
values are represented using hexadecimal values. The fre-
quency of occurrence for each hexadecimal value is noted.
The frequency of occurrence for each value is shown in
Figure 6, depicting an even distribution.

B. SENSITIVITY TEST
Hash functions should be highly sensitivity to any slight
change to its input message, initial values and system param-
eters. Thus, high sensitivity is a desirable trait of a hash
function. In this test, an input message consisting of 1000
‘a’ characters is selected. Subsequently, a number of slight
changes in to the input message, initial values or system
parameters are performed and their corresponding hash val-
ues are calculated. Hash values for the following cases are
computed:

Case 1 : An input message M consisting of 1000 ‘a’
characters

Case 2 : Flip the first bit ofM
Case 3 : Flip the last bit ofM
Case 4 : Flip the middle bit ofM
Case 5 : Small change to initial value x0 + 10−15

Case 6 : Small change to system parameter r + 10−15

Table 1 shows the hexadecimal representation of six hash
values under the various cases, indicating a high level of
sensitivity to its inputs. The percentage of bits changed for
each case compared to case 1 is included into the table,
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TABLE 1. 128 bits hash values in different six cases and percentage of number of bits changed.

depicting the sensitivity and strong avalanche property of the
proposed hash function.
DCFSAFWP has positive LE values along r ∈ (0, 4] as

shown in Figure 4 (k). LE is a quantifier for sensitivity to
initial conditions. In other words, it is used tomeasure the rate
of divergence of two initial conditions that start off infinitesi-
mally close to one other after n iterations. Two input message
blocks with a difference of just one bit can be viewed as
two initial conditions. The small difference between the two
blocks will grow with the increasing number of DCFSAFWP
iterations, resulting in distinct chaotic points with a large
difference. This will then result in two entirely different hash
values, implying that the hash function is strongly dependent
on the DCFSAFWP map in generating hash values.

C. DIFFUSION AND CONFUSION TEST
Diffusion and confusion properties are vital for a hash func-
tion in order to disperse message bits throughout a hash value
and also obscures any relationship betweenmessage and hash
value. In other words, good diffusion means each bit of an
input message has an equal effect on the overall hash value.
Meanwhile, having a good confusion property means that
any slight change to the input message or key should lead to
approximately half of the hash bits being flipped at randomly
distributed binary locations [43]. The following steps are used
to perform confusion and diffusion test:

1) Calculate the hash value, H1 of a randomly selected
messageM .

2) Flip one random bit inM to obtainM ′.
3) Calculate the hash value, H2 of M ′.
4) Note the number of changed bits, B between H1 and

H2.
5) Repeat the experiment N times.

The following statistical tests are used to quantify the confu-
sion and diffusion property of a hash algorithm [2], [27], [29]:

• Minimum changed bit number Bmin = min(Bi)N1
• Maximum changed bit number Bmax = max (Bi)N1
• Mean changed bit number B̄ =

∑N
1

Bi
N

• Mean changed probability P = B̄
128 × 100%

• Standard variance of the changed bit number

4B =
√

1
N−1

∑N
1 (Bi − B̄)2

• Standard variance of probability

4P =
√

1
N−1

∑N
1 (

Bi
128 −

B̄
128 )× 100%

The experiment is performed for N = 512, 1024, 2048
and 10000 and tabulated in Table2. The theoretical values

TABLE 2. Statistical results for N = 512, 1024, 2048, 10,000 and 128-bit
hash.

FIGURE 7. Distribution of changed bit number Bi .

of B̄ and P are 64 and 50% respectively. Low values of 4B
and 4P should be minimized to achieve good diffusion and
confusion properties. The proposed hash function has a B̄ that
is extremely close to the theoretical value of 64. The values
of the standard variances are also low, indicating a strong dif-
fusion and confusion properties. Table 3 shows a comparison
between the proposed function and other recently proposed
chaos-based hash functions. The proposed hash function is
at least on par or outperforms its peers in terms of achieving
near-ideal results. Additionally, Figure 7 shows the frequency
of the mean changed bit numbers. The normally distributed
histogram centered at 64 bits again implies desirable diffusion
and confusion properties.

D. COLLISION ANALYSIS
One of the design goals of hash functions is collision resis-
tance.When two different input messages have the same hash
value, a collision is said to have occurred. In this section,
we analyze the susceptibility of the proposed hash function to
collisions. Hash values are calculated for two different input
messages which differ in only one bit. The two resulting hash
values are recorded as ASCII characters and then compared.
The number ASCII characters in the same position that are
equal is considered a hit. Let ω denote the number of hits
(ω = 0, 1, 2, . . . , s) whereas WN (ω) denotes the number of
times those specific number of hits occur afterN experiments.
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TABLE 3. Comparison of diffusion and confusion characteristics
N = 2048.

The theoretical values of WN (ω) for different N can be cal-
culated as

F=

WN (ω)=N ×
s!

ω!(s−ω)!
× (

1
28

)ω × (1−
1
28

)s−ω∑s

ω=0
WN (ω)=WN (0)+WN (1)+. . .+WN (s)=N

(10)

where s = 128
8 = 16 (128 is the length of the hash

value whereas 8 bits are required for ASCII representation).
When N = 10000 the theoretical values are WN (0) =
9392.98,WN (1) = 589.36,WN (2) = 17.33,WN (3) =
0.3172, . . . ,WN (16) = 2.94×10−35. The results of proposed
scheme are WN (0) = 9401,WN (1) = 575,WN (2) = 24
and WN (> 2) = 0 which is visually depicted in Figure 8.
For N = 10000, the proposed hash function has near-ideal
results which implies strong collision resistance. The pro-
posed hash function’s collision resistance property is bench-
marked against its peers in Table 4, depicting a performance
that is at least on par with the others with respect to the ideal
collision resistance values.

E. ABSOLUTE DIFFERENCE
Firstly, a pair of input messages and the obtained hash values
are conducted similar to the experiment in Section IV-D.
We compare the two hash values in terms of ASCII format.
The absolute difference d can be calculated as

d =
16∑
i=1

|t(ei)− t(ei′)| (11)

where ei and ei′ are the ith ASCII hash values in the original
and modified input massages respectively while the function
t() converts an ASCII character into its corresponding dec-
imal value. The theoretical value of the mean value of the

TABLE 4. Number of hits for N = 10000.

FIGURE 8. Distribution of number same ASCII codes at same location in
hashes.

absolute difference is important to compare with the proposed
hash function.H is a discrete uniform distribution when using
ASCII code for 16 characters (128-bita hash length), it has
range of 0 to 255. The mean value of a uniform distribution
is half of the maximum value of this distribution. All possible
characters are equal to 255 × 16 = 2, 040. According to
[24],with the assumption that the two distinct hash values are
ideally uniform, the sum of d of these two hash values has
to be equal to 2

3 of the mean value of a uniform distribution.
Therefore, the theoretical mean value of the absolute differ-
ence for two hash values is equal to 2

3 × 2, 040 = 1, 360 for
128-bits length. In the proposed function, The mean value
of the absolute difference for N = 10, 000 experiments is
1,351.345, which is very close to theoretical value.

F. KEYSPACE ANALYSIS AND WEAK KEYS
Keyspace analysis is vital for a keyed hash function because it
has a direct effect on its security. Generally, a keyspace should
be large enough to resist the brute force attacks. When used
as a keyed hash, keyspace calculation for the proposed hash
function takes into consideration six chaotic maps, which
have six initial conditions and six control parameters in total.
The initial conditions are assigned to the buffer values of
each machine state. The key consist of 12 variables that can
calculated under floating point or fixed-point number. For
initial conditions, the phase space of the three chaotic maps
is between 0 and 1 under a bit precision of 2−52 bits. In this
case, U (0, 52) is used and the keyspace for initial conditions
is 252×6 = 2312. For the control parameters, six control
parameters have the same chaotic range of (0, 4). To calculate
the bit precision of these six parameters, U (2, 50) is used to
provide the chaotic parameter range. Then, the keyspace for
control parameters is 252×6 = 2312.
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TABLE 5. Comparison of keyspace values.

When calculating keyspace, it is vital to take into con-
sideration the existence of weak keys when it comes to
chaos-based cryptographic algorithms. Unfortunately, it has
not been addressed in many chaos-based cryptographic pro-
posals [37]. A weak key can lead to a trivially constructed
collision. In the case of the proposed hash function, initial-
izing b1, b2, . . . b5 to zero must be avoided, regardless of the
initial value of b0. Otherwise, a collision can be constructed
by first identifying a 312-bit message block, Mcol whose
first 52 bits combined with b0 via modular addition will result
in a final value of 0. This value of 0 will then be propagated
throughout the DCFSA regardless of the number of iterations,
producing a hash value of all zeroes. Other 312-bit message
blocks consisting of all zeroes can be appended to Mcol to
generate collisions. This collision attack can be avoided by
restricting the use of these weak keys, the number of which
can be calculated as 252+ (5×52) ≈ 252. Thus, the keyspace
of the proposed hash function is 2312+312−52 = 2572 which
is large enough to resist estimation by brute force attacks.
Furthermore, Table 5 shows the comparison of keyspace of
the proposed hash function with other hash functions [27],
[30], [60]–[62].

If the proposed hash function is used in keyed mode, its
secret key comprises of the chaotic map initial conditions and
control parameters. The initial conditions are used to initialize
the state buffers prior to being modified by message bits.
Iterating the DCFSA then diffuses the effect of the key bits
to every machine state. On the other hand, the key bits used
as control parameters influence the chaotic behavior of each
individual 1D map, which indirectly affects the modification
of each state buffer and the resulting hash value. In short, the
entire secret key plays a strong role in producing hash values,
whereby a small change to the key will lead to an entirely
different hash value.

G. RESISTANCE TO BIRTHDAY ATTACK
The birthday attack is a generic attack that randomly selects
half of the input possibilities in order to get a 50% chance
of collision. Theoretically, an attacker only needs to test
n

1
2 randomly selected possibilities of an n-bit hash value to

discover a strong collision. In the proposed hash function,
the hash length is 128 bits, whereby probability of finding
a collision will be at least 264, which is still impractical by
today’s standard. In addition, the proposed hash function is
scalable, whereby its hash length can be trivially extended

TABLE 6. Hashing speed comparison.

due to the DCFSAFWP structure that has been employed.
Thus, the proposed hash function is deemed secure against
the birthday attack in the current attack model, excluding
quantum models.

H. FLEXIBILITY
One of the strengths of the proposed hash function is its
flexibility to accommodate various hash lengths without sig-
nificant computational overhead. One would just need to
repeat the hash generation step H

32 times to generate a H -bit
hash value. In a way, the DCFSA behaves slightly similar
to a sponge construction, whereby message blocks are first
absorbed by the DCFSA before being squeezed out as parts
of the hash value. The proposed hash function also has the
flexibility to be a keyed or unkeyed hash function.When used
as an unkeyed hash function, the initial conditions specified
in Section 4 would be used as constants. The proposed hash
function also can be modified easily to produce different hash
functions with different properties. Several possibilities are
listed below:
• Increasing or decreasing the number ofmachine states of
theDCFSAFWP to achieve different trade-offs in terms of
security and efficiency.

• Assigning different chaotic maps or a combination of
different chaotic maps to each of the machine states in
DCFSAFWP.

• Assigning different perturbation or chaotificiation meth-
ods to each of the transitions between the machine states
in DCFSAFWP.

• Increasing the number of machine states and chaotic
maps of the DCFSAFWP to increase its keyspace.

I. SPEED ANALYSIS
One of the requirements of a cryptographic hash function
is hashing speed. Hence, many researchers introduce new
designs that focus on improving hashing efficiency. Table 6
shows the comparison between the proposed hash function
with its peers [23], [28], [29], [31]. For a fair comparison, all
of the hash functions were implemented on the same machine
using Matlab R2012b on a Intel Core i5-560M @ 2.67GHz
Processor, 8GB RAM and Windows 7 operating system. The
proposed hash function is found to be more efficient than the
rest.

The hash length in the proposed DCFSA hash algorithm
is flexible due to how the DCFSA map is utilized (sim-
ilar to the squeezing process of a cryptographic sponge).
Generating larger hash values will have minimal effect on
the overall performance because it only involves several
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TABLE 7. Performance comparison of diffusion, confusion and collision
characteristics.

TABLE 8. Performance comparison of diffusion, confusion and mean
value of absolute difference with secure hash algorithms (SHA).

additional iterations of the DCFSA map, which only iterates
one 1D chaoticmap each time. Each iteration produces 32 bits
of hash values, thus even producing a 1024-bit hash value
would only require what is essentially 32 iterations of a
1D map.

V. COMPARISON WITH OTHER ALGORITHMS
A comparison with other chaos-based hash functions [24],
[25], [27]–[29], [31], [48], [49] is performed based on diffu-
sion, confusion and collision analysis. The results tabulated
in Table. 7 indicates that the performance of the proposed
DCFSA hash function is comparable with existing work,
which all achieve near-ideal statistical results.

Table 8 compares the proposed hash function with
SHA-256 and SHA-3-256. In this comparison, we generate
hash values of 256-bit length for a fair comparison in terms
of diffusion, confusion, and absolute difference metrics. The
proposed DCFSA hash function produces near-ideal results
that are similar to SHA.

VI. DISCUSSION
Due to the properties of the DCFSA method, the resulting
chaos-based hash function has uniformly distributed hash
values with minimal chance of collisions. Each round in
the hashing process takes 312 bits, divied into six blocks,
and each chaotic machine state produces one chaotic point
that is use to determine the state transition for the next
chaotic map. The final result is generated by a ‘‘squeez-
ing’’ process that has allows hash values of flexible lengths
to be generated. The DCFSAFWP configuration was used
because it has better chaotic performance as compared to
the other DCFSA configurations. However, it needs two

operations to generate chaos: the first one perturbs the con-
trol parameter and whereas the second perturbs the chaotic
point. Therefore, if a DCFSA configuration that has fewer
multiplication operations can be found, it could potentially
improve the performance of the proposed algorithm even
further.

In terms of security evaluation, statistical-based experi-
ments have been the de facto methods when it comes to
evaluating chaos-based hash functions. The same set of
statistical-based experiments are also used to analyze the
proposed hash function. The proposed hash function man-
aged to produce near-ideal results for all test categories.
However, near-ideal statistical values do not indicate that a
hash function is resistant to advanced cryptanalytic attacks
such as pseudo-preimage [63] and semi-free start collision
attacks [64]. These attacks are generally performed inde-
pendently, separate from the original hash function pro-
posal. All chaos-based hash functions in recent literature
have not taken these advanced attacks into consideration.
One of the reasons for this is the use of floating point
operations which complicates the use of these cryptanalytic
techniques for security analysis. Hence, using fixed-point
numbers in the design of new hash functions is facilitates
future studies of its security aspects under these cryptanalytic
analyses.

VII. CONCLUSION
In this paper, a new hash function based on deterministic
chaotic finite state automata is proposed using fixed-point
representation. Out of its various configurations, we select
DCFSAFWP with six machine states and three simple chaotic
maps to construct the hash function. Two forms of pertur-
bations triggered by the message block, chaotic points, and
threshold values are used to create dynamic changes that
increase the randomness and sensitivity of the hash values.
The proposed DCFSAFWP-based hash function is evaluated
in terms of various security metrics such as the hash value
distribution, sensitivity to small changes of the message, con-
fusion and diffusion properties, robustness against birthday
attacks, absolute difference, keyspace and weak key analysis,
collision tests, analysis of speed, and flexibility. Findings
demonstrate that the proposed function has near-ideal statis-
tical properties. By avoiding an overly complex construction
and by using fixed point representation, the proposed hash
function has a high degree of cryptanalytic analyzability from
the binary point of view. Comparisons to the current state-of-
the-art in chaos-based hash functions and secure hash algo-
rithms show that the proposed hash function is at least on par,
or outperforms its peers in multiple aspects such as security
and efficiency. In future work, we will be looking into provid-
ing formal, mathematical descriptions for the behaviour and
properties of the proposed hash function.
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