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ABSTRACT Natural user interfaces (NUI) have been used to reduce driver distraction while using
in-vehicle infotainment systems (IVIS), and multimodal interfaces have been applied to compensate for
the shortcomings of a single modality in NUIs. These multimodal NUIs have variable effects on different
types of driver distraction and on different stages of drivers’ secondary tasks. However, current studies
provide a limited understanding of NUIs. The design of multimodal NUIs is typically based on evaluation
of the strengths of a single modality. Furthermore, studies of multimodal NUIs are not based on equivalent
comparison conditions. To address this gap, we compared five single modalities commonly used for NUIs
(touch, mid-air gesture, speech, gaze, and physical buttons located in a steering wheel) during a lane change
task (LCT) to provide a more holistic view of driver distraction. Our findings suggest that the best approach
is a combined cascaded multimodal interface that accounts for the characteristics of a single modality.
We compared several combinations of cascaded multimodalities by considering the characteristics of each
modality in the sequential phase of the command input process. Our results show that the combinations
speech + button, speech + touch, and gaze + button represent the best cascaded multimodal interfaces to
reduce driver distraction for IVIS.

INDEX TERMS Cascaded multimodal interface, driver distraction, head-up display (HUD), human-
computer interaction (HCI), in-vehicle infotainment system (IVIS), learning effect, natural user
interface (NUI).

I. INTRODUCTION
With advances in human-vehicle interaction technology, in-
vehicle infotainment systems (IVIS) (e.g., navigation, radio,
music, etc.) offer useful information that enhance the driving
experience. However, these systems also increase distraction
from primary driving tasks and can pose a danger to drivers
and others on the road [1]–[7]. According to the NHTSA,
there are three categories of driver distractions [5]:

1) Visual distraction involves tasks that require the driver
to look away from the road to visually obtain informa-
tion;

2) Cognitive distraction involves tasks that require the
driver to avert their mental attention away from the
primary driving task;
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3) Manual or physical distraction involves tasks that
require the driver to take one or both hands off the
steering wheel to manipulate a control, device, or other
non-driving-related items.

To minimize those distractions, single-mode natural user
interfaces (NUIs), which provide more natural forms of inter-
action (touch, speech, gesture, and vision) than the tradi-
tional, physical button [8], have been suggested [9]–[12].
These single-mode NUIs can diminish specific distractions,
but can also increase other types of distractions (e.g., gaze
can cause visual distraction, speech can cause cognitive dis-
traction), as each single-mode NUI has individual character-
istics and requires a different cognitive and/or physical load.
(In this paper, gaze interface refers to the manipulation of
the system via eye behavior, such as staring at an object to
select it, or blinking, etc.). Thus, single-mode NUIs can actu-
ally distract the driver or worsen driving performance. For
example, when compared to a center console touch screen,
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a gaze-controlled, interface system-based head-up dis-
play (HUD) improved driving performance but also increased
cognitive load [13]. A steering wheel with a touch gesture and
visual output screen performedwell on both visual distraction
and usability compared with the center console IVIS, but the
prototype still exhibited more frequent lane deviations [14].

To overcome the drawbacks of any single modality,
multimodality, which provides drivers with two or more
modalities, has been suggested [4], [12], [15], [16]. Many
multimodality studies offer drivers redundant modality
choice and then observe which modalities they choose [9].
Although this bottom-up approach provides a basic under-
standing ofmultimodality and is useful for excluding unlikely
modalities, it provides a limited understanding of why the
driver selects a particular modality and how it affects driver
distraction or driving performance.

Furthermore, the degree and extent of distraction is influ-
enced by how long a driver has used a modality, and how well
and how quickly they have acclimated to it. In other words,
drivers may be unfamiliar with a given modality at first, but
their interactions can become more natural over time. This
‘‘learning effect’’ – the result of using a modality continu-
ously [9], [17] – is important to consider when defining NUIs.

The degree to which the driver is accustomed to using a
modality varies by its characteristics [15], [18]. Drivers have
been accustomed to button and touch modalities for some
time, whereas mid-air gesture is novel. High scores for the
usability of a button or touch might be the result of long-term
user experience, whereas newmodalities may show relatively
low usability, not because they are not usable but because
they are unfamiliar. To confirm this, researchers need to
test the usability of different modalities over days. In fact,
Nacenta et al. [19] conducted similar experiments for two
days to compare pre-defined gestures, random gestures, and
user defined-gestures, and found significant results. While
longer studies on NUIs have been proposed in order to inves-
tigate more comfortable gestures or commands to memorize,
many studies have not taken into account modalities that
can be learned and quickly adapted to by subjects based on
repeated experience [12], [13], [15], [16].

In this study, we take a top-down approach where we pro-
vide multimodality combinations based on a more complete
understanding of each type of distraction and five modali-
ties and how they interact. We attempt to understand each
modality in relation to the distraction it causes (e.g., which
types of distraction occur or to what extent distraction occurs
when divers use a certain modality), and then we consider
the step-by-step interaction between a driver and IVIS to
select a single modality. Finally, we show how temporally
cascaded multimodality affects actual drivers’ usability and
distraction. A cascaded multimodal interface processes two
or more single modalities in a temporal order (e.g., gaze,
gesture, speech). Partial information supplied by recognition
of an earlier mode (e.g., gaze) constrains interpretation of
a later one (e.g., manual selection), which then may jointly
constrain interpretation of a third mode (e.g., speech). Such

interfaces may combine active input modes, passive input
modes, or blend input types [20]. Our study also conducts the
same driving task the following day in order to capture which
modalities exhibit a learning effect. We believe this approach
will help us identify a highly effective multimodality combi-
nation and provide new insights on distraction.

The contributions of this paper are 1) demonstrating a
holistic approach to comparing five single modalities (a phys-
ical button, touch gesture, mid-air gesture, speech, and gaze
input) from the perspective of three driver distractions (visual,
cognitive, and manual) with identical conditions; 2) under-
standing how drivers interact with IVIS, and designing a
multimodal interface based on the characteristics of a single
modality and driver understanding in IVIS; and 3) suggesting
several types of cascaded multimodalities to reduce driver
distraction and increase usability for IVIS.

In the following section, we introduce related research
about single-modal NUIs and multimodality. Next, we
present three user studies. In the preliminary study, we sur-
veyed 133 people to determine the most common scenarios
for IVIS. We found that music and navigation systems are
the most used IVIS systems. In Study 1, we investigated the
characteristics of five single modalities from the perspec-
tive of driver distractions with ten participants. We found
two levels of interactions can be extracted depending on the
time and types of interaction (e.g., early [Level 1] and late
[Level 2]). In Study 2, we attempted to find a highly effective
multimodal NUI by comparing eight cascaded multimodali-
ties over two days with 25 participants. We found speech +
button, speech + touch, and gaze + button to be suitable
cascaded multimodalities for drivers while interacting with
IVIS. In the Discussion section, we interpret our results
from the perspective of the learning effect and address some
limitations.

II. RELATED WORKS
NUIs can mitigate distractions and reduce driver workload,
and thus make driving safer. Döring et al. [14] developed
a touch gesture-based steering wheel that reduces visual
demands. Koyama et al. [21] designed a multi-touch steering
wheel that recognizes 6 handshape patterns to encourage
drivers to keep their hands on the steering wheel whenmanip-
ulating in-car secondary applications.

Beyond studies on single modalities, comparative studies
have sought to determine which NUIs are least distracting or
mentally taxing [13], [22]. Roider et al. [22] showed that the
driver’s impairments were greatest when they used an input
modality (gaze, speech, and gesture) that required the same
cognitive resources as the driving situation. They concluded
that NUI design should not overlap with the driver’s resources
(visual, auditory, and physical) occupied by the outside sit-
uation and the input sensory modalities for the secondary
task. Angelini et al. [10] compared gesture, speech, and
touch modalities in terms of usability, subjective workload,
and emotional response. However, because feedback was
offered in different areas, such as a head-up display (HUD)
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or central console display, they did not set the conditions
for an equivalent comparison. For example, drivers’ visual
attention is short because their field of view remains nearer
to the road area by using the HUD located on the steering
wheel [14], which has inherently lower visual distraction
than a center console interface. Similarly, Moran et al. [23]
showed that HUDs are suitable for manipulating IVIS (i.e.,
navigation) and show lower visual distraction than widely-
used head-down displays (HDD).While these studies provide
valuable insights, distinct locations for output feedback and
different numbers of input commands make accurate compar-
isons between single modalities impossible.

Multimodal interfaces have been proposed in order to
improve a primary modality with the addition of a secondary
modality, such as gaze input-pointing gesture [24] or speech-
gesture on the steering wheel [15]. The temporally-cascaded
multimodal interface provides users with two or more modal-
ities in order of time or sequence [25]. Roider et al. [12]
designed cascaded multimodalities with touch and speech
modalities and investigated how they impact driver distrac-
tion and interaction duration. They found that switching
modalities during driving does not affect the time required to
perform sub-tasks, such as spatial tasks, where both shapes
from the center area are moved to the corresponding sur-
rounding fields (e.g., triangle to bottom-left and square to
top-right), and verbal tasks, where participants character-
ize the element on top of the screen by shape, color, and
size. Interestingly, most previous cascaded modality studies,
including Roider et al., applied only speech and touch gesture
in sequence, and vice versa, depending on types of tasks (e.g.,
spatial, verbal) [26].

However, there are other possible single modalities, such
as mid-air gesture and gaze gesture. Therefore, in this study,
we consider a total of five single modalities commonly used
for NUIs and compare them to investigate the type and
extent of distraction caused by each (Study 1). From these
results, we suggest several cascaded multimodal combina-
tions that can minimize distractions and increase usability.
We then test them to identify the most effective multimodal
NUIs (Study 2). We used a HUD as the output interface in
both experiments to reduce visual distraction significantly by
keeping the driver’s eyes on the road [27], [28]. Therefore,
we unify output feedback using a HUD andmatch the number
of input commands across modalities.

III. PRELIMINARY STUDY
To identify a typical use case scenario for IVIS, we conducted
a preliminary online survey with 133 people (M = 43.0,
SD = 15.6, 90 males, 43 females). Respondents reported
their recent driving experience (less than 1 year = 15.04%,
1-3 years = 9.02%, 3-5 years = 6.02%, 5-7 years = 3.01%,
more than 7 years = 55.64%, none = 11.28%). We asked,
‘What do you often manipulate in the vehicle, in addition to
driving?’ in the form of a multiple-choice questionnaire. Our
results (Table 1) identified music/radio (70.68%), navigation

TABLE 1. IVIS ratios frequently used by drivers during manual driving &
physical and mental effort required to manipulate IVIS.

(58.65%), and air-conditioner ◦/heater (45.86%) as the three
most common scenarios.

We also asked, ‘How much physical and mental effort do
you need to manipulate IVIS in a vehicle?’. Respondents
were asked to respond to a five-point Likert scale on physical
and mental demands (1 – low demand, 5 – high demand).
Table 1 shows the reported physical andmental demand expe-
rienced by drivers while simultaneously manipulating IVIS
and driving. We compared the data for the top three scenarios
from Question 1. We analyzed the physical and mental effort
as a paired t-test. The navigation system (Physical = 3.25, t
(132)= 6.67, p < 0.001; Mental= 3.11, t (132)= 6.69, p <

0.001) and music/radio system (Physical = 2.78, t (132) =
1.77, p = 0.079; Mental = 2.75, t (132) = 2.85, p < 0.01)
showed higher effort than the AC/heater system (Physical =
2.67, Mental = 2.57). Based on these findings, we designed
a navigation system and music/radio system for our IVIS.

IV. STUDY 1: EQUIVALENT COMPARISON OF SINGLE
MODALITY NUIs CONSIDERING DRIVER DISTRACTION
In the first user study, we designed five NUIs (touch gesture,
mid-air gesture, speech, gaze, and a physical button interface)
for IVIS and collected data on driver distractions, subjective
preferences, interview answers, primary task performance
(i.e., driving performance), and secondary task performance.
A total of 10 drivers experienced each of the five single
modalities. We investigated five single modalities to deter-
mine whether each is advantageous or disadvantageous for
IVIS in terms of driver distraction.

A. STUDY DESIGN
This experiment was conducted in an indoor driving simula-
tor setup (Atomic A3 motion platform, Logitech G920 steer-
ing wheel and pedal). The simulation was created with Unity,
and the interface was connected with the driving simulation
after we created the input device for each modality (Fig. 1.a).
To compare the five modalities under equivalent conditions,
the HUD was used as a common output feedback interface,
as shown in Fig. 2, which is effective in reducing visual
distraction during operation. As shown in Fig. 2.c, d, and e,
we designed opaque UIs for the left and the middle areas
of the windshield, which represented a comfortable personal
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FIGURE 1. (a) Designed four NUIs and button testbed (¬ Full windshield head-up display,  Touch panel (touch gesture), ® LEAP motion controller
(mid-air gesture), ¯ Microphone (speech), ° Eye-tracker (gaze), ± Buttons (button). (b) Input commands according to five NIUs.

FIGURE 2. (a) Simulation environment (white block – head-up display (HUD) area, green block – gaze input icon area, orange block – secondary task
notice area). (b) Examples of gaze input icon. (c) Music, navigation & menu UI. (d) Songs & volume UI in music/radio scenario. (e) Destination & map UI in
navigation scenario.

area for the driver to interact with buttons, controllers, and
gestures [23]. We unified the number of input commands
for each modality to be six identically composed input com-
mands. Fig. 1.b shows all commands used in each modality.

Drivers were asked to perform the lane change task (LCT)
to obtain reliable and comparable driving performance data in
this study [9], [14], [29], [30]. The LCT assesses performance
in terms of lane-keeping and lane-changing, calculated in
terms of the mean lane deviation between paths the driver is
supposed to follow during the task and the path they followed.
Maciej and Vollrath [9] assert that the advantage of the LCT
is creating a well-defined level of task difficulty that demands
the driver’s frequent attention. They note that the LCT does
not prevent the driver from performing secondary tasks at the
same time, because this represents natural behavior in the car
more generally. Therefore, the LCT enables us to compare
each characteristic of single modalities while drivers perform
different secondary tasks.

The objective of the LCT is to drive along a three-lane high-
way and to change lanes according to signs while maintaining

a speed of 60 km/h. As with the typical LCT scenario, par-
ticipants drove on a straight road without other vehicles. One
session consisted of 18 lane changes in random order, with
a lane change approximately every 10 seconds. Drivers were
asked to first recognize the lane change sign, then perform
the action the moment they passed the sign. Each session
took about 3 minutes. To measure driving performance,
we collected the number of lane deviations (i.e., the number
of times drivers encroached on another lane after changing
lanes) and the number of responses to task instruction (i.e.,
how well the driver responded to a sign in a given session)
separately.

Simultaneously, the interaction task of manipulating the
NUI according to the instructions was carried out as a sec-
ondary task. We constructed the experimental IVIS into a
music and navigation system, according to the results of the
preliminary survey. As shown in Table 2, two categories and
12 detailed commands were included. The interaction task
was created by combining commands. For example, in order
to complete the ‘‘play the third song in the playlist’’ task,
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FIGURE 3. (a) Touch shield on the steering wheel (for touch gesture). (b) LEAP motion controller at cockpit’s right (for mid-air gesture). (c) Microphone
(for speech). (d) Tobii 4C Eye tracker on the center monitor (for gaze). (e) Button on the steering wheel (for button).

TABLE 2. Interaction tasks for IVIS.

the driver had to use the interface that matched the input
commands (Fig. 1.b).

Participants were randomly assigned five interaction tasks
per session through visual (Fig. 2.a) and auditory (speaker)
notification. Video, eye-tracking data (Tobii 4C), primary
and secondary task performance data were collected for all
sessions. When participants completed each session, they
conducted the NASA-TLX, a System Usability Scale (SUS),
and a brief interview [3], [28].
Touch gesturewasmade with Arduino and 2.8’ TFT capac-

itive touch shield (Fig. 3.a). Following previous studies, it was
attached to the top-center of the steering wheel [21]. The
driver entered gesture commands using the touch panel in
the center of the steering wheel, similar to a tablet PC. The
touch gesture consisted of six commands: swipe (up, down,
left, right), circle ‘‘O(select/cancel),’’ and word ‘‘L(menu).’’
Mid-air gesture was configured using the LEAP motion

controller shown in Fig. 3.b and was located below the
driver’s right hand, based on a previous study [27]. Possi-
ble mid-air gestures consisted of six commands: swipe (up,
down, left and right), ‘‘gun’’ posture (open the thumb and
index finger) for select/cancel, and ‘‘menu’’ posture (palm
toward the body).
Speech used Google Cloud’s speech-to-text in Unity to

create a voice-commandable interface and defined a list of

commands that participants could enter before the experi-
ment. The driver first pulled the lever on the steering wheel to
activate the voice recognition and then gave a voice command
function through the microphone shown in Fig. 3.c.
Gaze is a way of staring at the icon in a full windshield-

type HUD (shown in Fig. 2), and the driver’s gaze was tracked
through the Tobii 4C eye tracker. Participants conducted eye
calibration before using the interface to ensure accuracy of
input. The interface was set individually and there was no
error in selecting the icon on the HUD during the experiment.
There were six Graphical User Interface (GUI) icons used
during the interaction process, visualized as opaque in the
HUD. In a preliminary study, we found that it is possible to
activate the icon for eye-catching input, but that gazing at the
HUD for a certain period or more during driving is unsafe
[17]. Thus, the driver was asked to press a physical button on
the steering wheel (right arrow, Fig. 3.d) to confirm that the
eye was fixed to the desired icon (Fig. 2.b). Participants’ gaze
was recognized to the surrounding 5% area of the opaqueGUI
icon; recognized areas did not overlap. Auditory feedback
for the selection was provided (menu - ‘‘menu’’; music -
‘‘music’’; navigation - ‘‘navigation’’; volume, song, and path
selection - ‘‘beep’’ sound).
Button was attached to the steering wheel and evaluated

for usability by setting it as a control group for other single
modalities. The button modality, like other modalities, was
designed to control the interface using a total of six buttons
(four arrows, menu, and lever shown in Fig. 3.e) to match the
comparison conditions.

B. PROCEDURE
We recruited 10 volunteers (M = 24.0, SD = 2.6, 9 males,
1 female) for our study, all of whom had a valid driver’s
license. Subjects had the following prior experience with
modalities: touch gesture – 8 of 10, mid-air gesture – 6 of
10, speech – 8 of 10, gaze – 4 of 10, button – 10 of 10.
After a general introduction to the experiment, eye-tracking
calibration was performed to ensure accurate data collection
for gaze modalities. Participants practiced driving for 10 min-
utes to familiarize themselves with the driving simulator.
Each session was conducted for 10 minutes, including time
spent learning the interface, tests, post-questionnaire (the
NASA-TLX and SUS), and a short interview. All participants
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FIGURE 4. Comparing three types of distractions: (a) Visual distraction. (b) Cognitive distraction. (c) Manual distraction.

experienced five single modality interfaces for a total of
five sessions, and the order of the provided modalities was
adjusted by the Latin Square method to eliminate potential
learning effects [31]. The total experiment time was 1 hour
(driving simulator practice + five sessions).

C. ANALYSIS
For each session, we collected recorded video and interview
responses and analyzed data on eye glance behavior, work-
load, subjective preference, primary task performance, and
secondary task performance. To analyze the entire session,
we conducted a statistical analysis of the data, except for the
max and min data per session. We analyzed the data in terms
of specific distractions. All results were subjected to one-way
repeated measures ANOVA tests for post-hoc tests at a 5%
confidence level, excluding response to sign, which was not
statistically significant (p = ns (0.776)). Equivalence tests
were performed to analyze pairwise comparisons (Bonferroni
corrected or Games-Howell corrected as post-hoc tests after
checking the homogeneity of variances).

D. RESULTS
1) VISUAL DISTRACTION
We measured visual distraction – the number of eye glances
away from the road – to determine how much visual demand
the driver experienced when using IVIS. Visual distraction
was not the same between modalities, F (4, 35)= 19.69, p <

0.001. Post hoc analysis (Fig. 4.a) indicates that touch gesture
(M = 9.00, SD = 4.41, p < 0.05) showed the highest visual
distraction compared to other modalities (M = 3.08, SD =
3.78). One participant who drove using touch gestures said
in an interview ‘‘It was difficult because I had to take my
hand off the handle and interact with it, and I kept seeing
the touchpad to touch it’’ (P1). Behavior analysis of recorded
videos showed that participants’ gaze moved from the driving
screen to the handle and then to the HUD. On the other hand,
the speech interface showed the lowest visual distraction
(M = 0.38, SD = 0.74, p < 0.05), and many interviewees
said it was convenient to not have to move their eyes from
the driving screen: ‘‘I don’t have to look at the interaction

screen, so I can concentrate on driving more’’ (P2); ‘‘It is
easy to use’’ (P10).

2) COGNITIVE DISTRACTION
Drivers’ mental workload was measured by the NASA Task
Load Index (NASA-TLX), a tool for assessing subjective
mental workload, which measures the level of six dimensions
(mental demand, physical demand, temporal demand, effort,
performance, and frustration) and determines an overall
workload rating. Each dimension is evaluated on a scale of 0
to 100 [32]. As a result, cognitive workload also differed
between groups of single modalities, and the ANOVA test
also showed statistical significance, F (4, 35) = 12.85, p <

0.001. As shown in Fig. 4.b, all modalities showed higher
NASA-TLX scores than the button modality. The NASA-
TLX score was highest for mid-air gestures (M = 64.00,
SD= 10.09, p < 0.001). Participants mentioned a low recog-
nition rate as the reason why the mid-air gestures resulted in
a high mental workload. They also described steering the car
with the left hand and making the hand gesture with the right
as a cognitive burden: ‘‘The gestures are often unrecognizable
and lifting one hand off the steering wheel is burdensome
for drivers with both hands’’ (P3); ‘‘Overlap errors with
gesture input’’ (P5). The recorded video analysis confirmed
that the gesture command was incorrectly recognized due to
some participants’ unintentional movements. In particular,
recognition errors frequently occurred during the sub-process
of quickly swiping left, right, up, and down. In contrast to the
mid-air gesture, the mental workload of the button interface
(M = 30.08, SD = 8.31) was lowest among the modalities.
Participants commented that the button interface is familiar
and comfortable: ‘‘Very easy to input’’ (P2); ‘‘Friendly and
convenient’’ (P3); ‘‘Comfortable and fast’’ (P9).

3) MANUAL DISTRACTION
To measure manual distraction, we instructed drivers to keep
both hands on the steering wheel while driving except when
manipulating the interface to carry out the secondary task.
We collected behavioral data and counted the number of
times each driver removed a hand from the steering wheel.
We confirmed by ANOVA test that the mean between
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modalities is not the same, F (4, 35) = 10.50, p < 0.001.
As shown in Fig. 4.c, the highest manual distraction occurs
during mid-air gesture, where the right hand must be uncon-
ditionally removed from the steering wheel (M = 9.50, SD
= 2.88, p < 0.001). Interestingly, touch gestures have a
high distraction compared to other modalities, but not as
much as mid-air gestures (M = 6.63, SD = 8.26, p = ns).
Because the touch screen is located on the steering wheel,
we expected drivers to use their thumb to input command
gestures, but video analysis showed that the right hand was
removed from the steering wheel to use touch. On the other
hand, drivers performed the secondary task using gaze and
speech interfaces while keeping both hands on the steering
wheel; these interfaces did not generate manual distraction.

4) SUBJECTIVE PREFERENCE
We identified and compared participants’ subjective prefer-
ences for each interface using the SUS, evaluated on a scale
of 0 to 100 in increments of 10. SUS scores of more than
71 points indicate that the system is acceptable [33]. The
physical button interface scored highest (M = 80.90, SD =
12.46), followed by gaze (M = 74.70, SD = 11.45) and
speech (M = 73.10, SD= 17.77). On the other hand, the SUS
score of the touch gesture (M = 60.00, SD = 19.04) and the
mid-air gesture (M = 60.94, SD = 15.17) were significantly
lower than the critical score of 71. As shown in Table 3,
mid-air gesture and touch gesture showed generally low SUS
scores and a high level of distraction. Conversely, button,
gaze, and speech had high SUS scores and a low level of
distraction in general. Therefore, SUS scores are related to
the extent of distractions.

5) PRIMARY TASK PERFORMANCE
Drivers using each interface were required to keep the correct
lane in response to the LCT sign.We collected two dependent

TABLE 3. SUS scores, interaction duration and three type of distraction
levels per single modality.

variables: lane deviation (i.e., the number of deviations into
the wrong lane, related to driving performance) and response
to sign (i.e., the number of failures to appropriately respond to
a sign) [14], [16], [30]. ANOVA tests showed lane deviation
to be statistically significant, F (4, 35) = 3.12, p <0.05, but
response to sign showed no significant difference. As shown
in Fig. 5.a, the pairwise comparison showed no significant
differences between modalities. However, mid-air gesture
(M = 2.75, SD= 2.60, p = ns) showed the highest number of
lane deviations, and other interfaces were slightly lower than
the button (M = 0.75, SD = 1.39). Response to sign showed
only slight performance differences because everyone who
participated in this study generally performed the LCT well.
Therefore, it was not statistically significant.

6) SECONDARY TASK PERFORMANCE
To measure how well each driver performed their task,
we analyzed interaction duration, which is the time between
when the instruction is given and when the instruction is com-
pleted. Faster interaction duration reduced distractions, and
thus led to higher SUS scores. The ANOVA test showed sta-
tistical significance, F (4, 32)= 50.78, p < 0.001. As shown
in Fig. 5.b, the button had the fastest interaction duration
(M = 21.13, SD = 6.45), followed closely by gaze (M =
27.63, SD= 10.49, p = ns). Interaction durations for mid-air
(M = 60.17, SD= 11.74, p < 0.001) and touch gesture (M =
61.38, SD= 12.76, p < 0.001) were about three times greater
than for the button. Speech showed the slowest interaction
duration (M = 99.86, SD = 17.12, p < 0.001).

7) CHARACTERISTIC OF FIVE SINGLE MODALITIES
As expected, we found that each modality caused different
types and levels of distraction. Table 3 is a visual represen-
tation of the degree of distraction for each modality. Each
modality is listed in descending order of SUS scores, and
distraction increases as shading gets darker. We found that
no single modality shows a low level of distraction in every
type and, at the same time, the highest SUS. For example,
mid-air gesture and touch gesture interfaces with low SUS
scores have high visual, cognitive, and manual distraction,
whereas gaze and speech interfaces generally exhibit low
distraction and high SUS scores. Although Döring et al. [14]
showed that low visual distraction and high subjective pref-
erence were correlated in a vehicle interface, our results
show that the button interface has the highest SUS scores,
even though it caused higher visual and manual distractions
to drivers than other modalities. These results suggest that
even though drivers generally prefer interfaces that cause low
visual distractions, they are likely to prefer familiar interface
modalities, such as buttons, which are common on car radios.

E. DISCUSSION
In the first study, we looked at the characteristics of each
modality by distraction during IVIS use. Presently, NUI
research for many IVIS types has been conducted, but each
modality has different characteristics depending on the type
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FIGURE 5. Comparing task performances: (a) Lane deviation. (b) Interaction duration.

of distraction. A modality that reduces all three types of
distraction is ideal, but there is no such single modality in this
study. It is necessary to supplement each modality to lower
driver distraction.

As discussed in the Related Works section,
Roider et al. [22] found that impairments to driver per-
formance were greatest when the input modality for the
secondary task overlapped with the sensory channel of the
primary task. This suggests that corresponding modalities
should be considered, depending on what distraction the
researcher wishes to minimize when designing the in-vehicle
interface. The obvious advantages and disadvantages of each
of the single modalities can be augmented with an additional
modality. In response, we also consider the context of sec-
ondary tasks. By doing so, we can guess which modalities
would be better for drivers in certain interaction steps and
suggest appropriate multimodalities by combining a single
modality at each step. Based on the characteristics of single
modalities that we identified, we can investigate whether
proposed cascade-multimodality would increase or decrease
total distraction.

Muller andWeinberg [4] considered interaction steps when
comparing modalities. They parsed the task of opening a
window in a driving situation into its component steps
(e.g., thinking, gazing, etc.) and showed how modalities are
involved differently in each step. We similarly investigated
steps during the interaction tasks of adjusting the music/radio
or a using the navigation system (Fig. 6) and found a notable
result. As shown in Fig. 6, drivers go through the process,
which is divided into two levels (beginning and repetition)
while they manipulate IVIS, which becomes more and more
complicated as operation time and precision increases.

Level 1 means deciding between the music or navigation
category in IVIS, and marks the beginning of when the driver
diverts attention from the primary driving task to secondary
tasks. Level 1 does not require an iterative command, but
represents a cognitive shift. Level 2 denotes repetitive work
and precise adjustment, such as selecting the music, destina-
tion, and volume, and turning on the map. This is performed

FIGURE 6. Driver’s interaction steps with IVIS levels.

without cognitive conversion, but the longer the operation
time, the greater the burden of completing the task. Therefore,
we suggest a modality with lower cognitive or visual distrac-
tion for Level 1 (e.g., gaze or speech in Table 3 ) and faster
interaction duration for Level 2 (e.g., button). In Study 2,
we verify whether the suggested modalities lessen overall
distraction as cascaded multimodalities.

Mid-air gestures showed high cognitive and manual dis-
traction and low SUS scores. However, considering that exist-
ing studies have described the advantages of mid-air gesture,
and that mid-air gesture is of ongoing interest [34], [35],
it is likely that drivers simply need more experience with it
than with other modalities. Participants who first used mid-
air gesture said: ‘‘It’s amazing in a newway’’ (P3); ‘‘It is more
comfortable than I thought’’ (P5).

In addition, although the button modality causes severe
visual distractions, it showed the highest SUS. This may be
due to driver familiarity, which suggests that mid-air gesture
could also have high SUS as drivers acclimate to it. Besides,
a modality that participants become familiar with quickly
could become an NUI [19]. To control familiarity of each
modality in an experimental setting, we can measure how fast
drivers acclimate to certain modalities – the learning effect.
Therefore, in Study 2, we check for the learning effect of each
multimodality.

Lastly, researchers design multimodal interfaces by com-
bining single modalities such as speech, gaze, and gesture for
one command (e.g., gazing at an object and gesturing toward
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it to select) [36], rather than applying them to cascading steps.
These studies focus on the synergy effect of single modalities
in interaction, rather than on reducing overall driver distrac-
tion [26]. Therefore, in the next study, we applied cascaded
multimodality to investigate how two modalities can mitigate
distractions while manipulating IVIS.

V. STUDY 2: CASCADED MULTIMODALITY NUI
In Study 2, we aimed to suggest combinations of cascaded
multimodalities and find the most effective NUIs for our IVIS
environment, based on lower driver distraction and higher
usability evaluation. For this, we selected and combined the
modalities suitable for the user’s interaction steps among the
single modalities of Study 1, presented them to the driver,
and verified their effects. The procedure was the same as the
previous experiment.

A. STUDY DESIGN
Based on the results of Study 1, we improved the position of
the touch gesture from the upper-center of the steering wheel
to near both thumbs. We also replaced the 2.8’’ TFT capac-
itive touch shield input device with the MPR121 capacitive
touch sensor to improve recognition. Based on opinions of
participants in the first experiment, we changed the input UI
for gaze from the GUI button icon on the HUD to the music
and navigation GUI icon (e.g., ‘To play a different song, stare
at/select the music icon from the menu and look at/select
the right side of the music list twice’). We also modified the
mid-air gesture’s behavior for quick and accurate recognition
(from ‘gun’ posture to ‘palm down’ posture).

Following Muller and Weinberg [4]’s interaction steps and
our discussion of Study 1, we defined a Level 1 and Level 2 as
drivers interact with the IVIS while driving. The Level 1
interface for calling the menus and selecting the desired
systemwas designed tomake commands intuitive. In addition
to including the most-preferred single modality (i.e., button
for Level 1 and Level 2), the interface included 1) speech
that causes low visual and mental workloads and does not
overlap with the primary task and 2) gaze that does not sig-
nificantly increase the driver’s physical workload and limits
cognitive workload in the input process. On the other hand,
for themodalities for Level 2, buttons and touch gestures were
selected for their ability to repeat, their precise adjustment,
and their effect of reducing the overall interaction duration
with fast input. We also included potential mid-air gestures in
Level 2. Accordingly, our research hypotheses are as follows.

• H1: Cascaded multimodality, which specifies speech
and gaze as the modality of Level 1, will exhibit lower
distraction and higher usability than a single modality.

• H2: Multimodalities that specify a button or touch ges-
ture as a Level 2 modality will show faster interaction
duration and higher usability than other modalities.

To test the above hypothesis, the cascaded multimodality
NUI was constructed as shown in Table 4. All modalities,
except speech, were used for Level 2; speech (which has a

TABLE 4. Cascaded multimodality combinations by level.

high interaction duration; see Fig. 5.b) was excluded because
of its weakness for repetitive work. Therefore, gaze+ speech
nor button + speech were designed in Study 2. Furthermore,
our interfaces were designed not to respond to commands
according to modalities other than those being tested to
prevent duplicate inputs [24] and better process interaction
flow [4].

As in Study 1, we used a HUD as an output device and
collected the recorded video, driving performance, task per-
formance, and behavior data of the participants. Participants
completed a brief interview and responded to the Driving
Activity Load Index (DALI) and SUS questionnaire. All
processes were conducted equally for two days, in order to
account for the learning effect.

B. PROCEDURE
25 subjects (M = 23.9, SD = 2.7, 16 males, 9 females)
participated in the study for compensation. The experimental
procedure was the same as for Study 1, except for the type
and number of interfaces. All participants had a valid driver’s
license and at least 1 year of driving experience, except four
people. Participants already had the following experience
with modalities: touch gesture – 20 of 25, mid-air gesture –
10 of 25, speech – 24 of 25, gaze – 10 of 25, button – 25 of 25.
The experiment lasted 1 hour 30 minutes (driving simulator
practice + eight sessions). To investigate the learning effect,
all participants performed the same experiment again at the
same time the next day. Therefore, the total experiment time
was 3 hours (Day 1 + Day 2).

C. ANALYSIS
We performed a statistical analysis, except for some data
that could not be collected due to an occasional connection
problem between sensors and computer systems (all mid-
air gesture – 7 of 25, gaze + touch – 3 of 25, speech +
touch – 2 of 25, speech + button – 1 of 25). Results were
subjected to one-way repeated measures ANOVA tests and
after checking the homogeneity of variances, Bonfeffoni or
Games-Howell as post-hoc tests at a 5% confidence level in
commonwith Study 1 (excluding response to sign, which was
not statistically significant in Study 1). Additionally, we ana-
lyzed primary and secondary task performance to paired t-test
to find the learning effect between Day 1 and Day 2.
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FIGURE 7. Comparing SUS scores and three different distraction degrees of cascaded multimodalities.

D. RESULTS
Visual distraction was calculated as the total time required to
glance at the interface. Cognitive distraction was measured
by the DALI questionnaire, which is better for assessing
mental workload in the driving context than NASA-TLX,
as there are more independent variables [37]. Manual distrac-
tion was determined by the number of hand removals from
the steering wheel. We measured driving performance and
task performance to judge whether these interfaces improved
performance. As in Study 1, lane deviation and interaction
duration were collected.

1) H1: CASCADED MULTIMODALITY (SPEECH + BUTTON,
GAZE + BUTTON), WHICH SPECIFIES SPEECH AND GAZE AS
THE MODALITY OF LEVEL 1, WILL EXHIBIT LOWER
DISTRACTION AND HIGHER USABILITY THAN A SINGLE
MODALITY (BUTTON)
Fig. 7 shows the results of multimodality by distraction.
Compared to the physical button, which is a single modality,
we see lower visual distraction (M = 1.82, SD = 0.97) in all
multimodalities, F (7, 172) = 7.45, p < 0.001. In particular,
the gaze + button (M = 1.06, SD = 0.67, p < 0.05) and
speech+ button (M = 0.99, SD= 0.69, p < 0.05) modalities
have lower visual distraction than the singular button modal-
ity, which means that drivers experience less visual burden
when they begin performing secondary tasks with gaze and
speech modality. However, in terms of cognitive distraction,
F (7, 172) = 16.43, p < 0.001 (Fig. 7), the results of the

gaze + button (M = 60.95, SD = 16.74, p < 0.001) and
speech+ button (M = 44.63, SD= 12.54, p = ns) modalities
were worse than the button (M = 43.49, SD = 16.07),
perhaps because the button has much lower cognitive distrac-
tion compared to other modalities, such as gaze and speech
(Fig. 4.b). In terms of physical load, no manual distraction
occurred, even though the button modality was used at Level
2. By analyzing a recorded video of users’ actions for Study 2,
we found that participants easily operated the interface when
doing repetitive tasks. In the usability evaluation (Fig. 7),
the gaze+ button (M = 72.64, SD= 12.11) and the speech+
button (M = 80.08, SD = 10.83) modalities showed high
usability scores, exceeding the 71-point threshold. In par-
ticular, the usability score of speech + button was higher
than button only (M = 78.96, SD = 11.73), which was
the highest among single modalities. In this study, speech +
button exhibited lower distraction and higher usability than
a single modality. Similarly, gaze + button showed lower
distraction, except for cognitive workload. Hence, H1 was
supported.

2) H2: MULTIMODALITIES (SPEECH/GAZE + BUTTON,
SPEECH/GAZE + TOUCH) THAT SPECIFY A BUTTON OR
TOUCH GESTURE AS THE LEVEL 2 MODALITY WILL SHOW
FASTER INTERACTION DURATION AND HIGHER USABILITY
THAN OTHER MODALITIES
To perform precise adjustments, the input must be fast
and repetitive operations must be performed quickly.
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FIGURE 8. Comparing lane deviation of cascaded multimodalities.

Level 2 modalities suitable for this role are buttons and
touch gestures, which are familiar because they are used in
common products, like electronic devices, smartphones, and
touchpads. Fig. 9 shows the interaction duration by modality.
Except for button only, the gaze+ button (M = 13.36, SD =
6.86, p = ns) had the fastest interaction duration, followed
by speech + touch (M = 23.68, SD = 4.70, p < 0.001),
speech+ button (M = 24.58, SD= 4.59, p <0.001), and gaze
+ touch (M = 29.74, SD= 9.66, p < 0.001). All multimodal
interfaces received usability scores of 71 or more, except for
the gaze+ touch, which had the longest interaction duration.
In particular, speech + button (M = 80.08, SD = 10.83) and
speech + touch (M = 79.65, SD = 9.72) received a higher
SUS score than the button modality (M = 78.96, SD =
11.73). In summary, in Level 2, gaze + button had a similar
interaction duration to button only, and gaze+ touch, speech
+ button, and speech + touch had faster interaction duration
than both mid-air and gaze. These combinations showed high
usability, except for gaze + touch. Thus, H2 was supported.

3) PRIMARY TASK PERFORMANCE AND SECONDARY
TASK PERFORMANCE
Fig. 8-11 show how the proposed cascaded multimodal inter-
faces improve driving performance and safety, in terms of
lane deviation, F (7, 170) = 4.05, p < 0.001, and interaction
duration, F (7, 172) = 33.10, p < 0.001. Response to sign
was not statistically significant. The lane deviation graph
shown in Fig. 8 indicated no significant difference when all
interfaces were compared with the button interface. In fact,
it showed less than one occurrence of lane deviation, except
for speech + mid-air (M = 1.47, SD = 1.42, p = 0.075).
As shown in Fig. 9, othermodalities generally required longer
interaction duration than the button (M = 9.12, SD = 2.33).
But gaze+ button did not differ significantly from the button
alone (M = 13.36, SD = 6.86, p = ns), so it cannot be deter-
mined whether interaction duration was consistently greater.
Therefore, we interpret gaze+ button as showing interaction
duration as fast as the button (see Fig. 5.b and 9).

FIGURE 9. Comparing interaction duration of cascaded multimodalities.

FIGURE 10. Comparing lane deviation of cascaded multimodality
considering learning effect.

FIGURE 11. Comparing interaction duration of cascaded multimodality
considering learning effect.

We conducted the same experiment for two days to see
how the performance with the proposed cascaded multi-
modal interfaces might improve through the learning effect
(Fig. 10-11). Driving performance on Day 2 markedly
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improved from Day 1, as shown in Fig. 10 (M = 0.64, SD =
0.37, Day 1;M = 0.24, SD= 0.11, Day 2). In particular, lane
deviation for gaze + button (M = 0.68, SD = 1.07, Day 1;
M = 0.24, SD= 0.44, Day 2; t (24)= 2.19, p < 0.05), gaze+
mid-air (M = 0.83, SD= 0.79, Day 1;M = 0.33, SD= 0.69,
Day 2; t (17) = 2.47, p < 0.05), speech + touch (M = 0.65,
SD = 0.83, Day 1; M = 0.04, SD = 0.21, Day 2; t (22) =
3.48, p < 0.01), and even speech + mid-air (M = 1.44, SD
= 1.38, Day 1; M = 0.33, SD = 0.84, Day 2; t (17) = 4.89,
p < 0.001) decreased and appeared statistically significant in
terms of learning. Likewise, in Fig. 11, we found interaction
duration improved overall, as the mean interaction duration
for Day 2 is less than the mean for Day 1 (M = 27.97, SD =
12.75, Day 1; M = 23.74, SD = 9.22, Day 2). Surprisingly,
however, interaction duration did not change when drivers
used a familiar button and touch modality at Level 2, despite
the new interface they experienced.When the unfamiliar mid-
air gesture and gaze were applied to Level 2, improvement in
task performance can be attributed to learning. Gaze + mid-
air (M = 39.39, SD= 17.12, Day 1;M = 25.49, SD= 11.02,
Day 2; t (17) = 2.46, p < 0.05) and speech + mid-air (M =
44.71, SD = 17.73, Day 1; M = 34.59, SD = 10.11, Day 2;
t (17) = 2.72, p < 0.05) showed statistical significance.

Interestingly, we found a powerful learning effect when
using air gestures as a modality for Level 2. Of course,
on Day 2, the interaction duration for speech + mid-air was
still longer than for the other modalities, but the learning
effect was shown and the gap with other modalities was
narrowed. This suggests that, with more experience, mid-air
gesture could be as effective or even more effective than other
modalities. Participants who used the mid-air gestures said in
an interview ‘‘Satisfaction and convenience have increased
compared to the previous day. It seems better than voice
because there is no delay in interaction’’ (P4); ‘‘If I get used
to the air gesture, I can control it quickly’’ (P7).

In summary, in this paper, we show that the Level 1 modal-
ity causes low visual distraction, so that speech and gaze
are suitable for secondary task switching. As a modality of
Level 2, we show that the button and touch, which can per-
form fast input, are suitable. Additionally, themultimodalities
of gaze + button, speech + button, and speech + touch are
considered to be the most effective multimodal NUIs for
IVIS because of their lower lane deviation, shorter interaction
duration, and higher usability. In particular, speech + button
and speech + touch performed better across the three types
of distraction than button only (which caused the lowest
cognitive distraction in Study 1).

E. DISCUSSION
In this study, we proposed a cascaded multimodal interface,
which reduces distraction and increases usability. The driver’s
interaction with IVIS was divided into two steps (Level 1 and
Level 2), and then combined with a single modality suitable
for each step. We found that reducing the overall interaction
duration is paramount for manipulating secondary tasks so
that drivers can initiate and control the desired performance

with minimal cognitive load and can resume concentration
on the primary tasks. As shown in Fig. 6, 1) In the initiation
step of secondary tasks at Level 1, the driver must be given
the minimum mental load to enable efficient cognitive tran-
sitions, and 2) it must be possible to reduce the overall inter-
action duration by enabling fast input for repetitive manipu-
lation. For these reasons, simple modalities, such as button
and touch, were preferred by drivers in Level 2. However,
we will also discuss the impact of familiarity in the following
paragraphs.

In this experiment, speech and gaze were identified as
an efficient modality at Level 1, which requires cognitive
conversion. Speech modality has a lower cognitive burden
because it relies on drivers’ verbal resources, rather than
the manual or visual resources that are already engaged
in primary and secondary driving tasks. Although the gaze
modality overlaps with the visual requirements of the driving
situation (attention to the front), it is an intuitive modality
that has the advantage of being able to see and select what
is desired without additional cognitive processes, thereby
reducing the overall cognitive burden on the user. Also,
the gaze modality was found to be suitable for performing
the role of Level 1 because it minimized the driver’s visual
distraction by unifying the input and output device using the
HUD. Consequently, we propose that effective modalities for
Level 1 are speech and gaze.

Button and touch gesture were found suitable as Level
2 modalities that perform repeated command entry rapidly.
A single button modality, common in passenger vehicles,
showed high visual distraction even though it had the fastest
interaction duration and high SUS. We noted in Study 1 that
a cognitive transition occurs in order for the driver to initiate
the secondary task. Therefore, shifting the driver’s attention
to the button while driving creates more visual and cognitive
confusion and allows the driver’s line of sight to stay on the
button longer. However, buttons have the advantage of being
easy to operate, fast, and above all, familiar. For this reason,
a buttonmodality can be a good choice for the Level 2 process
of repeatedly adjusting the radio or navigation. The interface
with the button on Level 2 actually reduced visual distraction.
Interestingly, among the modalities used in Study 2, touch
gestures showed the biggest difference from Study 1. In Study
1, the touch gesture was generally high in all distractions; it
was highest in visual distraction and lowest in SUS (Table 3).
However, when the touch gesture was used as the modality
for Level 2 in Study 2, manual distraction hardly occurred
and the usability evaluation was high. In the case of speech
+ touch, all distractions were lower than the button modality.
The difference in these results suggests that the same modal-
ity can affect driver distraction differently depending on the
interface design. Consequently, we consider the button and
touch gesture appropriate modalities for Level 2.

In Study 1, the touch screen was positioned at the top
center of the steering wheel for input commands. This inter-
face increased visual and manual distraction by requiring the
operator to take a hand off the steering wheel. However, in
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Study 2, the touchpad was attached to the steering wheel
so that the driver could input commands using their thumb
and without taking their hands off the steering wheel. Fur-
thermore, distraction was greatly reduced by designing com-
mands as inputs with only three actions (tap, swipe left, and
swipe right).

In addition, we identified an advantage of speech. Our find-
ings differ from previous studies, which showed that speech
modality harms driving performance via a high cognitive
load [38]–[40]. We believe this is because our study inves-
tigates not only which modality to choose, but also how to
design the interface with that modality. Future NUI research
should more fully consider interface design.

Considering the driver interaction process (Level 1 and
Level 2) using IVIS, cascaded multimodalities provided as
a combination of single modalities resulted in low distraction
and high usability. Participants stated in interviews: ‘‘It’s
quick and easy to use because it’s easy to select a menu with
just a glance and a sub-item with a button’’ (P18); ‘‘Voice
recognition makes it easy to bring up the menu. It is good to
make an immediate response by button operation. It’s great to
use content while concentrating on driving’’ (P17); ‘‘It was
good that detailed adjustment was easy’’ (P12).

Finally, after analyzing the button of Study 1, we suggested
its characteristics – high visual distraction but fast interaction
duration and high SUS – were the result of drivers’ extended
experience and familiarity. In Study 2, we investigated over
two days the possibility that other modalities might be as
familiar to drivers and which modalities they might learn
quickly. We found that mid-air gesture reduced interaction
duration and lane deviation, and it was statistically signif-
icant. Although the results in Study 1 suggest that mid-air
gesture is not a suitable interaction technique, participants
learned it quickly in Study 2, which suggests that it could
be an NUI in driving. Compared to button modality, mid-
air gesture causes less visual distraction (see Table 3 ). Also,
visual distractionwas highwhen all interfaceswere combined
with button modality in Study 2 (see Fig. 7), yet lowest when
configured with mid-air gesture. On the other hand, mid-air
gesture leads to manual distraction (participants must remove
their hands from the steeringwheel) and cognitive distraction,
which causes long interaction duration. To resolve these dis-
advantages, Nacenta et al. [19] proposed enhanced usability
and memory in mid-air gesture, and Werner [41] proposed
input gestures that do not require drivers to take their hands
off the steering wheel. Therefore, as drivers gain experi-
ence with mid-air gesture and its techniques are improved,
the modality can reduce manual and cognitive distractions,
like the button modality. Also, since mid-air gesture can acti-
vate more diverse inputs than buttons, it may have potential
as a multimodal NUI.

VI. LIMITATIONS AND FUTURE WORKS
Our experiments compared the three types of distraction for
five NUIs for IVIS. Although researchers have used the LCT
as a driving task [14], it cannot reflect actual in-vehicle

interaction situations, like a sharp curve, obstacle on the road,
or sudden stop. If we apply variable situations to driving
environments in future work, we may be able to observe more
detailed characteristics and further refine our combinations
of modalities according to the situation. However, in LCTs
similar to highway driving, we discovered quite meaning-
ful characteristics of single modalities and demonstrated the
value of cascaded multimodal NUIs in IVIS.

Before designing the study, we defined the scenario – the
radio and navigation system of IVIS – through a preliminary
survey. Many researchers have already experimented with
radio and navigation systems [11], [14], and they have been
investigated as the most frequently used system in actual
driving situations [7]. Based on this, our infotainment systems
were designed to match the most common functions and
features we defined in the preliminary survey. Our systems
do not cover overlapping events, such as talking on the phone
during manipulation of the navigation system and receiv-
ing a message while controlling volume. Ideally, we will
study NUIs in the context of these overlapping events in
the future.

In our study, we used our own HUD as an output device for
the interface. Although a HUD is known to reduce the driver’s
visual distraction, it requires careful design. For example,
opaque icons in the HUD could create blind spots that block
drivers from seeing road signs or pedestrians and thus cause
extra visual demand. Fortunately, participants in our study
did not report any inconvenience in its use while driving.
However, in our future studies where driving maps more
accurately reflect real driving scenarios (e.g., other cars in the
road, buildings, pedestrians), we will consider icon location
and transparency in the HUD.

In Study 1, we designed an interface to compare char-
acteristics of five modalities. In Study 2, we designed a
multimodal interface to evaluate the usability of a combi-
nation of modalities. In the interface system, we designed
the menu structure identically for all interaction modalities;
the number of interactions required to complete the proposed
taskswas likewise identical across interactionmodalities. Our
speech recognition interface, for instance, did not use natural
language widely available in Apple Siri or Amazon Alexa
(e.g., ‘‘Alexa, play the second song’’), so participants spoke
single word commands such as ‘‘Up’’ or ‘‘Down.’’ To com-
pare the interaction modalities rather than whole interfaces,
we designed all input modalities (including speech) to hier-
archically manipulate IVIS to follow single word commands.
Because we unified the interface manipulation method to a
hierarchical structure for equal comparative research, each
modality could not take advantage of an intuitive instruc-
tion modality. Nevertheless, the results of this study ease
comparative research, clearly identifying the disadvantages
of each modality and showing how those characteristics
arise in multimodality. Since the results of this study were
obtained from a hierarchical interface, other interface types
(e.g., no hierarchical menu structure) could lead to different
results. In future studies, we will consider a method to apply
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advanced technologies for each modality and compare their
characteristics.

We did not allow participants to select their own input
modality (i.e., a ‘‘free choice’’) because of concerns about
bias caused by driver experience, as buttons were most pre-
ferred in Study 1. In particular, the multimodal interface we
presented in Study 2 includes interfaces that many drivers
have never experienced, so it is highly likely that they would
have selected the driver-friendly (i.e., familiar) buttons or
interfaces. Therefore, we analyzed results from a study in
which all participants used the same interface to present a
combination of modalities based on each modality’s charac-
teristics and interaction steps of the secondary task. We will
find input modalities suitable for specific interactions if the
modalities proposed become familiar to drivers. The results of
Study 2 show that each modality of different interaction tasks
may suit different drivers at different times because different
interfaces have different driver distractions. Although we
did not allow participants to freely select a modality, future
studies could consider designing and testing an interface
that would respond to whichever modality participants would
choose at Level 2, i.e., participants could initiate a command
using a button (Level 1) and then choose speech or mid-air
gesture at Level 2. Furthermore, testing under different con-
ditions could add valuable insights; participants might choose
speech at Level 2 in heavy traffic conditions but gaze input in
low traffic conditions. Therefore, we might be able to find
a user-defined cascaded multimodal interface appropriate at
each scenario in the future.

Tomeasure visual demand, wemeasured the number of eye
movements from the road to the interface (Study 1) and the
total time the driver’s eyes stayed at the interface (Study 2).
Liang and Lee [42] showed that these two indicators were
proportional. Both measures clearly show the difference
in visual demand between modalities but would provide a
deeper understanding if various indicators (e.g., total off-
road time and number of long [e.g., 2+ sec] glances) were
measured and analyzed together. Therefore, we would like to
consider the various metrics of visual, cognitive and physical
demand in future studies.

The technical problem noted in Study 1was not completely
resolved in Study 2. Low recognition rates reported for mid-
air gestures delayed some input commands. Occasionally,
communication between the computer and the sensor was a
problem. Therefore, delays for the mid-air gesture and some
touch gestures may have made interaction difficult. Due to
this error, some data were unusable. However, we had enough
data that we were able to exclude data from the error and still
produce meaningful results. We will resolve these technical
errors for future studies.

Study 2 confirmed the learning effect for mid-air gesture,
but actual learning can take significant time and practice
for a driver in real road scenarios. To address this concern,
we will consider taking at least two weeks to check how the
learning effect of five modalities changes over time. It is also
important to consider the possibility of different modality

learning effects. Mid-air gestures showed rapid learning over
the course of the two studies, but othermodality combinations
(e.g., gaze + button, speech + gaze) also showed reduced
interaction duration. Longitudinal studies would give us a
more certain and accurate understanding of the impact of
learning effects.

Researchers who study vehicle interfaces have tried var-
ious scenarios in an indoor driving simulator to create an
environment similar to the actual driving situation (e.g., lane
change task, highway, urban & rural city, pedestrian, vehicle
crash, obstacle, etc.). Therefore, it is necessary to verify the
effect of NUIs in situations where driving is more compli-
cated. As primary tasks become more difficult, such as road
environments that require a right or left turn (rather than a
straight road), various weather (e.g., rainy, snowy) or the
presence of other vehicles, using IVIS puts a greater cognitive
burden on an already cognitively burdened driver. We expect
that multimodalities can be easily defined and analyzed in
this scenario using our cascaded approach, as well. There-
fore, based on the results of this study, we will re-verify the
cascaded multimodality in a driving simulation that is closer
to the actual driving situation.

VII. CONCLUSION
Through two consecutive studies, we identified cascaded
multimodality combinations to reduce driver distraction and
increase usability for IVIS. We proposed important consid-
erations for designing a novel cascaded multimodality: the
characteristics of three types of driver distraction and the
driver’s interaction step.

In Study 1, we compared the four NUI single modalities
(touch, mid-air, speech, and gaze) with a button interface
that drivers use most often to interact with IVIS across three
aspects of distraction (visual, cognitive, and manual or phys-
ical). This provided a holistic view of the five modalities and
explored the characteristics, advantages, and disadvantages of
each modality for each type of distraction. By analyzing the
interaction process that occurs when the driver interacts with
IVIS, we identified two steps of cognitive transition: 1) from
the primary to the secondary task, and 2) repetitive and pre-
cise adjustment in the secondary task. We defined these as
the user’s interaction steps. By analyzing the characteristics
of the button interface, we demonstrated the need to consider
the learning effect when comparing modalities.

In Study 2, we found a combination of cascaded multi-
modalities to minimize the driver’s distraction and maximize
usability. We collected data from driving performance, task
performance, eye glance, recorded video analysis, question-
naire, and interviews. We divided the driver’s interaction
with IVIS into two steps, and we proposed a suitable single
modality for each step. We suggested the possible influence
of a learning effect in Study 1, and we confirmed the exis-
tence of a learning effect by experimenting for two days in
Study 2.

Overall, these studies suggest a novel approach that
accounts for multiple types of distractions, interaction steps,
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combinations of cascaded multiple modalities, and learning
effects. Our empirical results can provide a good starting
point for more applied studies in this context. Our initial
results can guide future evaluation methods and inform a
rigorous approach to reducing driver distraction.
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