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ABSTRACT Particle Swarm Optimization (PSO) has been frequently employed to solve diversified
optimization problems. Choosing initial placement for population plays an important role in meta-heuristic
methods since they can significantly converge. In this study, probability distribution has been introduced to
enhance the diversity of swarm and convergence speed. Population initialization method based on uniform
distribution is normally used when there is no preceding knowledge available regarding the candidate
solution. In this paper, a new approach to initialize population is proposed using probability sequenceWeibull
marked as (WI-PSO) that applies the probability distribution to generate numbers at random locations
for swarm initialization. The proposed method (WI-PSO) is tested on sixteen well-known uni-modal and
multi-modal benchmark test functions broadly adopted by the research community and its encouraging
performance is investigated and compared with the Exponential distribution based PSO (E-PSO), Beta
distribution based PSO (BT-PSO), Gamma distribution based PSO (GA-PSO) and Log-normal distribution
based PSO (LN-PSO). Artificial Neural Networks (ANNs) have become the most powerful tool for classifi-
cation of complex benchmark problems. We have experimented the proposed method (WI-PSO) for weight
optimization of a feed-forward neural network to ensure its purity and have compared with conventional
back-propagation algorithm (BPA), E-PSO, BT-PSO, GA-PSO and LN-PSO. Due to flexible behaviour in
the degree of freedom, the experimental results infer the perfection and dominance of the Weibull based
population initialization. The result exhibits the anticipation of influence exerted by the proposed technique
on all sixteen objective functions and eight real-world benchmark data sets.

INDEX TERMS Particle swarm optimization, Weibull distribution, neural networks.

I. INTRODUCTION
Optimization has been considered as an active area of
research in the field of Artificial Intelligence (AI) for the
past few years. Many real-world optimization problems are
becoming more complex due to their non-linear behaviour
of the complex structural design [1], [2]. To deal with these
complex optimization problems, sophisticated and intelligent
algorithms are required. The ultimate goal of the optimization
is to reach the best possible solution [3].

Data classification has been an impressive research region
for the past few decades [4], utilized for the partition of
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various occurrences of certain complex real-world prob-
lems. Data classification includes data imputations, analy-
sis of medical diagnosis, simultaneous predictions, targeted
marketing, weather forecasting, credit card fraud detection,
value assessments, seasonal decomposition, and analysis of
automatic abstraction [5]. Data classification paradigms pro-
vide successful search methods based on natural evolution
and genetic process emerges in evolutionary computing [6].
These genetic processes govern the rules that are inspired
by the natural behaviour of humans and insects to deal
with global optimization problems [7]. The major reason for
implementing evolutionary techniques on the vast amount
of data to extract knowledge is the robustness and adaptive
search-ability of global search methods [8].
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TABLE 1. Comparative analysis in terms of pros and cons for all compared algorithm.

Swarm Intelligence (SI), attribute to a kind of interpretive
capability that appear in the communication of processing
units [9]. The theory of swarm describes stochastic manner,
multiplicity, messiness, and randomness where the theory of
intelligence proves that the analytical ability is successful
in some ways [10], [11]. A swarm composed of processing
units, which can be computational or mechanical i.e. swarm
of human beings and swarm of robots. In 1993Beni andWang
[12] identified the term swarm intelligence (SI) in his research
of cellular robotic systems. SI takes natural inspiration from

the common behaviour of human beings as well as insects like
termites, ants, wasps, bees and other social animal groups like
the flock of birds and school of fish [13], [14]. An individual
in the swarm can be described as a non-sophisticated solution;
however, they have a strong ability to deal with complex
non-linear problems cooperatively [15].

Kenndy and Eberhart carried out PSO in 1995 [16], for
the training of neural networks and to solve non-linear opti-
mization problems. Simple insights in PSO are the human
cognition of natural behaviour like learning of human beings
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is dependent on their environmental behaviour; they talk with
others and encode their pattern into their learning ways. This
learning phenomenon has been embedded in PSO to solve
optimization problems. Especially, in the divergent field of
science PSO has become more natural to deal with non-linear
complex optimization problems. The population of vector
solution in PSO termed as a swarm and it is examining the
new search spaces accumulating the evolution of school of
fish while seeking for food. All individuals in the swarm
known as particles transforming information and following
best experience of each others and the previous best experi-
ence of their own to find global optimum [16]. Each particle
must go through the basic rule of deciding the location of its
own previous best or its neighbour.

The advents of global evolutionary methods such as PSO,
ACO and other algorithms have determined the suitable
approaches to handle complex optimization problems such
as function minimization problems [17], [18], ANNs, expert
systems and fuzzy systems, are the most promising applica-
tions of global optimization [19], [20]. In the recent decades,
PSO has been widely implied to broaden the learning factors,
weight minimization, and architecture of ANNs [21]–[23].

Random number generators are broadly emended in
population-based methods for example genetic algorithm,
PSO, and ACO for the purpose of population initializa-
tion [1]. The decision of selecting random number genera-
tor to initialize swarm may be useless for small uni-model
and single dimensional problem. However, the selection of
right distribution is compulsory when targeting complex
multi-model non-linear optimization functions. The best pop-
ulation initialization increases the chance to reach maximum
of fitness value at early stage. Similarly, selecting worst
random number generator for the starting points of swarm
may lead to stuck in local minima [24] and hence results
in sub-optimal solutions. The reasonable fact for this indi-
gent performance is the low coverage of search space with
the particles. If the initialization is robust and particles cover
all the search space with the random pattern that follow any
distribution, then there is a less chance of total miss hits in
terms of capturing global optimum [25]. This improvement
in the performance of population-based PSO makes a great
impact when solving the real-life classification problems or
training of ANN classifiers.

There are three popular families of distribution for random
number generation as pseudo-random sequences (uniform
distribution), quasi-random sequences i.e. Sobol, Torus, Hal-
ton, Faure, Van der corput and the probability sequences
i.e. Exponential, Beta, Gamma, Log-normal [26]. It has been
proved that quasi-random sequences perform better as com-
pared to pseudo-random sequences due to its low discrepancy
where the performance of probability sequences is supe-
rior to the performance of quasi-random sequences [27].
For pseudorandom sequences the possible discrepancy can
be described as (Log(LogL))1/2 that is not enough lowest
possible discrepancy to avoid local minima in PSO [28].
Quasi-random sequences have discrepancy of (LogL)1/2/L,

which tends to reach the lowest possible discrepancy.
However, the probability sequences are the continuous prob-
ability sequence which depends on the shape and scale fac-
tor of particular distribution. This continuity in probabilistic
models differentiates it from other low discrepancy sequence
in terms of performance.

It is seen that, no adequate research has been completed
to examine probability sequences to initialize swarm [27].
Keeping this perspective as target, we have carried out a
new probability distribution based PSO initialization called
Weibull distribution (WI-PSO). Weibull distribution follows
continuous probabilistic model to compute the posterior of
each number to form a sequence. Due to the patterned and
robust dispersion rate for Weibull distribution that is com-
puted using the proportional against the power of time, this
distribution helps particles to cover the complete search space
in a more patterned way. We have tested the proposed tech-
nique (WI-PSO) on several uni-model andmulti-model bench
mark functions listed in Table 2. For the performance compar-
ison eight data sets have been taken from the famous machine
learning repository UCI [29].

The rest of the paper is structured as, Section 2 presents
related work and section 3 describes the overview study that
includes ANNs and the training along with basic PSO work-
ing. The proposed methodology is discussed in section 4.
Results are discussed in section 5 and the conclusion is
provided in section 6.

II. RELATED WORK
Quasi-random sequences and probability distributions have
been implemented by the researchers for the purpose of
initializing swarm to enhance the performance of stochas-
tic evolutionary algorithms. Comparison of the probability
distribution with the quasi-random sequences has been car-
ried out by the authors in swarm [27]. The results of their
experiments revealed that random number generator based
on probability distribution shows better convergence rate
as compared to quasi-random number generator and fur-
ther in probability distribution family Exponential distribu-
tion based PSO (E-PSO) outperforms BT-PSO and Gaussian
distribution based PSO G-PSO.

Halton sequence has been implied by the authors in [30] to
reach the minimum of objective function. Halton sequence
which falls under quasi-random sequences was tested
on several multi model benchmark functions with the
pseudo-random sequences following the uniform distribu-
tion. Halton sequences gave better results as compared to
pseudo-random sequences. Zhang et al. [31] pioneered in a
dual-environmental particle swarm optimizer that was able to
deal with noisy and noise-free environments and tested real
optimization problems with diverse population initialization.

The integrity of low-discrepancy sequence was verified
over random number generator following the uniform distri-
bution. The use of Faure and Sobol sequence can be observed
in [32] for population initialization. A new quasi-random
sequence is suggested by vander Corput [33] termed as
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TABLE 2. List of standard benchmark functions.

van der Corput sequence which is associated with other
low-discrepancy sequences. Van der Corput sequence is

with base 2 series to generate random points. Krohling and
Coelho [34] proposed improved version of PSO by adopting
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Exponential distribution (E-PSO) to initialize the swarm and
compared it with uniform distribution on multi model test
functions. Historical memory fitness for each individual is
retained [35], to dynamically choose the next global best
solution. The proposed approach helps in the exploration of
particles for better optimization.

The performance of Exponential distribution based PSO
(E-PSO) was better over random number generator. Many
researchers have relied on probabilistic models of random
number generator for mutation process of particles. Beta
distribution has processed in adaptive mutation of PSO by
the authors [36]. Adaptive mutation with beta distribution
has shown promising results over simple version of PSO
based on uniform distribution. Similarly, a Quasi-entropy
index is employed by Cao et al. [37] to improve the local
search performance of particles in the same direction based
on entropy of each individual.

Many other autonomous simplex techniques or random
number sequences other than probability distribution, low
discrepancy sequences and pseudo-random utilized by the
researchers for determining the origin spots of particles at
vector search area. Non-liner simplicity (NSM) basedmethod
endorsed by Parsopoulos and Vrahatis for choosing initial
placement for the particles [38]. In NSM based initialization,
it covers the initial E + 1 entries of the dimensions D + 1.
The first V (D+ 1) particle goes through the process of NSM
against each vertex V to find the initial points to be placed.
NSM based initialization tends to increase the convergence
speed of particles over simple initialization. An opposition-
based hybrid initialization strategy is proposed by Kang et al.
[39]. Their reconnected approach becomes highly effective
in the noisy environment on the many objective optimization
problems Centroidal Voronoi Tessellations (CVT) generator
was suggested by Richards and Ventura [40] to generate
numbers at the locations identified by the CVT process. CVT
is the process of the division of a search region into different
unique cells. In the first K iteration each ci cell is filled with
the 1 to ni particles. In the next K + 1 iteration the particles
ni+1 to nwill be placed in ci+1 to n cells. Each CVT generator
is correlated with one of the subset cell based on the point
vicinity according to the assigned distance capacity. This
distance capacity remains constant for the currentK iterations
up to K + 1 to further assigns cells to the relevant particle.
CVT method is analysed against uniform distribution based
PSO and the mathematical results have conferred the CVT
method robust in terms of improving swarm diversity. Neural
networks have been adopted to dynamically select the new
position for the particle in the entire search space [41]. Each
hidden node in the network acts as objective function for local
best particle.

The opposition-based initialization (O-PSO) mechanism
was proposed [42]. Every materialistic thing contains two
aspects of positivity and negativity similarly good nature and
bad nature is a natural phenomenon of human beings. All
humans cannot be all good or all bad at the same time. This
natural behaviour of human beings is integrated into O-PSO

to initialize the swarm. In O-PSO population is divided into
two equal chunks, the first chunk is fired with the same
direction into the search space where other chunk is fired with
opposite direction of the search space. Under this concept,
the entire population is characterized by same particles and
opposite particles. Same particles can be describe as pst ∈
p, q where p, q ∈ R and opposite particles are defined by
pot = [p + q − pst ]; p, q ∈ R where R represents real num-
ber. O-PSO based initialization was examined under various
multi-model benchmark function and tested with Simple PSO
based uniform distribution the empirical results have proved
that opposition-based initialization is sufficient for popula-
tion initialization. Pareto active learning have been brought
out by the authors in [43] for multi objective optimization
problem. As compared to uni model or single objective
optimization, selecting initial population is relatively more
difficult.

Comparison of three different mechanism of initializing
the swarm is carried out by Gutierrez et al. [44].These
techniques include PSO initialization chaotic distribution,
the orthogonal array initialization, and opposition-based ini-
tialization. In orthogonal array initialization a collection of
variables based on identical perturbation is calculated to
initialize the swarm. Set of variables can be described as a
matrix of size A*Bwith the orthogonal array of s. The chaotic
distribution based PSO follows:

az = β.a(z− 1)(1− a(z− 1)) (1)

Researchers have been involved to choose different starting
configuration while dealing with real-world classification
problem. The effectiveness of PSO on real-world classifica-
tion problem has been investigated [45]. They trained ANNs
on 13 classical data set for the comparison of PSO effec-
tiveness using the uniform distribution-based initialization.
Similarly for the classification EMG signals Subasi [46] used
Simple random number generator in PSO hybridized with
support vector machines. Optimal Latin Hypercube Design
OLHD based initialization method for population initializa-
tion is introduced by Liu et al. [47] and analysed it with
quasi-random sequence, Faure, Halton and Sobol on various
real-life data mining problems. The above presented study
is an evidence to reveal that selection of right starting con-
figuration performs important job in terms of reinforce the
swarm diversity and convergence rate. The non separable data
is target by Xu et al. [48], the proposed study enhance the
dynamic behaviour during the algorithm life cycle through
intra-cluster distance (ICD) function.

III. NEURAL NETWORKS FOR CLASSIFICATION
A. NEURAL NETWORKS
ANNs have been employed since couple of decades to solve
real-world complex problems [49]. ANNs have a process-
ing unit that consists of neurons as ANNs take biological
inspiration from the brain of human. ANNs are linked like
a brain of the human with the interconnected neurons that are
robust to the output of other connections that have changeable
measures [50].
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As ANNs have the ability of generalizing, adopting and
learning the big amount of data therefore it has become the
most powerful tool for classification of complex benchmark
problems. The influence of ANNs over traditional classifi-
cation models lies under the following facets. First, ANNs
are enough flexible in that they can adjust themselves in the
absence of distributional and functional form for the hidden
layer model. Second they approximate any non-liner complex
function with the hidden dimensions [19], [51]. One of the
most widely used structures of ANNs is a feed-forward neural
network. In this study, we have adopted feed-forward archi-
tecture of ANNs to classify real-world benchmark problems
using the Weibull distribution based PSO (WI-PSO). In the
feed forward network, there are three basic layers input, mid-
dle (sandwich) and output. Data frame is accepted through the
input layer, middle layer acts as intermediate to carry the data
farm while the interpretations of the model come through the
output layer [52].

B. TRAINING OF THE NEURAL NETWORKS
The core objective is to train the feed-forward neural network
to reach the optimized weights for enhancing the perfor-
mance of the classifier. During weight optimization process
of training the classifier, the model gets stuck in local minima
which are most considerable problem for researchers [53].
The classical technique used for the training of intelligent
classifier is back-propagation, which is an improved version
of gradient decent method [54].

Gradient decent method is used to minimize the error
function which was most of the time appear as Mean Square
Error (MSE). In case of multi-modality and dependency of
parameters, the performance of back-propagation method is
low as it captures the local minima during the training phase.
In this paper, we also have compared the performance of
back-propagation method with the weibull distribution based
PSO (WI-PSO).

C. PARTICLE SWARM OPTIMIZATION
PSO is a major contribution in the category of naturally
inspired population-based techniques for decoding complex
optimization problems. The structure of PSO is based on the
composite practice of social insects like bees, ants, and a
crowd of birds. The swarm consists of individuals, seeking for
food in the entire search space; this can be translated into the
population which consists of particles looking for an optimal
solution in the multi-dimensional search area.

Due to the natural phenomena of inspecting food, particles
have strong ability to explore new search areas for optimum
candidate solutions. Every single individual inside the swarm
is capable to reach the desired goal. To reach new best place-
ment, each particle follows its previous best experience and
the experience of its neighbour. Individual optimal solution is
presented through the fitness value given by the particle.

PSO begins with the initialization of n particles in d
dimensional search space. The current location for the ith

particle during kth iteration is described by the xi =
{x1, x2, . . . . . . , xn}. The previous best placement memorized

by each individual is represented by pi = {p1, p2, . . . . . . , pn}
and the velocity, recently gained is vi = {v1, v2, . . . . . . , vn}.
The vector P, designated to best

i p, if its calculate the local
best fitness of the entire group and represented by gbesti ,if
it contains the global best fitness of the entire swarm. The
following two equations (Eq 2, Eq 3) control the functioning
of basic PSO.

vi+1 = vi + τ1×
(
best
i p− xi

)
+ τ2×

(
best
i g− xi

)
(2)

xi+1 = xi + vi+1 (3)

Here vi represents the current velocity of particle and
xi shows current point where ith particle is placed. best

i p
and best

i g are two vectors directing particle’s local best solu-
tion and global best solution respectively at d dimensions
in kth iteration. Where τ1 = (c1∗Rand1()) and τ2 =
(c2∗Rand2()), c1 and c2 governs the acceleration impact on
the particles. Rand1() and Rand2() are two random num-
ber generator following uniform distribution. The expres-
sion ‘‘×’’ is a vector multiplication. vi+1 and xi+1 defining
the updated velocity and position vector of the particles in
the entire swarm. Eq 2 is divided into three major blocks.
vi the momentum block representing old velocity of the par-
ticle, that indicates a specified distance have already covered
by the particle, τ1×

(best
i p− xi

)
the cognitive block that

returns the local best solution and τ2×
(best
i g− xi

)
the social

block that reflects global best solution followed by the best
of neighbouring particles.

IV. METHODOLOGY
Probabilistic models are reliable for population initialization
than other low-discrepancy models and pseudo-random tech-
niques. However, it depends on nature and dimensionality
of the problem to select the population initialization method
as uniform distribution is used where the parameters are
independent of random numbers. In our proposed method
PSO utilized random function rWeibull() to initialize the
population. The pseudo code for the proposed method is
presented in algorithm 1.

A. EXPONENTIAL DISTRIBUTION
In the field of probability theory, exponential distribution
characterizes a time between the process of a random math-
ematical object (poisson point process) [55]. Poisson point
process contains an independent and continuous event that
occurs with constant average rate. The exponential distri-
bution is memory less distribution. Memory less is a term
used to define the object as time independent. Exponential
distribution can be characterized by the probability density
function which is given as:

f (a | δ) =

{
δe−δa a ≥ 0
0 a < 0

(4)

where f (a | δ) can be defined by the function of Heaviside
step for (a).

f (a | δ) =

{
δe−δa ∗ H (a) a ≥ 0
0 a < 0

(5)
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Algorithm 1 Proposed PSO
Require: pi = {p1, p2, . . . . . . , pn} particles with the initial

placement in the Swarm.
Ensure: pi = {p1, p2, . . . . . . , pn} particles with the global

best placement in the Swarm.
1: for each particle pi = {p1, p2, . . . . . . , pn} at iteration k1

do
2: Assign Initial values to the particles using Weibull

generator as:

xi = rWeibull();

3: Update besti p, if it gets better fitness score than xi
4: Initialize vi randomly.
5: Calculate optimal best solution best

i g, from all of
best
i p, .

6: Repeat the process up to kn.
7: for each particle pi = {p1, p2, . . . . . . , pn} do
8: Compute vi+1 from Eq 2.
9: Compute xi+1 from Eq 3.
10: if xi+1 gets better fitness score than best

i p, then
11: Replace xi+1 to best

i p,
12: end if
13: if the fitness score of xi+1 is better than best

i g then
14: Update xi+1 with best

i g .
15: Return pi = {p1, p2, . . . . . . , pn} particles having

global optimal solution.
16: end if
17: end for
18: end for

The rate parameter is denoted by δ which controls the
distribution over the interval of {0 | ∞}.
The cumulative distribution functions for the exponential

distribution are presented in Eq 6.

F (a | δ) =

{
1− e−δa a ≥ 0
0 a < 0

(6)

Alternatively, f (a | δ) for the cumulative distribution can
be described as in Eq 7.

F (a | δ) =

{
1− e−δaH (a) a ≥ 0
0 a < 0

(7)

The exponential function rExponential() produces the ran-
dom number over the interval [0, 1] to initialize the swarm
which can be noted from Fig 1.

B. BETA DISTRIBUTION
Beta distribution is controlled by the two-shape parameters
x and y over the interval of 0, 1 where x = shape1 and
y = shape2 represent the exponential components of random
parameters [56]. In a broad class of disciplines, Beta distri-
bution has been implemented to fit the model into random
variables of finite length. This probability distribution has

FIGURE 1. Density Plot for Exponential distribution.

FIGURE 2. Density Plot for Beta distribution.

been successfully used in the Bayesian theorem where pos-
terior probability and maximum likelihood is required to be
computed. In case of Beta distribution, the probability density
function is computed using the power function of factor t and
its absorption (1− t) where 1 ≤ t ≤ and x, y > 0. The power
function is given below.

f (t | x, y) = Rconstant × tx−1
(
1− ty−1

)
(8)

In Eq 8 Rconstant is a random constant number which con-
trols the realization factor of Beta distribution. Cumulative
distribution function for the Beta distribution is given in Eq 9.

F (t | x, y) =
∂ (t | x, y)
∂(x, y)

It (9)

where ∂ (t | x, y) represents the incomplete Beta function and
It shows the function of improved version of regularized
incomplete Beta. The particles use the function rBeta() to get
their initial places followed by the beta distribution pattern.
Density Plot for Beta distribution is shown in Fig 2.

C. GAMMA DISTRIBUTION
Gamma distribution is managed by three continuous param-
eter measurements of random variable to form a random
series. The first measure contains a scale factor ∅ and shape
factor s, where the second measure contains a scale factor
of α = 1

∅
and shape factor β = s. Third measurement

consists of the average mean parameter ρ = s/α and the
shape parameter s [57]. The Gamma distribution follows the
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FIGURE 3. Density Plot for Gamma distribution.

rule of maximum entropy for measuring all the parameters
which must be the real number and positive in nature. For
a random variable r the Gamma distribution is maximum
entropy according to 1/r base factor and uniform base factor.
Shape parameter is also called rate parameter. We can char-
acterize a random variable r in terms of rate factor α = 1

∅
and

the shape factor β = s as shown in the Eq 10.
r ∼ (β, α) ≡ G(β, α) (10)

The probability density function for the Gamma
distribution is shown in Eq 11.

f (r | β, α) =
αβ tβ−1ε−αt

(β)
(11)

where β represents a Gamma function.
The random variable r can also be described by rate factor
∅ and the shape factor s as shown in the Eq 12. The probability
density function is presented in Eq 13.

r ∼ (s,∅) ≡ G(s,∅) (12)

f (r | s,∅) =
ts−1ε−

t
∅

∅s(s)
(13)

To occupy the space in the multidimensional search space
particles adopt rGamma() function to generate random points
following the gamma distribution, which is shown in Fig 3.

D. LOGNORMAL DISTRIBUTION
A Lognormal distribution for a random variable l having a
normally distributed log likem = ln(l) is normally distributed
if l is Log normally distributed [58]. Similarly, exp(m) is
log normally distributed for l,m if l is normally distributed.
Log-normal distribution can be defined as: it is a vector
product of multiplicative random variables followed by the
central limit theorem. The probability density function and
cumulative distribution function are given in Eq 14 and Eq 15,
respectively.

fL (m) =
d
dm

Pr(ln(M ) ≤ ln(m)) (14)

FL (m) = ϕ(
ln (m) − µ

τ
) (15)

where ϕ represents cumulative density and τ is cumulative
probability. The rLognormal() function has been employed
to throw the particles into the search regions initially. Density
Plot for Log-normal distribution is given in Fig 4.

FIGURE 4. Density Plot for Lognormal distribution.

FIGURE 5. Density Plot for Weibull distribution.

E. WEIBULL DISTRIBUTION
Weibull distribution was proposed by the authors of [59] and
it was implemented by Rosin [60] in 1933 for the purpose of
describing particle size. It is often considered as the excep-
tional case of Gamma distribution. The probability density
function for the Weibull distribution is given in Eq 16.

f (w | α, z) =

{ z
α

(w
α

)z−1
∗ e(−(

w
α ))

z
w ≥ 0

0 w < 0
(16)

where z > 0 describes the shape factor and α > 0 is the scale
factor. The failure rate for Weibull distribution is computed
using the proportional against power of time. Shape factor z
is directly involved in this regard and can be interpreted as:

1) If (z > 1), the relation between failure rate and time
will be directly proportional.

2) If (z < 1), time and failure will be inversely propor-
tional.

3) If (z = 1), shows the relation of failure rate over time.
For Alternative factor design the scale factor is changed to

β = α−z. The hazard function is defined in Eq 17 and Eq 18
shows probability density function alternative factorization.

h (w; z, β) = βzwz−1 (17)

fL (w; z, β) = βzwz−1 ∗ exp(−βwz) (18)

Cumulative function of Weibull distribution is given in
Eq 19.

F (w | z, α) = 1− e(−(
w
α ))

z
(19)
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TABLE 3. Comparative results of proposed algorithm WI-PSO with other existing algorithms. Mean indicates the mean fitness and Std. Dev represents
standard deviation.

The particles xi are initialized randomly with Weibull dis-
tribution as: xi = rWeibull(). The density Plot for Weibull
distribution is presented in Fig 5.

V. RESULTS AND DISCUSSION
The proposed technique WI-PSO is simulated in C++ and
implemented on a machine with 1.70 GHz Core (TM)
i3-4010U CPU processor. A collection of benchmark test

functions has been employed for comparison of proposed
WI-PSO with other probability distribution-based E-PSO,
BT-PSO, GA-PSO and LN-PSO for the purpose of measuring
the performance of WI-PSO.

A. BENCHMARK FUNCTIONS
This section includes sixteen benchmark test function
employed to examine the performance of the
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FIGURE 6. Testing Accuracy on eight bench mark data sets.

FIGURE 7. Fitness curve for f1.

proposed technique. Table 2 contains the index of benchmark
test functions where the search space interval represented by
S and fmin shows the minimum value of global optimum. All
of the individuals in the search space have object value that
is assessed by the fitness function to be optimized in terms
of minimizing the global fitness value. The average global
fitness values for each fitness function are presented in the
Table 3. The boundaries for initialization of each of the distri-
bution is defined in the Table 2 in terms of search space range.

B. PARAMETER SETTING
The initial parameter setting for simulation is structured as:
the population size is 40 where the values for inertia weight
is set to wmin = 0.4 and wmax = 0.9 over the interval of
[0.4, 0.9] and c1 = c2 = 1.45. The empirical results have
been calculated for D = 10, max iter = 1000; D = 20,
max iter = 2000 and D = 30, max iter = 3000. In order
to compare the performance of each method, the experiments
were performed on 10 runs for each algorithm. The results
are shown in Table 3.

C. ANALYSIS
A comparison of proposed algorithm WI-PSO has been
carried out with other existing algorithms E-PSO, BT-PSO,
GA-PSO, and LN-PSO. The results of the conducted
experiments are shown in Table 3. The results exhibit that
the convergence rate of proposed WI-PSO is greater than
other conventional techniques E-PSO, BT-PSO, GA-PSO and
LN-PSO for 16 well-known benchmark functions. Excellent
result for each test function is highlighted in bold.

FIGURE 8. Fitness curve for f2.

FIGURE 9. Fitness curve for f3.

FIGURE 10. Fitness curve for f4.

From Table 3, we can see the fast convergence rate of
the proposed method WI-PSO towards minimum of the
test function. The results presented in Table 5 show that
WI-PSO outperforms other techniques on eight real-world
bench mark problems, which is a forecasting the use of
WI-PSO for the purpose of population initialization. The
convergence curves for all techniques can be found in Fig 7
to 16. We can see in the Fig 8 and 10 the proposed variant
reaches to its minimum objective value 0 and same for
the Fig 14 else all functions completed their 1000 gen-
erations. Surface and scatter Plot comparison of weibull
to PSO in terms of Exploration vs Exploitation is given

110544 VOLUME 8, 2020



H. T. Rauf et al.: PSO With Probability Sequence for Global Optimization

FIGURE 11. Fitness curve for f5.

FIGURE 12. Fitness curve for f8.

FIGURE 13. Fitness curve for f9.

in the Fig 17 and 18. A comparative analysis in terms
of pros and cons for all compared algorithm is presented
in Table 1.
From Fig 7 to 16 the graphical representation of some

well-known bench mark functions have been presented. It is
clearly seen that the convergence rate of proposed method
WI-PSO is better than other existing techniques E-PSO,
BT-PSO, GA-PSO and LN-PSO.

D. DATA CLASSIFICATION EXPERIMENT
We have conducted experiments using eight benchmark
datasets (Horse, Blood Tissue, Seed, Iris, Heart, Wine,

FIGURE 14. Fitness curve for f10.

FIGURE 15. Fitness curve for f11.

FIGURE 16. Fitness curve for f16.

Diabetes and Vertebral) taken from UCI repository. The
researchers frequently use the datasets from this reposi-
tory for evaluation of learning algorithms. Apart from this,
the other reason for choosing these datasets was that tradi-
tional methods have examined them with variable comple-
tion. Training weights initialization has fixed randomly over
the interval of [−50, 50]. Root Mean Squared Error (RMSE)
metrics are adopted to record the accuracy. Table 4 shows the
description of data set and Table 5 presents accuracy results.

1) DISCUSSION
Training of multi-layer feed forward neural network was
performed using the back-propagation algorithm (BPA),
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FIGURE 17. Surface Plot comparison of weibull to PSO in terms of Exploration vs Exploitation.

FIGURE 18. Scatter Plot comparison of weibull to PSO in terms of Exploration vs Exploitation.

PSO based on Exponential distribution (E-PSO), PSO
based on Beta distribution (BT-PSO), PSO based on
Gamma (GA-PSO) distribution, PSO based on Lognormal
distribution (LN-PSO) and the proposed algorithm Weibull
distribution based PSO (WI-PSO). Eight real-world classifi-
cation data set were selected to perform the comparison of
all techniques. To evaluate the performance of the proposed
technique properly, we have used k-fold cross validation. The
value of folds k is fixed to K = 10. Each of the data set
listed in Table 4 distributed into 10 equal folds for training
of ANNs classifier. The ratio for testing and training is set

to 1/9 as 9 folds were used for training and 1 fold was
used for testing. The experimental results of proposedmethod
WI-PSO against other existing methods E-PSO, BT-PSO,
GA-PSO and LN-PSO from Table 5 show the better accu-
racy as compared to other traditional approaches. Winning
counts of proposed method from other techniques on all
8 bench mark data sets is 100%. WI-PSO can be effec-
tive choice for statistical problems as well as real-world
classification problems. Fig 6 contains the accuracy com-
parison of the proposed technique with other traditional
techniques.
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TABLE 4. Description of dataset.

TABLE 5. Accuracy results for 10-fold classification rates of 8 datasets.

VI. CONCLUSION
This paper presents a new method to choose a staring
configuration in terms of population initialization. To verify

the proposed technique, the comprehensive collection of stan-
dard uni-model and multi-model benchmark functions are
employed. The experimental result reveals that the proposed
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techniques impressively sustain the heterogeneity of the
swarm, enhances the convergence rate and discovers the con-
siderable region of the swarm. The demonstration of pro-
posed technique is to drive with a robust vector candidate
solution if the previous information of the candidate solu-
tion is not available. The results explicitly tell that WI-PSO
outperforms E-PSO, BT-PSO, GA-PSO, and LN-PSO. The
performance of WI-PSO is better than E-PSO, BT-PSO,
GA-PSO, and LN-PSO for training with the ANN classifier.
Themain purpose of this research is general but appropriate to
other stochastic basedmeta-heuristic algorithms that promote
the ultimate objective of our work. Regarding the application
of population initialization, an extension for the near future is
the hybridization of PSO with other evolutionary algorithms
i.e, Simulated Annealing or Genetic Algorithms that could
offer excellent results.

REFERENCES
[1] J. Liu, H. A. Abbass, and K. C. Tan, ‘‘Evolutionary computation,’’

in Evolutionary Computation and Complex Networks. Springer, 2019,
pp. 3–22.

[2] X. Liang, W. Li, Y. Zhang, and M. Zhou, ‘‘An adaptive particle swarm
optimization method based on clustering,’’ Soft Comput., vol. 19, no. 2,
pp. 431–448, Feb. 2015.

[3] X.-X. Ma and J.-S. Wang, ‘‘Optimized parameter settings of binary bat
algorithm for solving function optimization problems,’’ J. Electr. Comput.
Eng., vol. 2018, pp. 1–9, May 2018.

[4] R. Zhao, R. Yan, Z. Chen, K.Mao, P.Wang, and R. X. Gao, ‘‘Deep learning
and its applications to machine health monitoring,’’ Mech. Syst. Signal
Process., vol. 115, pp. 213–237, Jan. 2019.

[5] T. R. Patil and S. S. Sherekar, ‘‘Performance analysis of Naive Bayes and
J48 classification algorithm for data classification,’’ Int. J. Comput. Sci.
Appl., vol. 6, no. 2, pp. 256–261, 2013.

[6] R. Tanno, K. Arulkumaran, D. C. Alexander, A. Criminisi, and A. Nori,
‘‘Adaptive neural trees,’’ 2018, arXiv:1807.06699. [Online]. Available:
http://arxiv.org/abs/1807.06699

[7] D. Pebrianti, N. Q. Ann, L. Bayuaji, N. H. Abdullah, Z. M. Zain, and
I. Riyanto, ‘‘Extended bat algorithm (EBA) as an improved searching
optimization algorithm,’’ in Proceedings of the 10th National Technical
Seminar on Underwater System Technology. Singapore: Springer, 2018,
pp. 229–237.

[8] E. I. Ojanguren, ‘‘Computational intelligence,’’ in Neuro-fuzzy Modeling
of Multi-field Surface Neuroprostheses for Hand Grasping. Madrid, Spain:
Springer, 2019, pp. 69–87.

[9] X. Li and M. Clerc, ‘‘Swarm intelligence,’’ in Handbook Metaheuristics.
Cham, Switzerland: Springer, 2019, pp. 353–384.

[10] J. Kennedy, ‘‘Swarm intelligence,’’ in Handbook of Nature-Inspired and
Innovative Computing. Springer, 2006, pp. 187–219.

[11] K. Gao, Z. Cao, L. Zhang, Z. Chen, Y. Han, and Q. Pan, ‘‘A review on
swarm intelligence and evolutionary algorithms for solving flexible job
shop scheduling problems,’’ IEEE/CAA J. Automatica Sinica, vol. 6, no. 4,
pp. 904–916, Jul. 2019.

[12] G. Beni and J. Wang, ‘‘Swarm intelligence in cellular robotic systems,’’ in
Robots and Biological Systems: Towards a New Bionics. Berlin, Germany:
Springer, 1993, pp. 703–712.

[13] A. Engelbrecht, Fundamentals of Computational Swarm Intelligence.
Hoboken, NJ, USA: Wiley, 2006.

[14] V. Bahel, A. Peshkar, and S. Singh, ‘‘Swarm intelligence-based systems: A
review,’’ in Proc. Int. Conf. Comput. Sci. Appl. Singapore: Springer, 2020,
pp. 149–156.

[15] J. R. Manne, ‘‘Swarm intelligence for multi-objective optimization in
engineering design,’’ in Advanced Methodologies and Technologies in
Artificial Intelligence, Computer Simulation, and Human-Computer Inter-
action. Hershey, PA, USA: IGI Global, 2019, pp. 180–194.

[16] J. Kennedy and R. Eberhart, ‘‘Particle swarm optimization,’’ in Proc. IEEE
ICNN, vol. 4. Nov./Dec. 1995, pp. 1942–1948.

[17] X. Gong, X. Zheng, J. Fang, and G. Liu, ‘‘Optimized layout methods based
on optimization algorithms for DPOS,’’ Aerosp. Sci. Technol., vol. 84,
pp. 484–496, Jan. 2019.

[18] C. Census, H. Wang, J. Zhang, P. Deng, and T. Li, ‘‘Particle subswarms
collaborative clustering,’’ IEEE Trans. Comput. Social Syst., vol. 6, no. 6,
pp. 1165–1179, Dec. 2019.

[19] S. Walczak, ‘‘Artificial neural networks,’’ in Advanced Methodologies and
Technologies in Artificial Intelligence, Computer Simulation, and Human-
Computer Interaction. Hershey, PA, USA: IGI Global, 2019, pp. 40–53.

[20] H. Yuan, J. Bi, and M. Zhou, ‘‘Spatiotemporal task scheduling for het-
erogeneous delay-tolerant applications in distributed green data centers,’’
IEEE Trans. Autom. Sci. Eng., vol. 16, no. 4, pp. 1686–1697, Oct. 2019.

[21] G. Ghosh, P. Mandal, and S. C. Mondal, ‘‘Modeling and optimization
of surface roughness in keyway milling using ANN, genetic algorithm,
and particle swarm optimization,’’ Int. J. Adv. Manuf. Technol., vol. 100,
nos. 5–8, pp. 1223–1242, Feb. 2019.

[22] J. Wang and T. Kumbasar, ‘‘Parameter optimization of interval type-2
fuzzy neural networks based on PSO and BBBC methods,’’ IEEE/CAA J.
Automatica Sinica, vol. 6, no. 1, pp. 247–257, Jan. 2019.

[23] S. Gao, M. Zhou, Y. Wang, J. Cheng, H. Yachi, and J. Wang, ‘‘Dendritic
neuron model with effective learning algorithms for classification, approx-
imation, and prediction,’’ IEEE Trans. Neural Netw. Learn. Syst., vol. 30,
no. 2, pp. 601–614, Feb. 2019.

[24] W. F. Sacco and A. C. Rios-Coelho, ‘‘On initial populations of differential
evolution for practical optimization problems,’’ in Computational Intelli-
gence, Optimization and Inverse Problems with Applications in Engineer-
ing. Springer, 2019, pp. 53–62.

[25] T. Maini, A. Kumar, R. K. Misra, and D. Singh, ‘‘Fuzzy rough set-based
feature selection with improved seed population in PSO and IDS,’’ in
Computational Intelligence: Theories, Applications and FutureDirections,
vol. 2. Springer, 2019, pp. 137–149.

[26] R. V. Hogg and A. T. Craig, Introduction toMathematical Statistics, 5th ed.
Englewood, OH, USA: Englewood Hills, 1995.

[27] R. Thangaraj, M. Pant, and K. Deep, ‘‘Initializing PSO with probability
distributions and low-discrepancy sequences: The comparative results,’’ in
Proc. World Congr. Nature Biologically Inspired Comput. (NaBIC), 2009,
pp. 1121–1126.

[28] D. Knuth, ‘‘The art of computer programming 1: Fundamental algorithms
2: Seminumerical algorithms 3: Sorting and searching,’’ Cité en, vol. 1,
no. 1, p. 168, 1968.

[29] C. J. Merz and P. M. Murphy, ‘‘UCI repository of machine learn-
ing databases, 1998,’’ Nat. Sci. Found., Mountain View, CA, USA,
Tech. Rep., 1996.

[30] N. Quang Uy, N. Xuan Hoai, R. McKay, and P. M. Tuan, ‘‘Initialising PSO
with randomised low-discrepancy sequences: The comparative results,’’ in
Proc. IEEE Congr. Evol. Comput., Sep. 2007, pp. 1985–1992.

[31] J. Zhang, X. Zhu, Y. Wang, and M. Zhou, ‘‘Dual-environmental particle
swarm optimizer in noisy and noise-free environments,’’ IEEE Trans.
Cybern., vol. 49, no. 6, pp. 2011–2021, Jun. 2019.

[32] R. Brits, A. P. Engelbrecht, and F. Van den Bergh, ‘‘A niching particle
swarm optimizer,’’ in Proc. 4th Asia–Pacific Conf. simulated Evol. Learn.,
vol. 2. Singapore: Orchid Country Club, 2002, pp. 692–696.

[33] J. Van Der Coput, ‘‘Verteilungsfunktionen I & II,’’ in Nederl. Akad. Weten-
sch. Proc., vol. 38, 1935, pp. 1058–1066.

[34] R. A. Krohling and L. dos Santos Coelho, ‘‘PSO-E: Particle swarm
with exponential distribution,’’ in Proc. IEEE Int. Conf. Evol. Comput.,
Jul. 2006, pp. 1428–1433.

[35] J. Li, J. Zhang, C. Jiang, and M. Zhou, ‘‘Composite particle swarm
optimizer with historical memory for function optimization,’’ IEEE Trans.
Cybern., vol. 45, no. 10, pp. 2350–2363, Oct. 2015.

[36] M. Pant, R. Thangaraj, and A. Abraham, ‘‘Particle swarm optimization
using adaptive mutation,’’ in Proc. 19th Int. Conf. Database Expert Syst.
Appl., Sep. 2008, pp. 519–523.

[37] Y. Cao, H. Zhang, W. Li, M. Zhou, Y. Zhang, and W. A. Chaovalitwongse,
‘‘Comprehensive learning particle swarm optimization algorithm with
local search for multimodal functions,’’ IEEE Trans. Evol. Comput.,
vol. 23, no. 4, pp. 718–731, Aug. 2019.

[38] K. Parsopoulos andM. Vrahatis, ‘‘Initializing the particle swarm optimizer
using the nonlinear simplex method,’’ in Advances in Intelligent Sys-
tems, Fuzzy Systems, Evolutionary Computation, vol. 216. Patras, Greece:
UPAIRC, 2002, pp. 1–6.

[39] Q. Kang, C. Xiong, M. Zhou, and L. Meng, ‘‘Opposition-based hybrid
strategy for particle swarm optimization in noisy environments,’’ IEEE
Access, vol. 6, pp. 21888–21900, 2018.

[40] M. Richards and D. Ventura, ‘‘Choosing a starting configuration for par-
ticle swarm optimization,’’ in Proc. IEEE Int. Joint Conf. Neural Netw.,
vol. 3, Jul. 2004, pp. 2309–2312.

110548 VOLUME 8, 2020



H. T. Rauf et al.: PSO With Probability Sequence for Global Optimization

[41] P. Roy, G. Singha Mahapatra, and K. Nath Dey, ‘‘Forecasting of software
reliability using neighborhood fuzzy particle swarm optimization based
novel neural network,’’ IEEE/CAA J. Automatica Sinica, vol. 6, no. 6,
pp. 1365–1383, Nov. 2019.

[42] H. Jabeen, Z. Jalil, and A. R. Baig, ‘‘Opposition based initialization in par-
ticle swarm optimization (O-PSO),’’ in Proc. 11th Annu. Conf. Companion
Genetic Evol. Comput. Conf. GECCO, 2009, pp. 2047–2052.

[43] Z. Lv, L.Wang, Z. Han, J. Zhao, andW.Wang, ‘‘Surrogate-assisted particle
swarm optimization algorithm with Pareto active learning for expensive
multi-objective optimization,’’ IEEE/CAA J. Automatica Sinica, vol. 6,
no. 3, pp. 838–849, May 2019.

[44] A. Gutiérrez, M. Lanza, I. Barriuso, L. Valle, M. Domingo, J. Perez, and
J. Basterrechea, ‘‘Comparison of different pso initialization techniques for
high dimensional search space problems: A test with FSS and antenna
arrays,’’ in Proc. 5th Eur. Conf. Antennas Propag. (EUCAP), Apr. 2011,
pp. 965–969.

[45] I. De Falco, A. D. Cioppa, and E. Tarantino, ‘‘Facing classification prob-
lems with particle swarm optimization,’’ Appl. Soft Comput., vol. 7, no. 3,
pp. 652–658, Jun. 2007.

[46] A. Subasi, ‘‘Classification of EMG signals using PSO optimized SVM for
diagnosis of neuromuscular disorders,’’ Comput. Biol. Med., vol. 43, no. 5,
pp. 576–586, Jun. 2013.

[47] Z. Liu, P. Zhu, W. Chen, and R.-J. Yang, ‘‘Improved particle swarm
optimization algorithm using design of experiment and data mining tech-
niques,’’ Struct. Multidisciplinary Optim., vol. 52, no. 4, pp. 813–826,
Oct. 2015.

[48] X. Xu, J. Li, M. Zhou, J. Xu, and J. Cao, ‘‘Accelerated two-stage
particle swarm optimization for clustering not-well-separated data,’’
IEEE Trans. Syst., Man, Cybern. Syst., early access, Jun. 29, 2019,
doi: 10.1109/TSMC.2018.2839618.

[49] G. P. Zhang, ‘‘Neural networks for classification: A survey,’’ IEEE Trans.
Syst., Man, Cybern. C, Appl. Rev., vol. 30, no. 4, pp. 451–462, Nov. 2000.

[50] S. Haykin, Neural Networks, vol. 2. Upper Saddle River, NJ, USA:
Prentice-Hall, 1994.

[51] R. Miikkulainen, J. Liang, E. Meyerson, A. Rawal, D. Fink, O. Francon,
B. Raju, H. Shahrzad, A. Navruzyan, N. Duffy, and B. Hodjat, ‘‘Evolving
deep neural networks,’’ in Artificial Intelligence in the Age of Neural
Networks and Brain Computing. Amsterdam, The Netherlands: Elsevier,
2019, pp. 293–312.

[52] M. Castellani, ‘‘Evolutionary generation of neural network classifiers—An
empirical comparison,’’ Neurocomputing, vol. 99, pp. 214–229, Jan. 2013.

[53] J. Yang and J. Ma, ‘‘Feed-forward neural network training using
sparse representation,’’ Expert Syst. Appl., vol. 116, pp. 255–264,
Feb. 2019.

[54] D. E. Rumelhart, G. E. Hinton, and R. J. Williams, ‘‘Learning internal
representations by error propagation,’’ California Univ. San Diego La Jolla
Inst for Cognitive Science, San Diego, CA, USA, Tech. Rep., 1985.

[55] A. W. Marshall and I. Olkin, ‘‘A multivariate exponential distribution,’’
J. Amer. Stat. Assoc., vol. 62, no. 317, pp. 30–44, 1967.

[56] A. K. Gupta and S. Nadarajah, Handbook of Beta Distribution and its
Applications. Boca Raton, FL, USA: CRC Press, 2004.

[57] E. W. Stacy, ‘‘A generalization of the gamma distribution,’’ Ann. Math.
Statist., vol. 33, no. 3, pp. 1187–1192, Sep. 1962.

[58] L. Klein, ‘‘The lognormal distribution,’’ Oxford Univ. Press, Oxford, U.K.,
Tech. Rep. 26, 1957.

[59] M. Fréchet, ‘‘Sur la loi de probabilité de l’écart maximum,’’ Ann. Soc.
Math. Polon., vol. 6, pp. 93–116, 1927.

[60] P. Rosin, ‘‘Laws governing the fineness of powdered coal,’’ J. Inst. Fuel,
vol. 7, pp. 29–36, 1933.

HAFIZ TAYYAB RAUF received the bachelor’s
and master’s degrees in computer science from
the University of Gujrat, Gujrat, Pakistan. He is
currently working as a Research Assistant inde-
pendently with several research institutes. He is the
author of more than 20 research articles published
in reputed journals. His research interests include
evolutionary computing, swarm intelligence, neu-
ral networks, image processing, computer vision,
and machine learning. He is a Reviewer of various
high impact factor journals.

UMAR SHOAIB received the Ph.D. degree
in computer and control engineering from the
Politecnico di Torino. He has worked in collab-
oration with the Microsoft Research and Inno-
vation Centre, the European Space Agency,
the University of Illionise Chicago, the IIT
Genova, and Scoula Superiore Santa’Ana, dur-
ing his research. His current research interests
include deep learning, machine learning, robotics,
bioinformatics, natural language processing, text
mining, and the Internet of Things.

MUHAMMAD IKRAMULLAH LALI (Member,
IEEE) received the master’s degree in software
engineering and the Ph.D. degree in computer
science from COMSATS, Islamabad, Pakistan.
He has been a RuG Fellow with the University
of Groningen, The Netherlands. He is currently
working as a Professor with the Department of
Information Sciences, University of Education,
Lahore, Pakistan. He is the author of more than
70 research articles published in reputed journals

and A rated conferences. His research interests include image processing,
computer vision, machine learning, evolutionary computing, and social net-
work data analysis. He is a Reviewer of several high impact factor journals.
He is an Associate Editor of IEEE ACCESS and the Journal of Medical
Imaging and Health Informatics.

MAJED ALHAISONI is currently a Professor of
computer science with the University of Ha’il,
Saudi Arabia. He published more than 50 high
impact factor articles from last 3 years. His
research interests include artificial intelligence and
optimization. He is also a Reviewer of many
journals, such asMultimedia Systems,Multimedia
Tools and Applications, the IEEE TRANSACTIONS ON

PATTEN ANALYSIS AND MACHINE INTELLIGENCE, and
few others.

MUHAMMAD NAEEM IRFAN received the
master’s degree in software engineering from
the Université de Franche-Comté and the Ph.D.
from the Université de Grenoble. His research
interests include data mining, machine learn-
ing, optimization, software security, model infer-
ence, model-based testing, reverse engineering,
and model checking.

MUHAMMAD ATTIQUE KHAN received the
master’s degree in human activity recognition for
application of video surveillance from COMSATS
University, Islamabad, Pakistan, where he is cur-
rently pursuing the Ph.D. degree. He is also a
Lecturer with the Computer Science Department,
HITEC University, Taxila, Pakistan. He has above
fifty publications that have more than 700 cita-
tions with H-index 16. His primary research inter-
ests include medical imaging, MRI analysis, video

surveillance, human gait recognition, and agriculture plants. He is a Reviewer
of several reputed journals, such as the IEEE TRANSACTION ON INDUSTRIAL
INFORMATICS, the IEEE TRANSACTION ON NEURAL NETWORKS, Pattern Recogni-
tion Letters, Multimedia Tools and Application, Computers and Electronics
in Agriculture, IET Image Processing, IET Computer Vision, the Eurasipe
Journal of Image and Video Processing, and IEEE ACCESS.

VOLUME 8, 2020 110549

http://dx.doi.org/10.1109/TSMC.2018.2839618

