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ABSTRACT This paper concentrates on the finite-time clock synchronization problem for wireless sensor
networks (WSNs) under deception attacks. Compared with adding additional communication links to a
network, we introduce a new mechanism termed as ‘‘trusted link’’ to improve the resilience of the network,
and show that with small changes (set a fraction of links as the trusted links) in the network structure the
network robustness for deception attacks can be improved significantly. Then, an iterative learning control
based consensus control methodology with built-in attack mitigation mechanism is proposed. Not only the
security and robustness are guaranteed by the proposed controller, but also the convergence time is fixed,
which makes the synchronization algorithm more suitable for practical WSNs. Finally, simulation results
are provided to demonstrate the effectiveness of the theoretical results.

INDEX TERMS Wireless sensor networks, consensus, robustness, finite-time, clock synchronization.

I. INTRODUCTION
The research on wireless sensor networks (WSNs) has gained
a lot of attention over the last few decades because of their
wide applications in various areas, such as military, envi-
ronmental, medical, and industrial domains. Accurate clock
or time synchronization plays a fundamental role in study-
ing WSNs since various applications such as mobile object
tracking [1], data fusion [2], and public infrastructure surveil-
lance [3] are requiring that all sensor nodes have a common
time reference. Up to now, a number of clock synchronization
algorithms in various scenarios have been proposed [4]–[7].

Recently, consensus-based clock synchronization which in
a fully distributed scheme has attracted increasing research
attention [6], [8]–[10]. It is developed to overcome the short-
ages of traditional root-based or tree-based clock synchro-
nization protocols in terms of increasing the scalability and
robustness of synchronization. However, most existing works
all assume the system is deployed in a benign environment
in which every sensor node of the networks is fault-free and
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the information channel between nodes are reliable, and very
few of the previous schemes has been designed with neces-
sary security measures in mind. Traditional consensus-based
synchronization schemes are quite vulnerable to different
types of attacks. Even when a single node in a WSN is
compromised by the attacker and starts to exchange false
information with its neighbors, this will eventually lead to
invalid whole consensus process [11]. Therefore, investiga-
tions on consensus-based clock synchronization for WSNs
against malicious attacks are desirable.

Because of the limited computation and communication
capabilities of each sensor node in WSNs, existing security
methods such as the cryptographic techniques and attack
detection and identification techniques are usually difficult
to apply. Without identifying misbehaving nodes, LeBlanc
and Koutsoukos in [12] present a resilient asymptotic weakly
stable synchronization protocol in time-varying network,
and ensure synchronization can be achieved in the pres-
ence of up to F malicious adversaries. The paper [13]
studies secure consensus in synchronous networks under
message manipulation attacks, and proposed a secure syn-
chronous consensus algorithm based on two-hop neighboring
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information in the network. To avoid performance deteriora-
tion in distributed networks, Kailkhura et al. in [14] propose
a weighted average consensus algorithm that is robust to data
falsification attacks.

However, as explained in aforementionedworks [12]–[14],
only in a sufficiently high network robustness, consensus-
based synchronous can be achieved under attacks. In order
to improve network robustness, a conventional way is
achieved by adding further communication links between
nodes, i.e., by increasing redundancy. However, it may be pro-
hibitively expensive or impossible in practice. More recently,
a novel idea for increasing structural robustness without
adding extra links is proposed in [15], where the basic
strategy is to make a small subset of nodes trusted, that
is, immune to attacks. With the help of trusted nodes, our
earlier work [16] discussed the secure consensus problem
for the first-order and second-order heterogeneous system.
And Mitra et al. [17] also used the trusted nodes to address
the issue of distributed state estimation of a linear dynamical
process in an attack-prone environment.

Besides, achieving convergence in a finite time is another
important desirable property for consensus based clock syn-
chronization problem, while little research has addressed
this topic in the context of the network under attacks.
In practical situation, finite-time consensus-based algorithm
ensures clock synchronization within a limited time inter-
val meanwhile with computation and communication cost
reduced, thus enabling better application in WSNs. In addi-
tion, as claimed in [18], the networks with finite-time con-
sensus convergence usually have better performance in the
disturbance rejection and robustness against uncertainties.
A distributed finite-time consensus protocol which achieves
agreement with respect to the median value of the ini-
tial states and is robust to the influence of uncooperative
nodes was proposed in [19]. Different from many previous
works on finite time consensus networks with all coopera-
tive interactions, Meng et al. [20] first studied the finite-time
consensus problems on networks in the presence of antag-
onistic interactions. The authors in [21] studied the attack
tolerant finite-time consensus problems for continuous-time
multi-agent networks under directed topologies. The authors
in [22] studied the both continuous time and discrete time
systems in the presence of misbehaving agents, and pro-
posed a norm-based filtering mechanism which guarantees
convergence in finite-time even with bounded inputs. How-
ever, it is important to remark that the convergence rates
of consensus-based synchronization algorithms proposed
by [18]–[22] can be influenced by the network connectivity,
i.e., the second-smallest eigenvalue of the interaction graph
Laplacian matrix. Therefore, these synchronous algorithm
implementations might be very sensitive to node and link
failures.

Recently, iterative learning control (ILC) is regarded as an
effective control strategy, which can give an alternate solution
to solve the finite-time consensus problem. Different from
existing works [18]–[22], the ILC-based consensus algorithm

which fully utilizes the past control experience to improve
the performance of consensus processes in the current iter-
ation, not only has better robust to the connectivity of the
interconnection topology, but also has prescribed terminal
time as desired [23]. Owing to its simplicity and effective-
ness, ILC-based consensus has generated considerable inter-
est over the past years [24]–[28].

Motivated by these, in this paper, we concern with the
finite-time consensus problem for networks under adversar-
ial attacks. To improve the resilience of networks against
deception attacks, we first introduce and analyze the notion of
r-robustness with the help of the trusted link mechanism. It is
shown that the robustness of a network to tolerate deception
attacks can be effectively improved by setting a small subset
of links as the trusted links. Then, we develop a distributed
finite-time clock synchronization protocol by adopting the
concept of ILC-based consensus which provides precise con-
verging time under deception attacks in WSNs.

The major contributions of this work are summarized as
follows:

1) We propose and characterize the notion of network
robustness based on the concept of trusted links
inspired by [15], and show that network connectiv-
ity can be significantly improved without adding the
additional links.

2) By exploiting the principle of r-robustness with trusted
links, an ILC-MSR based consensus algorithm is pro-
posed in this paper. It is shown that all nodes can be
guaranteed to achieve consensus in a finite time with
the proposed protocol.

3) A novel clock synchronization based on the proposed
consensus algorithm for WSNs is designed, and exper-
imental results are presented to demonstrate the effec-
tiveness of the proposed protocol and design method.

The rest of the paper is organized as follows: We review
some knowledge of graph theory and attack model, and for-
mulate the problem in Section II. In Section III, necessary and
sufficient (algebraic and graphical) conditions are analyzed
for ILC-based consensus problem under deception attacks.
An application in the clock synchronization for WSNs is
presented in Section IV to validate the effectiveness of the
proposed control strategy. The simulation results and conclu-
sion will be showed in section V and VI, respectively.

Notations: Throughout the paper, the symbols R, Rn and
Rm×n represent the set of real numbers, n-dimensional real
vectors, and m × n real matrices, respectively. Denote by 1n
the n-dimensional vector of ones and denote by In the n × n
identity matrix. For any matrix, A ∈ Rn×n, A > 0 denotes
its positive definite, A ≥ 0 denotes its positive semi-definite,
and (·)T denotes the transpose.

II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, first some basic concepts in the graph theory
and attack model that will be used throughout the paper are
reviewed, then the problem to be considered is formulated.
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A. ALGEBRAIC GRAPH THEORY
A weighted directed graph (digraph for short) is represented
as a triple G = (V, E,A), where V = {1, 2, . . . , n} is a
non-empty set of nodes, E = V × V is a set of edges, and
A ∈ Rn×n is a weighted adjacency matrix. An edge of G is
denoted by eij = (j, i), where the first element i of eij is said
to be the head of the edge and the other j to be the tail. If
(j, i) ∈ E , node j is called an in-neighbor of i. Then, the set
of i’ in-neighbors is denoted by Ni = {j | (j, i) ∈ E}, and the
set of incoming edges of i is denoted by Ei = {(j, i) | j ∈ Ni}.
aij ∈ A is called the weight of edge (j, i), and aij ∈ [µ, 1) if
(j, i) ∈ E and aij = 0 otherwise, where µ ∈ (0, 1). Moreover,
the self-loop is not considered in this paper, i.e., (i, i) /∈ E ,
∀i ∈ V . A directed path is a sequence of ordered edges of the
form (i1, i2), (i2, i3), . . ., where ij ∈ V . A digraph is said to
have a spanning tree if there exists at least one node i, such
that for any other node j there is a path from i to j.
Next, we introduce several concepts of network robustness

in digraphs, which introduced in [29], and later studied in [30]
and [31].
Definition 1: (r-reachable): A nonempty set S ⊆ V is said

to be r-reachable if there is at least one node i ∈ S such that
|E ′i| ≥ r , where E ′i = {(j, i) ∈ E : j ∈ Ni\S} denotes the set
of i’ incoming edges from nodes outside of S.
Definition 2: (r-robust): A digraph is said to be r-robust if

for every pair of nonempty, disjoint subsets of V , at least one
of the subsets is r-reachable set.

FIGURE 1. Network topology satisfies 3-robust.

In Fig. 1, we display an example graph with six nodes.
It has just enough connectivity to be 3-robust. If any of the
links are removed, one can check that this level of network
robustness will be lost.

From Definitions 1 and 2, it is easy to get the following
lemmas.
Lemma 1: A digraph G is s-robust, where 1 ≤ s < r , if G

is a r-robust graph.
Lemma 2: If G is an r-robust graph, then after removing

up to s incoming links of each node in G, where 0 ≤ s < r ,
the remaining graph is an (r-s)-robust graph.

B. ATTACK MODEL
Among various cyber-attacks, deception attacks, which can
also be called as false data injection attacks, are of high
risk and can cause cascading effects on distributed systems.
In a deception attack, the adversaries can modify the data

packets being transmitted in wireless communication chan-
nels, and floods the network with false-data by taking full
advantage of distributed protocol. In this paper, we assume
that the deception attack means that in-neighbouring infor-
mation of nodes are compromised and modified. In other
words, a communication link (i, j) is said to be compromised
by the deception attack if the message sent by node i is
different from the message received by node j in the time
iteration. Considering the fact that the adversary has limited
capability in practice (i.e., the adversary does not have the
complete capability to compromise all the communication
links of the underlying networks), a widely adopted attack
model is so called ‘‘F-local model’’ in the previous literature
on multi-agent consensus problems, for example, [12], [16],
[22], [32]. In this work, we also consider that there exists an
upper bound F on the number of compromised links of each
node’s incoming links. The detailed assumption of our attack
model is as follows.
Assumption 1: (F-local deception attack) Given a digraph

G = {V, E}, for any node i ∈ V , there are at most F
compromised links within i’ whole incoming links.

C. PROBLEM FORMULATION
Consider a distributed network consisting of n nodes,
the communication topology is a weighted digraph G =
(V, E,A). At the k-th iteration, the dynamics of the i-th node
take the following form:

ẋki (t) = uki , t ∈ [0,T ], (1)

where k = 1, 2, . . . label different iterations, while T > 0
represents the operation time in each iteration. xki (t) ∈ R is
the state of the i-th node, and uki ∈ R is the control input or
protocol for i to be designed.
Since it is required that the systems could perform the same

consensus task repeatedly, the initial state needs to be reset at
each iteration. A commonly reset condition which is adopted
in many existing works [27], [33] is that just simply reset to
the same value, i.e.,

xki (0) = xi0, k = 1, 2, . . . (2)

where xi0, i ∈ V is the initial state value of the system.
To be able to address the above problems, we first state the

definition of finite-time consensus under deception attacks.
Let xkmin and x

k
max be the minimum and maximum state value

for all i ∈ V in time interval [0,T ], respectively. Then we
provide the following definition.
Definition 3: We say a system reaches finite-time consen-

sus under F-local deception attack, if the system can satisfy
the following conditions:
(i) For any time t , the state value of each node xki (t), i ∈ V

is always in the interval [x0min, x
0
max];

(ii) There exists a finite time T , such that limk→∞(xkj (T )−
xki (T )) = 0, ∀i, j ∈ V;

where x0min and x0max denote the minimum and maximum
initial state values of all nodes, respectively.
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The first condition is typically referred to as the safety or
validity condition, which means that all nodes’ values in the
network must stay in the convex hull of initial values during
the whole consensus process. It is important in some certain
safety critical applications, whenever [x0min, x

0
max] is a known

safe set. The second condition is a finite-time convergence
condition on agreement.

Therefore, generally speaking, our goal in this paper is to
design a distributed controller to achieve the consensus in
the presence of deception attacks and meanwhile ensure the
convergence within a given time interval.

III. FINITE TIME CONSENSUS UNDER
DECEPTION ATTACKS
A. NETWORK ROBUSTNESS WITH TRUSTED LINKS
In this subsection, we will explore a necessary and suffi-
cient graphical condition such that our control protocol to be
designed later can be effective in the presence of deception
attacks.

First, we introduce a new concept, called trusted link.
We assume the message can flow correctly through the paths
formed by trusted links. That is, insusceptible to message
manipulation attacks. The formal definition is as follows.
Definition 4: (trusted link): We say a communication link

in G is a trusted link, if all message conveyed on it cannot be
wiretapped, modified or failed by the deception attacks.

Since the structure of network topology considered
in [30]–[32] is not involved in the trusted links, we need to
modify the previous definition of the network robustness.
Let ET and EA be the trusted link set and the compromised
link set, respectively. Considering the existence of trusted
links, we provide the redefinition of network robustness, as
described below.
Definition 5: (r-reachable with ET ): A nonempty set S ⊆

V is said to be r-reachable with ET if there is at least one node
i ∈ S such that |E ′i| ≥ r or E ′i ∩ ET 6= ∅, where r ∈ Z>0.
Definition 6: (r-robust with ET ): A digraph G = {V, E}

is said to be r-robust with ET if for every pair of nonempty,
disjoint subsets of V , at least one of the subsets is r-reachable
with ET .

The main idea of the network robustness is to provide
insights about purely local diffusion dynamics over dis-
tributed networks so as to ensure that each pair of disjoint and
nonempty subsets of nodes in the network can receive enough
messages from the nodes outside of one’s own set. In other
words, it guarantees the information flow in a distributed
network.
Remark 1: Notice that to obtain a specific r-robust net-

work, the given redefinition of network robustness does not
require communication links as much as earlier definition
in [29]–[31], which may be desirable to reduce the commu-
nication burden of the system. On the other hand, a network
with higher network robustness may easier to constitute if
trusted communication channels can be established between
a small portion of nodes.

Lemma 3: For a digraph G = {V, E} with a set of trusted
links ET , G is infinity-robust if V and a subset of ET can form
a spanning tree.
Proof of Lemma 3: We assume that the robustness of

G cannot reach infinity. Then, according to Definition 6,
we know that there must exist a pair of disjoint and nonempty
subsets S1,S2 ⊂ V , neither S1 nor S2 is an infinity-reachable
set, which means all nodes in S1 and S2 do not has an
incoming trusted link from outside of one’ own set. It con-
tradicts to the definition of a spanning tree. Therefore, G is
infinity-robust. �
Lemma 4: For a digraph G with a set of trusted links ET ,

G contains a spanning tree if G is 1-robust with ET .
Proof of Lemma 4: We prove this by contradiction. Assume

thatG does not contain a spanning tree. LetA be the adjacency
matrix of G. Then according to Seneta [34], it has that matrix
A is decomposable, which means one can split the graph
G into two disjoint subsets S1 and S2, and no information
exchange happens between them, which contradicts the defi-
nition of 1-robust with ET . �
Remark 2: Since robustness of a network can be improved

by setting a set of trusted links, one question is that how
to quantify the impact of setting the trusted links on the
robustness of an arbitrary network. To solve this problem,
a prerequisite is that one could accurately determine the
robustness of the network before and after adding the trusted
links. Though the resilient consensus (or synchronization)
algorithms based on the network robustness have been widely
studied, how to determine the robustness of a given network is
still a challenging problem. One of the biggest difficulties in
this issue is that the problem of determining the r-robustness
of a network is NP-hard [30]. Therefore, finding efficient
ways of determining the robustness of arbitrary graphs in
general remains an open problem, which can be our future
work.
Remark 3: While being used for improving the robustness

of a network, the advantages of trusted links can be a reduc-
tion in the total number of communication links. However,
we find that finding a minimum set of trusted links that
achieve certain network robustness is a computationally hard
problem, which may require further investigation.

B. DESIGN OF CONTROL LAW
Next, we come to design our control input uki when
the digraph G satisfies some specific network robustness.
The algorithm will be referred to as the Iterative Learn-
ing Control-Based Mean Subsequence Reduced (ILC-MSR)
algorithm, which actually is an iterative version of the
Weighted-MSR algorithm proposed in [32].

Furthermore, we assume that each node is aware of the
identities of its trusted in-neighboring values. Following the
ILC-MSR algorithm, at k-th iterative, each node i executes
the following three actions:

1) Receive phase: Node i receives the values {xkj (T ), j ∈
Ni} from all its in-neighboring nodes at time T , and
then sorts the values in a descending order.
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2) Filter phase: Consider the existence of values in the list
from the trusted links, let us denote xT ,M and xT ,m as
the maximum and minimum values from the trusted
links at time T . If there are F or more values that
are larger (smaller) than xT ,M (xT ,m), remove the F
largest (smallest) values. Otherwise, node i disregards
all larger (smaller) values in the list. If i has received no
value from trusted links, just disregards precisely the
largest (smallest) F values in the list.

3) Update phase: Then by only using in-neighboring
information of each node, we give the control input of
node i designed as

uk+1i = uki + γi
∑
j∈Rk

i

bkij(x
k
j (T )− x

k
i (T )), (3)

where γi ∈ R>0 is a positive learning gain to be
designed,Rk

i is the set of all remaining nodes that sur-
vive the filter phase, and bkij is the normalizing weight
given to edge eij, which is given by

bkij =


aij∑
j

aij
j ∈ Rk

i ;

0 j /∈ Rk
i .

(4)

Remark 4: In our algorithm, in order to mitigate the influ-
ence of deception attacks (data falsification attacks) on the
system, each sensor node ignores the suspicious values by a
local filter and fusion rule, that is, removing at most F largest
and smallest values from its neighboring nodes, except for
the values from the trusted links. Then the remaining values
as the control input to determine the node’s state value for the
next time step, based on which condition (i) in Definition 3
can be guaranteed.

We can equivalently obtain that xki (t) = xki (0)+ tu
k
i based

on the dynamic of (1). Using this fact that the initial reset
condition (2), the state of node i at time T can be expressed
by

xk+1i (T ) = xki (T )+ [xk+1i (T )− xki (T )]

= xki (T )+ [xk+1i (0)− xki (0)]+ T (u
k+1
i − uki )

= xki (T )+ T (u
k+1
i − uki ). (5)

Combining (3) and (5), we have

xk+1i (T ) = xki (T )+ Tγi
∑
j∈Rk

i

bkij[x
k
j (T )− x

k
i (T )]. (6)

The update (6) can be written in matrix form as

xk+1(T ) = (I − T0B̄(k))xk (T ), (7)

where 0 = diag{γ1, γ2, . . . , γn}, B̄(k) = I − B(k), and
B(k) = [bkij].

The next theorem shows the convergence of this algorithm.
Let G(k) denote the graph after removing a certain number
of links in filter phase of ILC-MSR algorithm at the k-th
iteration.

Theorem 1: Under Assumption 1, if the network topology
of the system (1) with protocol (3) is satisfied (2F + 1)-robust
with trusted links, then the finite-time consensus can be
achieved when the positive learning gain satisfy

Tγi < 1, i ∈ V. (8)

In order to prove Theorem 1, the next technical lemmas are
needed, which are adopted from the literature [35]–[37].
Lemma 5: Suppose {S1, S2, . . . , Sk} is a finite set of SIA

matrices with the property that every finite matrix product
SijSij−1 · · · Si1 (repetitions permitted) is SIA. Then, for each
infinite sequence Si1 , Si2 , . . . (repetitions permitted) there
exists a column vector v ∈ Rn such that

lim
k→∞

SijSij−1 · · · Si1 = 1nvT . (9)

Lemma 6: Suppose the union of a set of directed graphs
G(k1),G(k1+1), . . . ,G(k2) contains a spanning tree, then the
matrix product

∏k2
k1
�(k) is SIA, where k2 > k1, �(k) is a

stochastic matrix corresponding to each digraph G(k).
Proof of Theorem 1: The proof is divided into two steps.

Step 1: We first prove that the condition (i) is satisfied,
i.e., each node keeps own state value within the interval
[x0min, x

0
max]. According to the definition of xkmax, for each

node i ∈ V , it following from (6) that

xk+1i (t) = xki (t)+ tγi
∑
j∈Rk

i

bkij[x
k
j (t)− x

k
i (t)]

≤ xki (t)+ tγi
∑
j∈Rk

i

bkij[x
k
max − x

k
i (t)]

= αxkmax + (1− α)xki (t)

≤ xkmax, t ∈ [0,T ],

where α = tγi < 1. As a result, we have xk+1max ≤ xkmax.
Similarly, one can use the same argument to get xk+1min ≥ x

k
min,

which is omitted here for brevity.
Iterating, we obtain for any k ,

x0min ≤ x
k
min ≤ x

k
max ≤ x

0
max,

which guarantees the safety condition (i).
Step 2: In the following, wewill show that the networkwith

the ILC-MSR algorithm will achieve finite-time consensus
under theF-local deception attack. Notice that, I−T0B̄(k) =
I −T0[I −B(k)] = (I −T0)+T0B(k). Clearly, I −T0 is a
diagonal matrix whose diagonal entries are equal to 1− Tγi.
That is

I − T0 =


1− Tγ1

1− Tγ2
. . .

1− Tγn

 . (10)

We can see from (10) that I − T0 is a non-negative matrix
under the condition (8). On the other hand, since 0 has the
property that all of its off-diagonal elements are non-negative,
we have 0 ≥ 0. Since T > 0, 0 ≥ 0, and B(k) ≥ 0,
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according to Horn and Johnson [38], we know that the matrix
T0B(k) is a non-negative matrix. Again with the help of Horn
and Johnson [38], one can conclude that I − T0B̄(k) =
(I − T0) + T0B(k) is a non-negative matrix. According
to the definition of bkij, it is obvious that the matrix B̄(k)
satisfies B̄(k)1n = 0, which, together with I1n = 1n, further
implies that [I − T0B̄(k)]1n = 1n. Thus, [I − T0B̄(k)]1n is
a stochastic matrix associated with the graph G(k).
Since the initial graph is (2F + 1)-robust with ET , after

removing 2F or fewer edges from each node in the filter
phase of our algorithm, the remaining graph G(k) is still
1-robust with ET by Lemma 2. Then it follows fromLemma 4
that G(k) contains a spanning tree. Thus, by Corollary 3.5
in [36], the matrix I − T0B̄(k) has an eigenvalue λ = 1
with the algebraic multiplicity equal to one. Since all the
diagonal elements of T0B(k) are always equal to zero, i.e.
Tγibkii = 0,∀i ∈ V , where bkii = 0 by definition, this implies
that the diagonal elements of I − T0B̄(k) and I − T0 are
the same. It is guaranteed that system matrix I − T0B̄(k)
is a stochastic matrix with positive diagonal elements under
the condition (2). Again, from Corollary 3.5 in [36], one
can determine that matrix I − T0B̄(k) has the property
that |λ| < 1 for every eigenvalue not equal to one. From
Lemma 3.7 in [36], we have that matrix I − T0B̄(k) is
SIA. It is easy to know that the union of the digraphs
G(1),G(2), . . . ,G(k) has a spanning tree since each G(k) has
a spanning tree, which by Lemma 6 implies that the matrix
product [I − T0B̄(k)] . . . [I − T0B̄(2)][I − T0B̄(1)] is SIA.
Then by Lemma 5, there exists a column vector v ∈ Rn such
that

lim
k→∞

[I − T0B̄(k)] · · · [I − T0B̄(2)][I − T0B̄(1)] = 1nvT .

(11)

Substituting (11) into (7) and calculating xk (T ), the system
(1) with protocol (3) is equivalent to

lim
k→∞

xk (T ) = lim
k→∞

[I − T0B̄(k − 1)]

· · · [I − T0B̄(2)][I − T0B̄(1)]x0(T )

= 1nvT x0(T ). (12)

From (12), we can obtain that the consensus condition (ii) is
achieved.

Summarizing, we complete the proof. �
Theorem 2: Under Assumption 1, if the network topology

of the system (1) with protocol (3) can form a spanning tree
only with a subset of ET , then the finite-time consensus can
be achieved when the selected learning gain and T satisfy
condition (8).
Proof of Theorem 2: Since the graph G of system (1)

can form a spanning tree only with V and a subset of ET ,
by Lemma 3, which implies that G is an infinity-robust
graph. Then by Lemma 2, we know that G also satisfies
(2F + 1)-robust. Finally, by the same argument as the proof
of Theorem 1, the conclusion follows. �

IV. FINITE-TIME CLOCK SYNCHRONIZATION FOR WSNS
In this section, we apply the ILC-MSR algorithm introduced
in the previous section to the clock synchronization problem
for WSNs in the presence of deception attacks.

A. CLOCK MODEL
We consider a network with n sensor nodes. Each node has a
crystal oscillator, which is used to calculate its own hardware
local clock. By refereing to [5], [6], the local clock model for
each node can be approximated as a linear model, which is
given by

Hi(t) = αit + βi, (13)

where Hi is the hardware clock reading, t is the absolute ref-
erence time, αi is the hardware clock drift which determines
the clock speed, and βi is the hardware clock offset.
Here, we emphasize that in practice the absolute reference

time t is not available to all the nodes. Hence, it is not
possible to compute and manually adjust the parameters αi
and βi. In order to synchronize all the nodes with respect to a
common clock, the concept of logical clock is introduced to
replace the hardware clock, which is given by

H̄i(t) = α̂iHi(t)+ β̂i, (14)

where H̄i is the logical clock reading, α̂i and β̂i are two
adjusting parameters, which are used to correct the values
of αi and βi respectively. In the above context, the goal of
finite-time clock synchronization under theF-local deception
attack models is to find (α̂i, β̂i) for every node which satisfies

lim
k→+∞

H̄ k
i (T )− H̄

k
j (T ) = 0, ∀i, j ∈ V. (15)

where k is the iteration number. The previous expression can
be rewritten by substituting (13) into (14) to get

H̄i(t) = α̂iαit + α̂iβi + β̂i, (16)

where α̂iαi and α̂iβi+β̂i are the logical clock skew and offset,
respectively. Then, (15) is equivalent to lim

k→+∞
α̂ki (T )αi = αc,

lim
k→+∞

α̂ki (T )βi + β̂
k
i (T ) = βc, i = 1, 2, . . . , n,

(17)

where both αc and βc are constants, and k is the iteration
number. Eq. (17) guarantees that all sensor nodes will have
the common logical clock skew and offset within a finite
time T .
Consider two neighboring nodes denoted by i and j, respec-

tively. The relative skew αij is defined as

αij =
αj

αi
, i, j ∈ V. (18)

The relative skew plays an important role in a distributed
synchronization protocol. However, the value of αij cannot be
computed by (18) directly since the true values of αi and αj
are unavailable. Fortunately, there is another effective method
adopted in [10] and most of the other consensus-based clock
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synchronization algorithms such as [6], [39] to address this
issue. And the relative skew αij can be estimated by any two
pairs of hardware clock reading of i and j. That is,

αij =
Hj(t1)− Hj(t0)
Hi(t1)− Hi(t0)

, ∀i, j ∈ V, (19)

where t1 and t0 are two different time instant, t1 6= t0.
It should be pointed out that in this paper we assume that

the process of message exchange is instantaneous, so that the
transmission and communication delays can be ignored. This
assumption has been widely adopted in existing works for
clock synchronization, e.g., [6], [10].
Remark 5: In this paper, we give a strict condition on the

network topology. That is, we assume the sensor network
is fixed. Our results cannot extent to the dynamic network
model. The main reason is that nodes’ entering and leaving of
the dynamic network will have an impact on the robustness
of the network. From the authors’ knowledge, this is also a
common assumption in almost all of the existing literature on
resilient consensus problem, e.g., [6], [13], [20], [32], [40].

B. ALGORITHM OF CLOCK SYNCHRONIZATION
To achieve the goal (17), we present the following distributed
clock synchronization scheme. The basic procedure of our
scheme is summarized in the table Algorithm 1.

In Algorithm 1, the system iterates k times and the execute
time for each iteration is T . F ∈ N is the largest number of
compromised edges in each node’ neighborhood, and P ∈ R
is the common update period of each node. Observe that the
slight differences of hardware clock skew among nodes, the
actual update period Pi of each node should be P/αi, for i =
1, 2, . . . , n. That means in reality the update process of each
node is asynchronous.

During each iteration k , the initial conditions for the adjust-
ing parameters of node i are set to α̂i(0) = 1 and β̂i(t) = 0,
respectively (Line 1).

TASK 1 defines node’s state updating round and is acti-
vated periodically whenever node i’ own update period Pi
arrives (Line 4). Each node maintains 4 sets, which denoted
by ξ , ψ , Vmax, and Vmin, initially set them to empty (Line 6).
The main idea of update rule is developed from the ILC-MSR
algorithm to calculate the logical skew and logical offset of
the node at the next time step.

When node i receives a packet δj→i from its neighbor
node j, it reads its own current clock Hi(t) and stores
(Hi(t),Hj(t)) in its memory. If there is already one record
from j in the storage, just discards the previous record.

In order to calculate the relative physical skew by (19),
node needs to at least two messages from a same neighbor.
Therefore, each node possess two areas to store messages.
One is referred as M1 (cache area), which is used to store the
most recently received message from each neighbor. It also
may contain some false data from the compromised links. The
other is referred as M2 (record area), which is used to store
the remaining data filtered by the ILC-MSR Algorithm.

Algorithm 1 (ILC-MSR Algorithm For Clock
Synchronization)

Input: α̂i, β̂i, γi, F , P, T
Output: H̄i(t)
1: α̂i← 1, β̂i← 0;
2: Pi← P/αi;
3: for t = 0 to T do
4: if Hi(t)/Pi ∈ N+ then
5: TASK 1
6: ξ ← ∅, ψ ← ∅, Vmax← ∅, Vmin← ∅.
7: if both M1i[j] and M2i[j] are not empty, ∀j ∈ Ni

then
8: ξ ← ξ ∪ j;
9: for j ∈ ξ do
10: α̂ij←

α̂j(t1)×(Hj(t1)−Hj(t0))
Hi(t1)−Hi(t0)

;
11: if α̂ij > α̂i and j /∈ ET then
12: Vmax← Vmax ∪ j;
13: if α̂ij < α̂i and j /∈ ET then
14: Vmin← Vmin ∪ j;
15: if |Vmax| > F then
16: discard F nodes with the largest values of α̂ij

in the set Vmax;
17: else
18: ξ ← ξ\Vmax;
19: if |Vmin| > F then
20: discard F nodes with the smallest values of

α̂ij in the set Vmin;
21: else
22: ξ ← ξ\Vmin;
23: let ψ ← ξ represent the set of all remaining

nodes;
24: for j ∈ ψ do
25: M2i[j]← M1i[j];
26: M1i[j]← ∅;
27: α̂i(t+)← α̂i(t)+ γi

∑
j∈ψ (α̂ij − α̂i(t));

28: β̂i(t+)← β̂i(t)+γi
∑

j∈ψ (H̄j(t)− (α̂i(t+)H̄j(t)+
β̂i(t)));

29: broadcast [i,Hi(t+), α̂i(t+), β̂i(t+)];
30: end TASK 1
31: if node i receives a message from j then
32: M1i(j)← [j,Hj(t), α̂j(t), β̂j(t)].

Let us use t1, t0 to represent the current time and previous
time of message in the memory, respectively. For a node i has
kept a previous record [Hi(t0),Hj(t0)], then, when it receives
a new message from j, the relative skew αij can be obtained
directly by (19).

The method of removing the extremum values in the list
can ensure the reliability of the remaining α̂ij, i.e., each node
has a good false data immunity (Lines 9-22).

Since the nodes with extreme values α̂ij in the set ξ have
been removed, the message received from the remaining
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nodes can directly store in the memory. Then, node i empties
the data in M1 and is ready to receive the new data in the next
time (Lines 24-26).

Then based on the values of all remaining nodes in the set
ψ , node i updates its parameters α̂i and β̂i as α̂i(t+)← α̂i(t)+
γi

∑
j∈ψ (α̂ij(t)−α̂i(t)) and β̂i(t

+)← β̂i(t)+γi
∑

j∈ψ (H̄j(t)−
(α̂i(t+)H̄j(t) + β̂i(t))), respectively, where t+ indicates the
update, and γi is the designed learning gain (Lines 27-28).

Eventually, by the iteration of the algorithm, the logical
clock of all nodes will reach a common value.

Applying Theorem 1 to the clock synchronization dynamic
model (14), which gives rise to the following result.
Corollary 1: The finite-time clock synchronization prob-

lem (17) under the F-local deception attack model, can be
properly resolved by applying ILC-MSR based Algorithm 1.
If the network topology satisfies (2F +1)-robust with trusted
links, and the selected learning gain γi and iteration time T
satisfy condition (8).

V. SIMULATION
In this section, we illustrate our distributed clock synchro-
nization algorithm using two numerical simulations. All sim-
ulation experiments have been performed with MATLAB.

FIGURE 2. WSN with 16 sensor nodes.

A. EXAMPLE 1
We consider 16 nodes connected over a 4 × 4 WSN grid.
The distance between adjacent nodes is one unit length.
We assume that the communication radius of each node is
also one unit length, then the corresponding communication
network is shown in Fig. 2, where the green dotted circle
represents the communication range of node 6, for example.
Then, one can use any existing network robustness determin-
ing algorithms [30], [31] (only effective for simple networks)
to verify that this network satisfies 1-robust.

Here, we set the common synchronization period of P =
10s and the protocol parameters αi (i = 1, . . . , 16) and

βi (i = 1, . . . , 16) are randomly generated with theMATLAB
function ‘rand’ from the interval [0.6, 1.4] and [0, 100](s),
respectively. In particular, we choose the operation time T =
30s for each iteration and let the learning gain γi (i =
1, . . . , 16) be generated with the MATLAB function ‘rand’
from the interval [0.01, 0.03]. It is clear that the condition (8)
can be satisfied by the chosen T and γi.

In the simulation, we assume that links (3, 4) and (14, 13)
are compromised (red arrow lines) by the deception attacks.
And the attacker can randomly modify the logical drift values
conveyed in these two links. Let α′(t) denote the modified
logical drift value at time t . We select α′(t) = 1.5 in this
example. Therefore, it is a 1-local deception attack model by
the definition.

As the topology of the network is 1-robust, which means
that it cannot satisfy the topology condition of Theorem 1,
hence the system cannot achieve consensus on this network.
The simulation result of the 200th iteration is shown in the
Fig. 3. The figure clearly shows that under the interference of
false information α′(t), the logical clocks of all nodes cannot
reach a synchronization within the fixed time T = 30s (each
node’s trajectory of logical time is marked with a different
color in Fig. 3).

FIGURE 3. The trajectory of each node’s logical clock reading of the
network under adversaries behavior.

Next, we individually set communication links (1, 5),
(2, 1), (3, 2), (4, 3), (5, 9), (8, 4), (9, 13), (12, 8), (12, 11),
(13, 14), (14, 15) and (15, 16) as the trusted links (blue arrow
lines). The newly generated network with trusted links is
shown in Fig. 4.

Then by Definition 6, the network is ensured to be 3-robust
with ET . Therefore, with the help of trusted links, the sys-
tem satisfies the topology condition of Theorem 1 now. The
logical clock trajectory of all nodes at the 200th iteration
is show in Fig. 5. We observe that even with the presence
of the compromised links, the final clock synchronization
is achieved in a fixed time T = 30s, which confirms our
theoretical predication.

B. EXAMPLE 2
In this example, we consider a WSN with tree structure
topology to demonstrate the effect of trusted links on the
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FIGURE 4. Network with trusted links.

FIGURE 5. The trajectory of each node’s logical clock reading of the
network with trusted links.

FIGURE 6. WSN communication topology of 9 sensor nodes.

performance of the proposed algorithm. Consider a network
consisting of 9 sensor nodes. The communication graph is
given as in Fig. 6, where the graph D contains a spanning
tree with a root node labeled 1.

First, we apply the ILC-MSR clock synchronization algo-
rithm with the same parameters αi (i = 1, . . . , 9), βi (i =
1, . . . , 9) and P as given in Example 1. In this case, we choose

FIGURE 7. WSN contains a spanning tree with trusted links.

FIGURE 8. (a): Clock synchronization is not achieved for the network
in Fig. 6 with nodes under Algorithm 1. (b): Clock synchronization is
achieved for the network in Fig. 7 with nodes under Algorithm 1.

the operation time T = 80s and let the learning gain γi
(i = 1, . . . , 9) be generated with the MATLAB function
‘rand’ from the interval [0, 0.009], which also ensures that
condition (8) is satisfied. In this case, we select the following
false information α′(t):

α′(t) =
t
10
π sin(

t
10
π ).

Fig. 8(a) presents the simulation result of the 200th iteration.
It shows that, as time goes on, the logic clock of the nodes can
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still not reach a common value in the presence of deception
attacks (each node’s trajectory of logical time is marked with
a different color in Fig. 8). This is because the connectivity of
the tree network is not enough for nodes to secure the system
when four compromised links are present.

Using Theorem 2, we get that forming a spanning tree
only with a subset of ET in D is a sufficient synchronization
condition for the network with sparse tree topology. Hence,
we choose links (1, 2), (1, 3), (2, 4), (2, 5), (3, 6), (4, 7), (6, 8),
(6, 9) as the trusted links, the updated network topology is
shown in Fig. 7. Then it can be checked that every sensor
node has a directed path from root node 1 only with trusted
links. We once again apply the ILC-MSR clock synchroniza-
tion algorithm with network as show in Fig. 7. The WSN
converges to a consensus at a prescribed time T = 80s
within 200th iterations as shown in Fig.8(b).

VI. CONCLUSION
This paper presented a new clock synchronization for WSNs
under deception attacks, the resilient finite-time clock syn-
chronization, which is based on the ILC-MSR consensus
algorithm. We relax the requirement of previous topology
condition for resilient consensus by setting a small subset of
links trusted, that is, insusceptible to message manipulation
attacks. It is proved that under the protocol designed, for
a network meets (2F + 1)-robust with ET , the system can
mitigate the impact of deception attacks, without isolation
of compromised links, and achieve the clock synchronization
within the finite time T . The simulation results show the good
performance of our approach. In practice, communication
delay is a non-negligible constraint in the process of exchang-
ing information for WSNs. Future research efforts will be
devoted to the delay tolerant clock synchronization problem
of WSNs under attacks, and how to quantify the number of
trusted links in a network is another challenging issue to be
investigated as future work.
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