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ABSTRACT Big data comprises a large volume of data (i.e., structured and unstructured) stored on a daily
basis. Processing such volume of data is a complex task as well as the challenging one. This big data is
applied in the cellular network for traffic prediction. Now, benefiting from the big data in cellular networks,
it becomes possible to make the analyses one step further into the application level. In order to improve
the traffic prediction accuracy with minimum time, Expected Conditional Maximization Clustering and
Ruzicka Regression-based Multilayer Perceptron Deep Neural Learning (ECMCRR-MPDNL) technique
is introduced. The ECMCRR-MPDNL technique initially collects a large volume of data over the spatial
and temporal aspects of cellular networks. Then the collected data are trained with multiple layers such
as one input layer, two hidden layers, and one output layer. The activation function is used at the output
layer to predict the network traffic based on the similarity value with higher accuracy. These predictors are
evaluated using real network traces. Finally, the error rate is calculated for minimizing the prediction error.
Experimental evaluation is carried out using a big dataset with different metrics such as prediction accuracy,
false-positive and prediction time. The observed result confirms that the proposed ECMCRR-MPDNL
technique improves on an average the 98% of performance of network traffic prediction with higher
accuracy and 20 % minimum time as well as the false-positive rate as compared to the state-of-the-art
methods.

INDEX TERMS Big data, cellular network traffic prediction, multilayer perceptron deep neural learning,
iterative expected conditional maximization clustering, Ruzicka similarity, regression, activation function.

I. INTRODUCTION
With the increasing trend of mobile operators and internet
access, the data traffic has posed great challenges since
the load of the network is constantly increased. Therefore,
the network traffic analysis and prediction are an essential
part for cellular networks to minimize the load, since it is
used for network control and management as well as service
provisioning. The several works have been designed in the
cellular network traffic prediction, but it has some challenges
due to the large volume of temporal and spatial dynamics
introduced by different user Internet behaviors.

The associate editor coordinating the review of this manuscript and
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A Spatial-Temporal Cross-domain neural Network
(STCNet) was developed in [1] to increase the cellular net-
work traffic prediction with complex patterns. The designed
model uses the clustering concept to divide the city into
different zones. Though the model reduces the mean square
error, the performance of traffic prediction accuracy was
not calculated. A Graph Neural Network with Decomposed
Cellular Traffic model (GNN-D) was developed in [2] to
improve the cellular traffic prediction by learning the spatial
and temporal dependencies. The designed model failed to
minimize the prediction time of continuously evolving traffic
patterns.

Extending Labeled Data (ELD) was introduced in [3]
to discover the label of unknown mobile network traffic.
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The model failed to minimize the mobile network traffic
prediction error. A traffic pattern extraction and modeling
method were introduced in [4] for processing big cellular
data. The method uses the clustering concept to minimize the
complexity of prediction, but the accurate traffic prediction
was not performed. A Jordan recurrent neural network (JNN)
using a firefly algorithm was introduced in [5] to forecast the
cellular data traffic with minimum error. The time complexity
of traffic prediction was not minimized.

A three-layer classifier using machine learning was devel-
oped in [6] to discover mobile traffic with higher precision.
Though the method reduces the false positive rate, the pre-
diction time was not minimized. An application-level traffic
prediction method was introduced in [7] using traffic big
data. The designedmethod failed to enhance traffic prediction
accuracy.

An Exponential Smoothing Method was developed in [8]
to predict the cellular network traffic with lesser complexity.
But the error rate was not reduced. A multiple RNN based
learning models were developed in [9] using a unified multi-
task learning method for enhancing the traffic forecasting
by using Spatio-temporal correlations among base stations.
Though the method minimizes the error rate, the accuracy
was not improved. A cellular traffic offloading problem was
resolved in [10] by the link prediction with minimum delay.
But it failed to analyze the multiple data effectively from the
cellular network.

A. CONTRIBUTIONS
To solve the issues identified from the above-said literature,
a novel technique called the ECMCRR-MPDNL technique is
introduced. The major contribution of the paper is summa-
rized as follows,
• To improve the cellular network traffic prediction accu-

racy, an ECMCRR-MPDNL technique is introduced by learn-
ing the given data using different layers. In the hidden layer,
the data within the clusters are analyzed using the Ruzicka
regression function. The regression measures the similarity
between the data and traffic patterns. Then the similarity
results are transferred into the output layer and analyzing
the results with the threshold value using activation function.
If the similarity value is higher than the threshold, then the
traffic density is correctly predicted at the particular base
station.
• Tominimize the traffic prediction error rate i.e. false pos-

itive rate, Multilayer Precepted Deep Neural Learning effec-
tively providing accurate results with a lesser mean square
error. Based on the Ruzicka similarity values, the higher
possibility of traffic is correctly predicted at the output layer.
• To minimize the cellular network traffic prediction

time, the ECMCRR-MPDNL technique uses the Iterative
Expectation conditional maximization clustering technique.
The clustering technique is used for partitioning the total
network data into different groups based on the condition
likelihood probability between the spatial data. With the clus-
tering results, the traffic prediction is carried out using the

regression analysis. This helps tominimize the time complex-
ity of cellular network traffic prediction.

B. MOTIVATION
The network traffic analysis and prediction are an essential
part for cellular networks to minimize the load, since it is
used for network control and management as well as service
provisioning. Afterwards, with the aid of the traffic ‘‘big
data’’, To design a model to prediction framework of cellular
network traffic. To achieve prediction accuracy, false-positive
and prediction time.

C. OUTLINE OF PAPER
The structure of the paper is organized into different
sections. Section 2 discusses the related works of traffic
data prediction. In section 3, a description of the proposed
ECMCRR-MPDNL technique is presented with a neat dia-
gram. Section 4 presents an experimental scenario with a big
cellular traffic dataset. Section 5 evaluates the performance
results of the proposed techniques and existing algorithms
in terms of traffic prediction accuracy, false positive rate and
traffic prediction time. Section 6 concludes the paper.

II. RELATED WORK
Amultivariate Long Short-Term Memory (LSTM) algorithm
was designed in [11] to predict the traffic networks by
performing the call detail record (CDR) data analysis. The
designed algorithm failed to consider the large volume of
wireless data and complex data types for network prediction.

A Deep Belief Network was developed in [12] to forecast
the network traffic using spatiotemporal correlationwithmin-
imum error rate. But the traffic prediction time complexity
was not minimized. A Deep Traffic Predictor (DeepTP) was
developed in [13] to forecast the traffic from the cellular net-
work. The model consumed more time for traffic prediction.

A deep-learning-based Cloud Radio Access Network
(C-RAN) optimization technique was developed in [14] using
the Multivariate LSTM model to perform traffic forecasts
based on temporal dependence and spatial correlation. But
the performance of the deep learning was not improved
by considering different traffic patterns. A clustering-based
artificial neural network (C-ANN) model was introduced
in [15] for classifying the mobile traffic patterns. Though the
model increases the accuracy, the false positive rate was not
minimized.

A novel approach was introduced in [16] that initiate the
users to smooth the traffic temporally. But the method failed
to ensure higher prediction accuracy. A measurement-driven
model was developed in [17] formobile data traffic prediction
using big data collected from a crowded metropolitan area.
The traffic parameters spatial correlation was not analyzed to
further enhance traffic prediction.

A densely connected Convolutional Neural Networks
(CNN) was introduced in [18] to forecast the cellular net-
work traffic with minimum error. But it failed to achieve
better performance using a large amount of training data.
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A Group Method of Data Handling (GMDH) polynomial
neural network was developed in [19] to accurate traffic pre-
diction. However, the time complexity of the traffic prediction
was not minimized. Various machine learning and statistical
methods were developed in [20] for forecasting the voice
traffic of the Mobile Telecommunication System. However,
the performance of the accurate prediction was not obtained
with minimum complexity.

Many real network traces are evaluated for predicting.
Evaluation of accuracy and cost, both in terms of power
consumption and computation complexity, is offered. There
is an observation over a double exponential smoothing pre-
dictor provides a reasonable tradeoff between cost overhead
and performance [21]. However, it is fails to address the
prediction accuracy, false-positive and prediction time.

In [22]–[25] techniques are used traffic flow prediction
for vehicles networks and network applications. However,
they are used pattern for predicting traffic using deep learn-
ing architectures can capture these nonlinear spatio-temporal
effects. Methodology on real sensor data for predict traffic
flows during two special events [26]; a ChicagoBears football
game and an extreme snowstorm event. Both situations have
shrill traffic flow regime changes, happening very speedily,
and how deep learning offers [27] accurate short-term traffic
flow predictions. However, it fails to address the traffic in
different scenarios and even it fails prediction accuracy [28],
false-positive and prediction time.

The above-said issues and challenges are overcome by
introducing an ECMCRR-MPDNL technique. The descrip-
tion of the ECMCRR-MPDNL technique is presented in the
following section.

III. METHODOLOGY
With billions of mobile devices accessing the Internet, cellu-
lar traffic has grown extremely in the past few years. Large
volumes of data about the cellular traffic are collected at
cell towers (i.e. base station) that widely implemented for
daily network management. With the increasing volume of
big cellular data, traffic prediction plays a challenging one
due to temporal and spatial dynamics established by different
user behavior.

The prediction is the statistical technique used for extract-
ing more relevant information from the large volume of
data and predicting future outcomes by collecting and ana-
lyzing the current and past events [29]. Accurate cellular
network traffic prediction at base station enables to ensure
good quality of services. Based on this motivation, cellular
network traffic prediction is carried out by employing the
deep learning and statistical learning concept. Therefore,
the ECMCRR-MPDNL technique is introduced to handle
the large volume of cellular data for accurate prediction
by deeply learning the higher-level features from the raw-
datasets using multiple layers [30]. The flow process of the
ECMCRR-MPDNL technique is shown in figure 1.

Figure 1 illustrates the flow process of the pro-
posed ECMCRR-MPDNL technique to obtain better traffic

FIGURE 1. Flow process of ECMCRR-MPDNL technique.

prediction with minimum time. Initially, the big dataset is
taken as input for predictive analytics. The numbers of spatial
and temporal data are collected from the big dataset. After
that, the input data analyzed using feedforward multilayer
percepted deep neural learning. Then the input data is trans-
ferred in only one direction from the input nodes of the
deep architecture and then analyzed in the hidden layers
using regression function. Finally, the prediction results are
obtained at the output layer. The structure of the feedforward
multilayer percepted deep neural learning technique is shown
in figure 2.

FIGURE 2. Diagram of the feedforward multilayer percepted deep neural
learning.

Figure 2 depicts the structure of the feed-forward multi-
layer percepted deep neural learning with the one input layer,
two hidden layers, and one output layer. The spatial and tem-
poral data are given to the input layer dst1 , dst2 , dst2 , . . . .dstn at
dstn is d indicated data, s indicates source, t indicated time and
n indicates number of instances. The feed-forward multilayer
percepted deep neural learning comprises the neurons-like
the nodes are fully connected to the consequent layers with
the adjustable weights and performs the deep learning of
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input data. Then the inputs are transformed into first hidden
layers. The adjustable weight between the input and hidden
layer is represented as ρ1.

x (t) =
∑n

i=1
dsti∗ρ1 (1)

where, x (t) denotes an input with time ‘t’, dsti represents a
big data, ρ1 denotes an adjustable weight between the input
and first hidden layer. In the first hidden layer, the cluster-
ing process is carried out to divide the network data into
dissimilar groups for accurately predicting the traffic pat-
terns in the given location with minimum time. The itera-
tive expected conditional maximization clustering technique
is applied for clustering the total network data into differ-
ent groups. In the second hidden layer, Ruzicka regression
is applied for analyzing the input data within the clusters.
The regression is a statistical measurement used to find the
strength of the relationship between the variables (i.e. data
and traffic patterns). The proposed clustering technique is
a statistical model to compute the Likelihood between the
data. The likelihood expresses how one data is more like
others. The iterative method is a process to provide efficient
solutions for a class of particular problems while handling a
large number of data.

The input data dst1 , dst2 , dst2 , . . . .dstn are taken from the
dataset and transferred from the input layer to the first hidden
layer for performing the clustering process. By applying the
Iterative Expectation conditional maximization clustering,
‘m’ number of clusters s1, s2, s3, . . . , sm and cluster centers
α1, α2,α3,......αm are initialized randomly. Then the expected
likelihood between the input data and cluster center is com-
puted for grouping the data into clusters.

ep
(
dsti , αj

)
=

∑
log

pr
(
dsti | pr (αj)

)
∗ pr

(
αj
)

pr
(
dsti
)

j = 1, 2, 3, . . . ,m, i = 1, 2, 3, . . . , n (2)

where, ep
(
dsti , αj

)
denotes an expected likelihood between

the data ‘dsti ’ and cluster center αj, pr denotes a probability
that is used to find similar data to the cluster center. The
likelihood is maximized which is expressed as follows,

ML = argmax ep
(
dsti , αj

)
(3)

ML = argmax
∑

log
pr
(
dsti | pr (αj)

)
∗ pr (αj)

pr (dsti )
(4)

where, ML denotes maximum likelihood estimators which
maximize the likelihood value determined from the expecta-
tion step. An argmax denotes an abbreviation of the argument
of the maximum function. Therefore, the condition likelihood
probability indicates that the more similar data are grouped
into the particular cluster. This process is iterated until all the
data is grouped into different clusters. As a result, the clus-
tering process minimizes the traffic prediction time in the
cellular network. The clustering output is fed into the hidden
layer 2.

In the hidden layer 2, the Ruzicka regression is applied for
analyzing the input data within the clusters. The regression is

a statistical measurement used to find the strength of the rela-
tionship between the variables (i.e. data and traffic patterns).
The relationship is measured using Ruzhika similarity coef-
ficient, which is mathematically expressed as follows,

γ =
cd ∩ g∑

cd +
∑
g− cd ∩ g

(5)

where, γ represents a Ruzicka similarity coefficient, cd rep-
resents data within the cluster g denotes traffic patterns, cd∩g
denotes amutual dependence between the two variables. Here
the traffic patterns are defined by the number of transferred
data connected with a particular base station in a specific
time. The similarity coefficient (γ ) provides a value between
0 and 1 [0, 1]. Therefore, the output of the hidden layer is
expressed as follows,

z (t) = x (t)+ ρh + b(t − 1) (6)

where, z (t) represents a hidden layer output at a time ‘t’,
‘b’ denotes output from the hidden layer and ‘(t−1)’ indicates
previous layer, ρh represents a weight between the two hidden
layers, x (t) represents the input. The output of the second
hidden layer is given to the output layer. In the output layer,
the similarity values are analyzed for predicting the network
traffic with minimum time.

w (t) = δ (ρ2 ∗ z (t)) (7)

where,w (t) represents the output of the deep neural learning,
ρ2 denotes an adjustable weight between the hidden layer
and output layer, z (t) denotes an output of the hidden layer,
δ denotes an activation function. The activation function is
used for predicting the network traffic based on the similarity
value.

δ =

{
γ > ϑ higher possibility for traffic occurances
γ < ϑ Otherwise

(8)

where δ denotes an activation function, ϑ denotes a threshold
value of the Ruzicka similarity coefficient. If the similarity
value is higher than the threshold value, there is a higher
possibility of traffic occurrences. In this way, the network
traffic is accurately predicted in a given location. After that,
the mean square error rate is computed based on the squared
difference between the actual and the observed results. It is
mathematically expressed as follows,

Error = {wa (t)− w (t)}2 (9)

where, wa (t) represents an actual prediction output, w (t)
represents the observed traffic prediction results using the
proposed technique. Based on the error value, the weights
between the layers are adjusted and this process is repeated
until it finds the minimum error.

argmin = argmin (Error) (10)

where argmin denotes an argument of the minimum function
to find the minimum error of the observed results. This pro-
cess minimizes the incorrect traffic prediction in a cellular
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Algorithm 1 Expected Conditional Maximization Clustering
and Ruzhika Regression-Based Multilayer Precepted Deep
Neural Learning
Input: Big dataset, Number of data dst1 , dst2 , dst2 , . . . .dstn .
Output: Improve traffic prediction accuracy in
Begin

1. Number of dsti taken as input at a time ‘t’ i.e. x(t) ——
–\\input layer

2. Partition dsti data into different clusters
s1, s2, s3, . . . , sm\\ Hidden layer 1

3. Initialize number of clusters s1, s2, s3, . . . , sm and cen-
ters α1, α2,α3,......αm

4. for each dsti
5. for each αm
6. Compute expected probability ep

(
dsti , αj

)
7. Maximize expected probability for grouping similar

data to the particular cluster
8. end for
9. end for

10. For each data cd within the cluster
11. Compute the similarity between cd and g \\ Hidden

layer 2
12. End for
13. Transfer z(t) into w(t)
14. If (γ > ϑ) then \\output layer
15. Higher possibilities of traffic occurrences
16. Else
17. No traffic
18. End if
19. Compute the error E
20. Update the weights between the layers
21. The process is repeated until find minimum error
22. End for
23. End

network with higher accuracy. The algorithmic process of the
is described as follows,

Algorithm 1 describes the step by step process of cellular
network traffic prediction using feedforward multilayer per-
cepted deep neural learning with higher accuracy. The big
dataset is considered as input to the deep neural learning.
The input data are divided into different groups based on
the location information by applying the Iterative Expec-
tation conditional maximization clustering technique. After
clustering, the regression analyzes is carried out between the
data within the cluster and the traffic patterns at the second
hidden layer using Ruzhika similarity measure. At the output
layer, the similarity values are verified with the threshold
value. The similarity value is greater than the threshold, and
then the technique correctly predicts the possibility of traffic
occurrences at a particular location. Finally, the mean square
error is calculated for the observed results and the process is
continued until the minimum error is attained. As a result,
deep neural learning technique improves the network traffic
prediction accuracy and minimizes the false positive rate.

IV. EXPERIMENTAL SETUP AND PARAMETER SETTINGS
An experimental evaluation of the proposed ECMCRR-
MPDNL technique and existing methods STCNet [1],
GNN-D [2] are carried out using Java Language with City
Cellular Traffic Map (C2TM) dataset taken from the https://
github.com/caesar0301/city-cellular-traffic-map. The C2TM
dataset comprises the two files such as traffic and topology.
The traffic file contains the 1625680 rows and 5 columns
(i.e. attributes). The topology file contains the 13296 rows
and 3 columns.

TABLE 1. Attributes information for traffic trace file.

TABLE 2. Attributes information for topology file.

In table 1 and 2, the time dimension is represented by
the Gregorian calendar, with the starting point of each hour
to denote the following 60 minutes. The relative location
of the base station is in longitude/latitude to provide some
analysis. The packets column in the traffic trace file is used for
discovering the traffic density over space. The experimental
evaluation is done with the above said datasets for predicting
the network traffic with different parameters are listed below,
• Traffic prediction accuracy
• False-positive rate
• Prediction time.

V. EXPERIMENTAL SETUP AND PARAMETER SETTINGS
The results analysis of the proposed ECMCRR-MPDNL
technique is compared to existing methods STCNet [1],
GNN-D [2] with different performance metrics such as Traf-
fic prediction accuracy, False-positive rate and prediction
time. The description of various is presented in each section
and the comparative results are obtained using table and
graphical representation.

A. TRAFFIC PREDICTION ACCURACY
Traffic prediction accuracy is referred to as a ratio of a
number of data correctly predicted as a possibility of traffic
occurrences or not to the total number of data taken as input
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for conducting the experiment. The formula for calculating
the traffic prediction accuracy is calculated as follows,

TPR =
(
Number of data correctly predicted

n

)
∗ 100 (11)

where n denotes the number of data. The prediction accuracy
is measured in terms of percentage (%).

Sample calculation:
• Proposed ECMCRR-MPDNL: Number of data taken
as input is 500 and the number of data correctly pre-
dicted as traffic occurrences or not is 450. Then the
traffic prediction accuracy is mathematically calculated
as follows,

TPR =
(
450
500

)
∗ 100 = 90%

• Existing STCNet: Number of data taken as input is
500 and the number of data correctly predicted as traffic
occurrences or not is 430. Then the traffic prediction
accuracy is mathematically calculated as follows,

TPR =
(
430
500

)
∗ 100 = 86%

• Existing GNN-D: Number of data taken as input is
500 and the number of data correctly predicted as traffic
occurrences or not is 410. Then the traffic prediction
accuracy is mathematically calculated as follows,

TPR =
(
410
500

)
∗ 100 = 82%

Table 3 shows the performance results of traffic prediction
accuracy using three different techniques namely ECMCRR-
MPDNL technique, STCNet [1] and GNN-D [2]. For calcu-
lating the traffic prediction accuracy, the numbers of spatial
and temporal data are collected from the C2TM dataset. The
number of data has been taken in the range from 500 to 5000
for calculating the traffic prediction accuracy.While handling
the large volume of data, the accurate traffic prediction is
higher using the ECMCRR-MPDNL technique than the other
two techniques is shown in table 3. The graphical representa-
tion of the traffic prediction accuracy with different inputs is
shown in figure 3.

The graphical results of traffic prediction accuracy with
various cellular data are shown in figure 3. In the graph,
the number of data as taken as input in the ‘x’ axis whereas the
prediction accuracy is obtained at the ‘y’ axis. The prediction
accuracy of three different techniques ECMCRR-MPDNL
technique, STCNet [1] and GNN-D [2] represented by three
different colors namely blue, red and green respectively.
From the figure, it is inferred that the traffic prediction accu-
racy is increased using the ECMCRR-MPDNL technique
as compared to the other two methods. The reason behinds
the ECMCRR-MPDNL technique effectively performs the
regression analysis at the hidden layer for analyzing the data
with the traffic patterns. The regression functionmeasures the
similarity of data and traffic patterns in order to identify the

TABLE 3. Traffic prediction accuracy.

FIGURE 3. Graphical results of traffic prediction accuracy.

traffic density at a particular location. The activation function
correctly predicts the possibility of traffic occurrences with
the help of similarity value at a particular space. As a result,
the regression analysis accurately predicts cellular network
traffic with big data.

Totally ten accuracy results are obtained from the exper-
imental evaluation with various inputs. The accuracy of the
ECMCRR-MPDNL technique is compared with the existing
results of existing methods. Then the average of ten results
confirms that the traffic prediction accuracy is considerably
improved by 5% compared to STCNet [1] and 10% compared
to GNN-D [2] respectively.

B. FALSE-POSITIVE RATE
The False positive rate is also called a prediction error which
referred to the ratio of a number of data incorrectly predicted
as a possibility of traffic occurrences to the total number
of data. The mathematical formula for calculating the false
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TABLE 4. False positive rate.

positive rate is given below,

PRF =
(
Number of data incorrectly predicted

n

)
∗ 100

(12)

where, PRF denotes a false positive rate, n denotes the num-
ber of the data. The false-positive rate is measured in terms
of percentage (%).

Sample calculation:
• Proposed ECMCRR-MPDNL: The number of data
taken as input is 500 and the number of data incorrectly
predicted is 50. Then the false positive rate is calculated
as follows,

PRF =
(

50
500

)
∗ 100 = 10%

• Existing STCNet: The number of data taken as input is
500 and the number of data incorrectly predicted is 70.
Then the false positive rate is calculated as follows,

PRF =
(

70
500

)
∗ 100 = 14%

• Existing GNN-D: The number of data taken as input is
500 and the number of data incorrectly predicted is 90.
Then the false positive rate is calculated as follows,

PRF =
(

90
500

)
∗ 100 = 18%

Table 4 describes the experimental results of traffic predic-
tion error i.e. false positive rate with respect to the number of
data taken from the big dataset. The reported results evidently
prove that the error rates ‘s’ said to be minimized using the
ECMCRR-MPDNL technique as compared to state-of-the-
art methods. This is proved by the mathematical calculation.
Let us consider 500 data for calculating the false positive
rate. The 50 data are incorrectly predicted as traffic using
the ECMCRR-MPDNL technique and their false positive

FIGURE 4. Graphical results false positive rate.

rate is 10%. Similarly, 70 data and 90 data are incorrectly
predicted, and their percentages are 14% and 18% respec-
tively. Therefore, the various results of false-positive rates are
obtained as shown in figure 4.

The graph illustrates the experimental results of the false-
positive rate of traffic data predictionwith respect to a number
of data taken from the big dataset. The graphical results
inferred that the network traffic prediction error is found to
be minimized using the ECMCRR-MPDNL technique than
the two existing techniques. This is due to the application of
Ruzicka regression analysis. The analyzed results are given to
the output layer for predicting the cellular network traffic. The
activation function sets the threshold for the similarity value.
If the similarity value is higher than the threshold is said to
be a higher possibility of traffic occurrences at a particular
space and time. Otherwise, the activation function provides
the result as no traffic. Finally, the ECMCRR-MPDNL tech-
nique measures the man square error for observed results
and actual results. The ECMCRR-MPDNL technique repeats
the process until the error is minimized. This helps to mini-
mize the incorrect traffic prediction in the cellular network.
The average of the ten results evidently confirms that the
ECMCRR-MPDNL technique minimizes the false positive
rate by 32% compared to STCNet [1] and 45% compared to
GNN-D [2] respectively.

C. TRAFFIC PREDICTION TIME
Traffic prediction time is defined as an amount of time taken
by the algorithm to predict the network traffic with the given
data. The prediction time is mathematically calculated as
follows,

TTP = n ∗ time(predicting one data) (13)

where, TTP denotes a traffic prediction time, n represents a
number of data. Traffic prediction time is measured in terms
of milliseconds (ms).

Sample calculation:
• Proposed ECMCRR-MPDNL: The number of data
taken as input is 500 and the time for predicting single
data is 0.028ms. Therefore, the overall prediction time
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is computed as follows,

TTP = 500 ∗ 0.028ms = 14ms

• Existing STCNet: The number of data taken as input is
500 and the time for predicting single data is 0.034ms.
Therefore, the overall prediction time is computed as
follows,

TTP = 500 ∗ 0.034ms = 17ms

• Existing GNN-D: The number of data taken as input is
500 and the time for predicting single data is 0.038ms.
Therefore, the overall prediction time is computed as
follows,

TTP = 500 ∗ 0.038ms = 19ms

Table 5 shows the performance analysis of the predic-
tion time of three different techniques and the number of
data taken in the range from 500 to 5000. From the above-
tabulated results, the traffic prediction time of the proposed
ECMCRR-MPDNL technique is decreased. The tabulated
results are plotted in figure 5.

TABLE 5. Traffic prediction time.

Figure 5 depicts the comparison results of traffic prediction
time versus a number of data. As shown in the figure, while
increasing the number of data, the traffic prediction time
also increased for all three techniques. But comparatively,
traffic prediction time gets minimized using the ECMCRR-
MPDNL technique. This significant improvement is achieved
by applying a clustering concept in the deep multilayer pre-
cepted neural learning technique. The number of data is taken
from the big dataset for partitioned into different groups
to minimize the time complexity of the traffic prediction.
The proposed expected conditional maximization clustering
techniques groups the spatial data into different clusters based
on the log-likelihood function. Then the clustering results
are transferred into the next hidden layers for analyzing the
data in the cluster with the traffic patterns. This process takes
minimum time for predicting the traffic in a cellular network.

Let us consider 500 data in the first iteration for con-
ducting the experiments. The ECMCRR-MPDNL technique

FIGURE 5. Graphical results of traffic prediction time.

utilizes 14ms of time for predicting the network traffic. The
STCNet [1] and GNN-D [2] technique consumed 17ms and
19ms for predicting the cellular network traffic. Similarly,
nine remaining iterations are carried out with various ranges
of input data. The average of ten various experimental results
of the proposed technique is compared to the existing meth-
ods. The compared results prove that the traffic prediction
time is minimized by 12% and 19% when compared to the
two existing techniques.

The above-discussed results confirm that the ECMCRR-
MPDNL technique performs cellular network traffic predic-
tion with higher accuracy and minimum time as well as error
rate than the two state-of-the-art methods.

VI. CONCLUSION AND FUTURE SCOPE
An efficient technique called ECMCRR-MPDNL is intro-
duced to achieve higher network traffic prediction accuracy
and minimal time with the big cellular data. The Multilayer
precepted deep neural learning concept collects the data from
the big datasets and given to the input layer. Then the input
data are learned with two hidden layers. In the first hidden
layer, the clustering concept minimizes the time complexity
of the traffic prediction by dividing the total network into
different groups usingmaximum likelihood probability distri-
bution. Then the regression function analyzes the data within
the cluster using Ruzicka similarity measure at the second
hidden layer. The learned data are transferred into the output
layer to predict the network traffic using activation function
with minimum error. This helps to improve the prediction
accuracy and minimizes the false positive rate. An experi-
ment is conducted using big datasets with different param-
eters such as traffic prediction accuracy, false positive rate
and prediction time. The discussed result clearly shows that
ECMCRR-MPDNL improves the traffic prediction accuracy
andminimizes the prediction time as well as the false-positive
rate when compared to the state-of-the-art methods. Future
scope, there still exist some issues to be addressed. The major
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challenge for the application-level trafficmodeling prediction
services continually blossom and emerge, Furthermore, it is
still interesting to investigate how to leverage the additional
information (e.g., inter-service relevancy) to further optimize
the proposed framework.
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