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ABSTRACT High-level security with a large keyspace and a short processing time is needed in digital
image encryption. Generally, an encryption method that produces a large keyspace is characterized by a
relatively slow encryption process. In this paper, we propose a new image encryption method that uses two
chaotic pseudosets. A gradual deletion of the input set (GDIS) is introduced to enhance the process of chaotic
permutation multicircular shrinking (CPMCS), herein referred to as GDIS CPMCS, to diffuse the image
pixels and control the shift distance of the row and column rotations of an image. The proposed encryption
scheme offers some advantages: it has a larger keyspace than the referenced image encryption schemes and a
shorter processing time than CPMCS. The processing time of the proposed image encryption method with the
GDIS CPMCS algorithm is 16.7 times faster for a gray image and 43 times faster for a color image than thatin
our previous work. Based on histogram and entropy analyses, the proposed scheme is also robust to statistical
analysis. Moreover, the ciphered image has a very high degree of randomness according to the National
Institute of Standards and Technology (NIST) randomness test results. In terms of differential analysis, a one-
bit change in the original image leads to a substantial change in the ciphered image, as indicated by the unified
average change intensity (UACI) and number of pixel change rate (NPCR) scores of 33.45% and 99.61%,
respectively. Furthermore, GDIS CPMCS is robust to salt-and-pepper, Poisson, Gaussian, and speckle noise,
with peak signal-to-noise ratios (PSNRs) higher than 14. The scheme is also robust to data loss since a
reconstructed image with 50% data loss can be recognized, as indicated by a PSNR of 11.4.

INDEX TERMS Cryptography, fast image encryption, very large keyspace, chaotic permutation, robust to
noise, multiple circular shrinking.

I. INTRODUCTION

In recent years, the Internet of Things (IoT) and machine
to machine (M2M) technologies have been widely used by
various groups [1], [2]. As predicted by Ericsson [3], in 2022,
18 billion of 29 billion devices connected to the internet will
be devices related to the IoT, while the Statista Research
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Department [4] predicts that by 2025, the total number of
devices connected to the IoT around the world will reach
75.44 billion. The number of interconnected devices has
caused the corresponding data to rapidly increase in abun-
dance and diversity, so big data technology plays an important
role in each stage of data processing [5]. Other important
concerns related to a large amount of data are security and
privacy [6]. For example, in terms of security, privacy, and
ownership, medical image data must be protected [7], [8].
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Research on image encryption continues to enhance secu-
rity in the form of robustness to attacks based on differential
analysis, brute force and statistical analysis. A promising
image encryption technique is chaotic-based encryption.
Chaotic methods are nonlinear and have been extensively
developed for a wide range of applications and problems,
including applications to solve problems related to Pavlov
associative memory [9], parameter synchronization problems
in chaotic systems [10], and finite numbers of chaotic attrac-
tors, as mentioned in [11].

Wang et al. [12] proposed a chaotic algorithm using the
perceptron model in a neural network method with the Lorenz
system to encrypt images. However, Awad and Saadane [13]
concluded that a chaotic map has limitations in discrete
domains for image encryption, which is known as the dis-
cretization problem.

To improve resistance to brute force attacks, researchers
have combined chaotic maps. However, there is a penalty
to be considered: due to the increased number of iterations,
the processing time tends to also increase.

To create a secure cipher image while maintaining a fast
processing time, Tong [14] proposed combining topological
conjugation with an Arnold cat map (ACM) block and a
Henon chaotic map. Bigdeli et al. [15] applied a chaotic
neural network (CNN) consisting of three neuron layers.
Patidar et al. [16] used a pseudorandom scheme consisting
of permutation and substitution processes using a chaotic
standard map. Seyedzadeh et al. [17] proposed three encryp-
tion stages: diffusion using a chaotic quantum logistical map,
scrambling the pixel arrangement using a two-dimensional
chaotic map, and coupling the results of the first two stages
with nearest-neighbor coupled-map lattices (CMLs). Wang
and Gao [18] proposed a new Boolean network algorithm in
image encryption by implementing the semitensor product of
a matrix in the diffusion process. Wang et al. [19] used DNA
operations with bitwise XOR and DNA encoding to produce
a DNA matrix and then permute the matrix. However, the pro-
posed methods produce a keyspace that is less than 256 bits,
which does not meet the National Security Agency (NSA)
criteria [20].

To develop an encryption image that has a high level
of security with a large keyspace, Wang and Zhang [21]
implemented an expanded XOR operation, heterogeneous
permutation bits, and a chaotic WPLCW method. Hsiao and
Lee [22] applied a chaotic method based on an amplitude
phase frequency model (APFM). Wu et al. [23] applied
a CML and a fractional-order chaotic system. Kanso and
Ghebleh [24] implemented the 3 phases of a 3D chaotic
map. Zhou et al. [25] used a combination of existing 1D
chaotic maps for four-stage row substitution and ciphered
image rotation. Wang et al. [26] employed a combination
of permutation and parallel computing methods to diffuse an
image. Zhang and Wang [27] utilized non-neighboring CMLs
in the permutation of binary pixels. Wang et al. [28] encrypted
an image by modifying the cat map through a nonstatic
random expansion technique to permute the image and then
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diffused the result with the combination of one tent map and
a logistic map. These encryption methods have a significant
keyspace of greater than 256 bits, but the processing speed is
relatively slow.

In this research, we seek to add robustness to noise as an
image encryption feature. To satisfy this objective, Liu and
Wang [29] combined robust chaotic maps and one-time keys.
Another study conducted by Liu and Wang [30] proposed
a bit-level matrix permutated by scrambling-based mapping
followed by the utilization of the Chen system for the dif-
fusion and confusion processes. Liu ef al. [31] also applied
nucleotide transformation using DNA coding to confuse pix-
els, thereby generating keys based on general keys and a plain
image to change the initial state of chaotic maps.

Chaotic permutation multicircular shrinking (CPMCS) is a
permutation method based on multicircular shifts with grad-
ually decreasing element sizes [32]. The circular method is
chosen because it can be efficiently applied in hardware or
software and is directly related to a key that determines the
shifting distance. However, traditionally, the CPMCS method
uses duals iterations in the implementation of multicircular
shrinking.

In this paper, we present an image encryption scheme
based on CPMCS with the gradual deletion of the input set
(GDIS CPMCS). Deletion is used when processing the circu-
lar permutation, as explained in the pseudocode (Section II).
Compared to CPMCS [33], the advantages of GDIS CPMCS
include a faster encryption process and a larger keyspace
while maintaining robustness to noise.

The remainder of the paper is organized as follows.
Section II introduces the GDIS CPMCS. Section III explains
the proposed encryption scheme. Section IV reports keyspace
and speed comparisons. Section V presents the results of
statistical and robustness analyses. Section VI summarizes
the paper.

Il. CHAOTIC PERMUTATION MULTICIRCULAR
SHRINKING WITH THE GRADUAL DELETION

OF THE INPUT SET (GDIS CPMCS)

In CPMCS, permuting the set X, which consists of n ele-
ments, requires n — 1 rounds of circular shifting. Because a
key controls the shifting distance in each round, n elements
need n— 1 key streams. Hence, all rounds will have n factorial
unique maps of X to Y [33], [34]. However, the CPMCS
process requires a relatively high number of iterations equal
to "Z'FT"_Z; thus, the encryption time for a large-sized image
is relatively slow. To overcome this problem, this paper pro-
poses GDIS CPMCS, which involves the gradual deletion of
the input set. The GDIS CPMCS process is shown in the
following pseudocode.

The number of iterations in the GDIS CPMCS process is n;
hence, the number of iterations is reduced to approximately
n/2. If we write the GDIS CPMCS permutation as ® (Xy),
then the output Y;, corresponds to Eq. (1).

Yn = @(Xn) (1)
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Algorithm 1 Gradual deletion of the input set
1: index = 0;
2: fori = 1to (elementNumber — 1)
3: index =mod (index + key (i, elementNumber —i)) ;
4. Y (i) = X (index) ;
5: RemoveX (index) ;
6: end
7: Y (elementNumber) = X (1) ;

In this paper, we propose a new image encryption method
that uses two chaotic pseudosets. A GDIS is introduced to
enhance the process of the CPMCS, herein referred to as
GDIS CPMCS, to diffuse the image pixels and control the
shift distance of the row and column rotations of an image.

Ill. THE PROPOSED ENCRYPTION SCHEME
A. A NEW IMAGE ENCRYPTION METHOD USING A
PSEUDOSET BASED ON THE GDIS CPMCS METHOD
The proposed image encryption method uses two pseudosets
generated by the GDIS CPMCS method. The pseudoset is
used in the row and column diffusion process and is also used
to control the circular rows of an image and column shifting.
In the first step, any arbitrary initial key for the sequence is
chosen as the input of the key expansion. The initial sequence
is the sum of the original image pixels so that the permutation
is sensitive to changes in the original image. The output of key
expansion is the set key, which controls the CPMCS process.
In the second step, an arbitrary seed of the set row (SR)
that consists of n elements and the set column (SC) that
consists of m elements is created. The set SR, is the seed for
generating the pseudorow PIR, with Eq. (2), where i = 1
is used for the red color component, i = 2 is used for the
green color component, and i = 3 is used for the blue color
component. The set SC,, is the seed that is used to produce
the pseudocolumn PIC,, with Eq. (3), where i = 1 is used
for the red color component, i = 2 is used for the green color
component, and i = 3 is used for the blue color component.
SR, is also employed to generate the set of keys PKC,,
which determine the distance of each image row rotation
based on Eq. (4), and SC,, is used to generate the set of keys
PKR,,, which determine the distance of image rotation for
each column in accordance with Eq. (5).

PIR,i_1) = ©' (SRy) 2)
PICni—1) = @' (SCm) )
PKCp = 0% (SCm) )
PKR, = ©* (SRy) 5)

In the third step, the original image is divided into m sets
of columns, where each set consists of n elements referred
to as P,. Each P, consists of three rows that represent the
associated red, green and blue (RGB) components. A bitxor
function is used to map P, with PIR,, which ranges from the
first row to the mth row according to Eq. (6), followed by a
row rotation with a shift distance that is determined by PKC,,
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FIGURE 1. The new image encryption algorithm using a pseudoset based
on GDIS CPMCS.

according to Eq. (7) to obtain m sets of C,. The combined m
sets of C,, encompass phase 1 of the ciphered image.

In the fourth step, the scrambled image is separated into
nx C, pieces, where each piece consists of m elements,
referred to as C,,. Each C,, consists of three columns repre-
senting the associated RGB components. The bitxor function
is also used to combine C,, with PIC,,, which ranges from
the first column to the last column and corresponds to Eq. (8);
this step is followed by a column rotation with a shift distance
determined by PKR,, according to Eq. (9). The combined set
of Cy, is the ciphered image result. The overall encryption
process is depicted in Fig. 1.

Cn(1,),k) = Pn (i,], k) ®PIR, (j, k) ,

0<i<m, 0<j<n 0<k<3 (6)
Cn(,j, k) = Ch (i, G+ PKCp, (1)) mod n, k) ,
0<j<n, 0<k<3 (@
Cm(,j, k) = Cn(,j, k) ®&PIC, (4, k),

0<i<m, 0<j<n 0<k<3 (8)
Cm (.1, k) = Cp (G + PKR;, (1)) mod m, j, k) ,
0<j<m,0<k<3 (9

0<i<m,

0<i<n,

B. A NEW IMAGE DECRYPTION METHOD USING A
PSEUDOSET GENERATED BY GDIS CPMCS
The image decryption method uses two pseudosets generated
by GDIS CPMCS. The pseudoset is used in the row and
column diffusion process and to control the circular image
row and column shifts. In the first step, the same initial key
and initial sequence are used as the inputs of key expansion.
The set key, which is the output of the expansion key, is used
to control the GDIS CPMCS process.

In the second step, the same row set SR, which consists of
n elements, and the column set SC, which consists of m ele-
ments, are chosen to form the seed and produce the pseudoset.
The set SR, is the seed used to generate the pseudorow image
PIR, with Eq. (2), where i = 1 is the red color component,
i = 2 is the green color component, and i = 3 is the blue
color component. The set SC,, is the seed that produces the
pseudocolumn image PIC, in accordance with Eq. (3), where
i = 1 is the red color component, i = 2 is the green color
component, and i = 3 is the blue color component. SR, is
also used to generate the PKC,, keys, which determine the
shift distance of each row rotation based on Eq. (10), and
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FIGURE 2. The new image decryption algorithm using a pseudoset based
on GDIS CPMCS.

SC,, is used to generate the PKR,, keys, which are used to
determine the shift distance of each column rotation based on

Eq. (11)

PKCp, = m — ©* (SCm) (10)
PKR, = n— ©* (SRn) (11)

In the third step, the ciphered image is separated into n sets
of columns, where each set consists of m elements referred to
as Cy,. Each C), consists of 3 sets that represent the associated
RGB components. Each C,, is rotated with the shift distance
determined by PKR,, from Eq. (12). Next, each column C,,
is bitxored with the pseudoset PIC,, in accordance with
Eq. (13). The combined set of nxC,, is the output of the first
stage of image reconstruction.

The reconstructed image is grouped into m sets of rows
referred to as C,,. Each C,, is rotated from the first row to the
last row, with a shift distance determined by PKC,, based on
Eq. (14). Next, each C,, row is bitxored with the pseudoset
PIR,, according to Eq. (15), and the combined n sets of P,
form the reconstructed plain image. The overall proposed
decryption scheme is depicted in Fig. 2.

Cm (,], k) = Cq (G + PKRy, (1)) mod m, j, k),
0<i<m, 0<j<n 0<k<3 (12)
Cm(,j, k) =Cn(,j, k) ®PIC, (4, k),
0<i<m, 0<j<n 0<k<3 (13)
Ch(1,j,k) = Cy (4, § + PKCy, (1)) modn, k),
0<i<m, 0<j<n 0<k<3 (14
P (i, k) = Ca (i, ), k) ®PIR, (), k),

0<i<m, 0<j<n 0<k<3 (15
IV. KEYSPACE AND SPEED COMPARISON

A. CHAOTIC MAP KEYSPACE COMPARISON

When the set X is transformed to the set Y by a chaotic func-
tion in a discrete domain, without considering the recurrence
period, the number of possible transformations is determined
by the number of controlled variables. Because PCMCS uses
n— 1 keys as the controlled variables with a gradually shrink-
ing modulus, the size of the keyspace of PCMCS is n factorial.
Moreover, other chaotic functions, such as the ACM [17],
as shown in Eq. (16), have two controlled variables. Hence,
for the discrete domain modulus N, the keyspace of the
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ACM is N2,

Xi+1 1 P X

Lm} [Q H}H][}mwN (10
A similar approach can be applied to other chaotic maps,
such as the standard map [35] by using Eq. (17), the Henon
map [36] by using Eq. (18), Baker’s map [37] in accor-
dance with Eq. (19), the prime modulus multiplicative linear
congruential generator (PMMLCG) [38] by using Eq. (20),
the logistic map [1] as defined by Eq. (21), the tent map
[39], [40] as defined by Eq. (22), the sine map [25] by using

Eq. (23), and the 3D ACM [41] by using Eq. (24).

Xi+1
Yi+1

Xi + i
= 1N dN 17
yi + Ksin (xH—l > mo (17)
2
Xi+1
Yi+1
yiel + 1 —ax?
= modn 18
[ . (18)

Zx,-
; 1 i 1 1 modn
Ditl for 0<xi<=; @i 1) )for —<xi<l
2 2 2 2
(19)
Xit+1
= (Ax;) modN; A € Prime number (20)
Xi+1
= Ax;i (1 —x;))modN; A € (3;4] 2n
Xit+1
Xi
z; O<xi<h
—fem )t (22)
> h<x <1
1—-h
Xi+1
= flaw =TT e 0,4 23)
Xi+1
Yi+1
Ti+1
1 P 0 X;
=10 PO+1 0 Vi | modN (24)
R S 1 Zi

A comparison of the discretized keyspace sizes using dif-
ferent chaotic maps can be seen in Table 1. According to the
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TABLE 1. Comparison of discretized keyspace sizes using different
chaotic maps.

TABLE 3. Comparison of the processing speeds of reference schemes and
the associated platforms.

No Chaotic map Dimension  Discretized Keyspace
keyspace with 256
scaling clements
1 ACM 2 N2 6.55E+04
2 Standard map 2 N? 6.55E+04
3 Hennon map 2 N3 6.55E+04
4 Baker map 2 oNA 5.79E+76
5 PMMLCG 1 N 2.56E+02
6 Logistic map 1 N? 6.55E+04
7 Tent map 1 N? 6.55E+04
8 Sine map 1 N? 6.55E+04
9 GDIS CPMCS N N! 8.60E+506
10 3D ACM 3 N* 1.68E+07

TABLE 2. Keyspace comparison between the GDIS CPMCS and reference
schemes.

Analysis Keyspace (power of 2)
GDIS CPMCS 3368
Wang [26] 588
Wang [43] 165
Tong [14] 219
Wang [21] 487
Hsiao [22] 651
Patidar [16] 161
Bigdeli [15] 160
Kanso [24] 480
Wu [23] 299
Seyedzadeh [17] 128
Zhou [25] 279

table, the chaotic map used for the proposed image encryption
scheme has the largest keyspace, with a size of 8.60 x 10°%°
for 256 elements.

B. IMAGE ENCRYPTION KEYSPACE COMPARISON

The encryption scheme uses two pseudosets generated by
GDIS PCMCS with two difference keys. The size of the
keyspace for a 256 x 256 pixel image using the proposed
encryption method is (256!)% = 23398 Tt is clear that this
value is much larger than the keyspace that is required for
modern cryptography [20], [42]. A comparison of the image
encryption keyspaces is presented in Table 2. According
to the table, the proposed encryption method has a larger
keyspace than the referenced encryption schemes. Thus,
in terms of robustness to brute force attacks, the proposed
scheme can advance the development of M2M and IoT tech-
nology and promote the emergence of quantum computers.

C. ENCRYPTION AND DECRYPTION SPEEDS

An experiment is conducted to evaluate the speed perfor-
mance of the proposed method using MATLAB 8.5 on a
computer with a 64-bit Intel(R) Core (TM) i7-5500U CPU
@ 2.4 GHz, 8 GB of RAM, and Windows 10. Experiments
were also performed using MATLAB 7.0.4 on an Acer Core
2 Duo with CPUT7100 @ 1.8 GHz, 2.48 GB of RAM, and
Windows XP SP3 to observe the speed performance of the
proposed method using a less powerful computer.
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Processing speed
(ms)
Scheme Color Gray
image image
GDIS CPMCS 27.78 20.99

Platform

MATLAB 8.5, Intel (R)
core(TM) i7-5500U CPU
@2.4 GHz, RAM 8 GB,
Windows 10, 64 bit.
MATLAB 7.0.4, Core 2 Duo,
CPUT7100, @1.8 GHz, 2.48
GB RAM Windows XP
Windows 7 operating system
with a 1.8-GHz CPU, 8 GB of
memory and MATLAB
2016a.

MATLAB 2017, Intel Core
i5-7500 CPU, 8 GB memory
and Windows 10

MATLAB 8.5, Intel (R)
core(TM) 17-5500U CPU
@2.4 GH, RAM 8 GB
Windows 10, 64 bit.
MATLAB 8.5, Intel (R)
core(TM) 17-5500U CPU
@2.4 GH, RAM 8 GB
Windows 10, 64 bit.
Unspecified

MATLAB 7.0 version on a
computer of Dual-Core CPU,
2.3 GHz and 4 GB of RAM
MATLAB 7.2, Intel Core 2
Duo, 2.1 GHz CPU, 2 GB
RAM, Windows Vista
MATLAB 7.7.0, 1.60 GHz,
Pentium IV with 512 MB
RAM, Windows XP

2.27 GHz Intel Core™ i5
notebook with 4 GB of RAM
running Ubuntu Linux 10.04
MATLAB 8.0.0.7, Windows
8, Intel(R) Core (TM) i5-
4300U CPU @2.49 GHz.
8GB RAM.

Intel Core 2 Duo, 3 GHz
CPU, 3.25 GB RAM, XP
Home, Eclipse 3.5 compiler
MATLAB7.1.10, Windows 7,
Intel(R) Core(TM) i7-2600
CPU@3.40 GHz and 4 GB
RAM

GDIS CPMCS 32.29 24.01

Wang [26] 2.5

Wang [43] 354.78

Suryanto [32] 1198.00

Suryanto [33] 392.00

Tong [14] 181.00
Hsiao [22] 550.00

Patidar [16] 160.00
Bigdeli [15] 56.00
Kanso [24]

1,500.00

Wu [23] 448.00

Seyedzadeh [17] 36.48

Zhou [25] 178.90

Based on the conducted experiment, the encryption and
decryption speeds are balanced; for a color image, the encryp-
tion speed is 27.78 ms, and the decryption speed is 27.64 ms.
Table 3 suggests that the speed of the proposed encryp-
tion scheme is the fastest among those of all methods con-
sidered, even when compared to the speed reported in the
reference paper with the smallest keyspace. According to
Tables 2 and 3, as the keyspace size increases, the encryp-
tion process tends to take longer to complete. However,
the proposed method can overcome this problem. Clearly,
the keyspace of the proposed scheme is the largest, yet it
has the fastest encryption speed.

The speed of the encryption and decryption processes
is influenced by the complexity of the cryptographic algo-
rithm used [44]. In general, the lower the complexity of
the algorithm is, the faster the encryption and decryption
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TABLE 4. Complexity analysis of the GDIS CPMCS method.

Operation Computational complexity
Grayscale image RGB image

Sum 2M+ 2N+ 4MN 2M+ 2N+12MN

Divide M +N M +N

Modulus 2M + 2N + MN 2M + 2N + 3MN

Bitxor 3MN IMN

Substitution 2MN 6MN

Deletion M +N +2MN M+N +6MN

Total 6M+6N+12MN 6M+6N+36MN

TABLE 5. Comparison of the complexity and order of magnitude among
image encryption schemes.

Method Complexity order Order of magnitude
[45] Hua O(40MN) 2.6x10°
[46] Hua O(180MN) 11.8x10°
[47] Belazi O(124MN) 8.1x10°
[44] Sun O(74MN) 4.8x10°
GDIS CPMCS O(37MN) 2.42x10°

processes. The proposed GDIS-CPMS algorithm for RGB
images has a complexity level of less than 37 MN, and the
complexity level is less than 13 MN for grayscale images.
Table 4 shows the computational complexity of the proposed
encryption algorithm. For an image size of 256 x 256 pixels,
the order of magnitude is shown in Table 5. According
to the comparison of the complexity results, the proposed
image encryption scheme has the lowest computational
complexity.

V. STATISTICAL AND ROBUSTNESS ANALYSES

Statistical and robustness analysis methods were used to
assess the visualization performance of the proposed encryp-
tion scheme based on histogram analysis, entropy analysis,
the National Institute of Standards and Technology (NIST)
randomness test, differential analysis (i.e., NPCR and UACI),
key sensitivity analysis (i.e., NPCR, UACI, and correla-
tion), resistance to standard noise, and robustness against
data loss.

A. VISUALIZATION AND HISTOGRAM ANALYSIS

To test the correlation between adjacent pixels in an encrypted
image, an analysis of covariance correlation or Pearson corre-
lation was performed. Encrypted images are compared with
the original image and shifted vertically, horizontally, and
diagonally. Generally, the data being compared include as
many as 1000 to 2500 pairs of pixels chosen randomly.
This method is used by Fouda [48], which can be described
according to Eq. (295).

_ S (i = i — )
rxy - n =\2 n =2
I G- R i)

(25)

where
e Iy is the correlation coefficient
« nis the number of data pairs
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Text Image Text Image

FIGURE 3. Visualization of the original images, deciphered images,
ciphered images, and associated histograms.

o x;is the i value from data set X
o ;i is the i value from data set ¥
« x is the average data set X
o yisthe average data set Y.

The proposed method generates a ciphered image that is
unrecognizable, and the deciphered image is the same as
the original, as shown in Fig. 3. According to the figure,
the ciphered image has a uniform histogram, which indicates
that the proposed method can strongly prevent an attacker
from exploiting any useful statistical information.

B. ENTROPY AND THE NIST RANDOMNESS TEST

The Shannon entropy [49] and local Shannon entropy (LSE)
[50] tests were performed for the proposed method by using
Eq. (26) and Eq. 27. The test results in Table 6 show
that the proposed scheme generates a ciphered image that
exhibits a very high entropy value near 8. The LSE values
for all plain images, which are relatively low after they are
encrypted using the GDIS COMS algorithm, have relatively
high entropy values. A comparison of the entropy values
of the ciphered image ‘Lena’ based on the methods in the
referenced papers can be observed in Table 7. This com-
parison shows that no local image is perfectly scrambled.
The randomness level was further analyzed using the NIST
standard.

HOO) ==Y Pilog,(Py) (26)

where
o H (X) is the Shannon entropy equation
« P (i) is the probability associated with pixel i.

— H(S;
i =Y T @
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TABLE 6. Entropy values for the original and ciphered images.

Scheme gradient baboon  Lena  peppers textImage
Entropy, 50000  7.6780 7.7329 77036 0.2135
original
Entropy, 799890  7.9990 7.9991  7.9992  7.9991
ciphered
LSE original 2.5905 7.3687  7.2685 7.1527 0.1781
LSE ciphered  7.9673 7.9676  7.9683  7.9674 7.9677

TABLE 7. Comparison of the entropies of the ciphered Lena image for the
referenced schemes.

Analysis Entropy
GDIS CPMCS 7.9991
Tong [14] 7.9992
Wang [21] 7.9974
Hsiao [22] 7.9993
Patidar [16] 7.9963
Bigdeli [15] 7.9981
Wu [23] 7.9903
Seyedzadeh [17] 7.9995

TABLE 8. Results from the randomness test using NIST test suite
SP22-800 for a ciphered image using the proposed method.

Statistical test P-value
gradient baboon Lena peppers  sailboat

Frequency 0.1223 0.3505  0.0669 0.5341 0.7399
Block frequency 0.3505 0.3505  0.5341 0.7399  0.2133
Cumulative sums ~ 0.2133 0.2133  0.5341 09114  0.7399
(forward)
Cumulative sums  0.7399 0.0669 0.7399 09114  0.0179
(reverse)
Runs 0.1223 09114 0.2133 03505 09114
Longest run 0.9915 09114 0.2133  0.5341 0.9915
Rank 0.7399 09114 0.1223 02133 0.3505
FFT 0.5341 0.5341  0.0669 09114  0.5341
Nonoverlapping 0.4847 0.4628  0.4758 0.5237  0.5088
template
Overlapping 0.7399 0.1223  0.2133  0.2133  0.5341
template
Approximate 0.7399 09114  0.5341 0.5341 0.1223
entropy
Serial (1) 0.7399 0.3505  0.7399 0.7399  0.1223
Serial (2) 09114 0.5341  0.1223  0.1223 09114
Linear 09114 0.2133  0.5341 0.7399  0.5341
complexity

where

. m (s) is the local Shannon entropy (LSE)

e Sii=1,2,...,k) is arandomly selected and nonover-

lapping image block with TB pixels

« H(Si) is the information entropy of image block Si
for k =30 and TB = 1936.

The NIST randomness test suite SP800-22 [51] was used
to assess the randomness of the ciphered image. The ciphered
pixel values for each color component were converted into a
binary format and prepared in accordance with the sequence
of rows and color components. The test was performed for
13 randomness test criteria. The universal test criteria require

VOLUME 8, 2020

TABLE 9. NPCR and UACI values for two ciphered images with a one-bit
difference in the original image for each color component.

Statistic  RGB  gradient baboon Lena peppers textlmage
R 99.62 99.65 99.61 99.61 99.61
NPCR
(%) G 99.58 99.59 99.62 99.62 99.65
B 99.62 99.56 99.60 99.60 99.66
R 3344 3338 33.39 33.38 33.44
UACI G
(%) 3334 33.70 33.51 33.39 33.46
B 3331 3342 33.44 33.48 33.40

TABLE 10. Comparison of the NPCR and UACI values of the referenced
schemes for two ciphered images with a one-bit difference in the original
image for each color component.

0, 0,
Scheme NPCR (%) UACI (%)
r g b r g b
GDIS
CPMCS 99.61 99.62  99.60 3339 3351 33.44

Wang [21] 99.61 99.61 99.62 33.44 33.52 33.50
Hsiao [22] 99.61 99.59 99.60 33.42 33.51 33.45
Patidar [16]  99.61 99.60  99.60 33.39 33.50 33.47
Wu [23] 99.61 99.61 99.61 33.46 33.50 33.48

a minimum number of bits of 10 x 387, 840, and the random
excursions and random excursion variant require at least
10 x 1 million bits; however, a 256 x 256 x 3 color image
only has 1, 572, 864 bits. The proposed scheme produces a
very random ciphered image, as reflected by the high p-values
in Table 8.

C. DIFFERENTIAL ANALYSIS (NPCR AND UACI)
Differential analysis is performed for the proposed method
using the NPCR [52] and UACI methods. These methods
are used to determine the ciphered image difference when
the original image changes by only one bit, in accordance
with Egs. (28-30).

py =" TXi=Yy (28)
L X £y
Djj
NPCR =) Zj ~ X 100% (29)
vacr =Y 3" BVl 000 o)
T Luilej FN ’

Table 9 shows that with the proposed method, the NPCR
and UACI values for the two ciphered images are very
high when the original image changes by one bit. Based
on the table, although the original image only changes by
one bit, the two ciphered images are completely different.
Table 10 shows a comparison of the NPCR and UACI values
for differential statistical tests with the referenced methods.
It can be deduced that the proposed scheme is highly sensitive
to changes in the original image.
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TABLE 11. NPCR, UACI and correlation values for the two deciphered images with a one-bit difference in the initial key for each color component.

Image RGB  NPCR (%) UACI (%) Correlation Cipher
Coefficient p-value
Hor. Ver. Diag. Hor. Ver. Diag.
r 99.62 33.44 0.0031 -0.0012 0.0033 0.3993 0.3570 0.4609
gradient g 99.58 33.34 0.0073 -0.0007 -0.0039 0.4764 0.3518 0.6752
b 99.62 33.31 -0.0156 0.0103 0.0065 0.4012 0.3533 0.5789
r 99.65 33.38 0.0100 0.0063 0.0021 0.3696 0.4330 0.5392
baboon g 99.59 33.70 -0.0128 0.0038 -0.0012 0.4680 0.5930 0.5276
b 99.56 33.42 0.0113 -0.0054 -0.0016 0.4364 0.4995 0.3629
r 99.61 33.39 -0.0070 -0.0014 -0.0029 0.5042 0.4646 0.5164
Lena g 99.62 33.51 0.0072 -0.0009 0.0149 0.5152 0.4394 0.4561
b 99.60 33.44 -0.0120 0.0203 0.0118 0.3970 0.2619 0.4985
r 99.61 33.38 -0.0008 -0.0157 0.0018 0.3871 0.3785 0.3155
peppers g 99.62 33.39 0.0150 -0.0168 -0.0118 0.4723 0.2981 0.3129
b 99.60 33.48 0.0150 -0.0040 -0.0033 0.3068 0.5968 0.4010
r 99.61 33.44 -0.0006 -0.0011 0.0005 0.3985 0.5651 0.5742
textlmage g 99.65 33.46 -0.0019 0.0119 0.0117 0.3581 0.4052 0.4487
99.66 33.40 -0.0112 0.0009 0.0078 0.4752 0.5388 0.3644

D. KEY SENSITIVITY ANALYSIS

A key sensitivity test is conducted for the proposed method
to determine its sensitivity to a key change. When a good
encryption scheme is used, a one-bit difference in the key
will lead to a notable change in both the ciphered image
and the deciphered image. Table 11 represents the NPCR,
UACI, and correlation coefficient values of two ciphered
images encrypted using two similar keys. The first key is
987654321012345, and the second key is 987654321012346.
Because the size of the keyspace for each GDIS CPMCS
process for set P256 is 21684 5 one-bit difference means that a
key only differs by as much as 271934 of the entire keyspace.
Thus, the proposed scheme is very sensitive to key alterations.
A comparison of the NPCR and UACI values from the key
sensitivity test for images encrypted using the referenced
methods can be seen in Table 12.

The proposed encryption method passes the NIST bench-
mark test, test of sensitivity to differential analysis, and test of
sensitivity to keys; hence, attempts to attack utilizing cipher-
text only, known plaintext, chosen ciphertext, and chosen
plaintext can only be executed when an adversary has the
original key in the form of the initial key and sequence key.
However, it is difficult to obtain the initial and sequence
keys from the used permutation pattern because we apply a
one-way function to process key generation. Moreover, the
ciphertext key is associated with plaintext so that different
plaintexts with the same key will produce different permuta-
tion patterns.
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TABLE 12. Comparison of the NPCR and UACI key sensitivity values of the
referenced schemes.

Scheme NPCR (%) UACI (%)
GDIS CPMCS 99.60 33.47
Tong [14] 99.56 34.05
Seyedzadeh [17] 99.61 33.45

Furthermore, a slight shift in the plaintext causes a sig-
nificant and random shift in the ciphertext. Then, breaking
the key is only possible if the pattern used by the key
is unchanged. Additionally, the key sequence used in our
method continues to change from time to time. Thus, accord-
ing to the aforementioned analysis, we can conclude that the
proposed algorithm is resistant to ciphertext only, known-
plaintext, chosen-ciphertext, and chosen-plaintext attacks,
as discussed by Wang [53], [54].

E. ANALYSIS OF THE ROBUSTNESS TO NOISE

An analysis of the robustness to noise is conducted for the
proposed method when the ciphered image contains Gaus-
sian, Poisson, salt-and-pepper and speckle noise. The peak
signal-to-noise ratio (PSNR) [55] is calculated by Eq. (31),
where Imax is the maximum intensity of the image (255 for
a gray level image) and the mean square error (MSE) is
determined using Eq. (32); the MSE is used to measure the
robustness to noise. High PSNR values and low MSE values
for the original and deciphered images when the ciphered
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Noised Cipher

Gaussian v=0.01 Poisson Salt Peppers d=0.05 Speckle v=0.04

Decrypted Image

MSE =2245.53
PSNR = 14 .62

MSE =1076.78
PSNR = 17.81

MSE = 439.52
PSNR =21.7

MSE =2426.75
PSNR = 14.28

FIGURE 4. The deciphered Lena image when the ciphered image contains
Gaussian noise, Poisson noise, salt-and-pepper noise, and speckle noise.

Loss Cipher

Loss 25% row Loss 25% col Loss 50% row Loss 50% col

Decrypted Image

MSE =2510.6
PSNR = 1413

MSE =2545.26
PSNR = 14.07

MSE =5003.18
PSNR = 11.14

MSE =5025.66
PSNR = 11.12

FIGURE 5. The deciphered pepper image shows data loss in the ciphered
image at 25% and 50% loss levels for columns and rows, respectively.

image contains noise indicate that the encryption method is
robust to noise.

I}
PSNR = 20 x log,, (%) 31)
1

mxn Z:‘:l Z]m:l (Xij - Yij)2 (32)

Fig. 4 shows the deciphered Lena image when the ciphered
image contains standard Gaussian noise with v=0.01 and
Poisson noise, salt-and-pepper noise, or speckle noise with
v=0.04. As shown in Fig. 4, the deciphered image can be
recognized with low MSE values and relatively high PSNR
values, which suggests that the proposed scheme is robust to
noise.

MSE =

F. ANALYSIS OF THE ROBUSTNESS TO DATA LOSS

An analysis is conducted for the proposed method when
the ciphered image experiences some data loss. According
to Fig. 5, the decrypted image can be retrieved even when
the ciphered image experiences significant data loss (i.e.,
data loss levels of 25% and 50% for the rows and columns,
respectively). The relatively low values of the MSE and high
values of the PSNR verify that the proposed scheme is robust
to data loss.

VI. CONCLUSION
The proposed image encryption scheme uses two pseudosets
generated by GDIS CPMCS to diffuse image pixels and
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control the shift distance of the row and column rotations.
Commonly, encryption methods with a large keyspace are
characterized by long processing times. However, the pro-
posed method produces a larger keyspace than the referenced
encryption schemes and achieves an encryption processing
time that is much shorter than those of the referenced papers.
The size of the keyspace reaches 2339 for an image size of
256 x 256, and the encryption process requires only 27.78 ms
running on the test laptop.

The ciphered image has a very high degree of randomness
based on the results of the entropy and NIST randomness
tests. The proposed method is also very sensitive to key
alteration; changing one bit of the 21,684 possible initial keys
will produce a notably different ciphered image, as shown for
the Lena image, with NPCR and UACI values of 99.61% and
33.44%, respectively, and a correlation of 0.0095. In terms of
differential analysis, changing one bit in the original image
leads to a significant difference in the ciphered image, as indi-
cated by NPCR and UACI values of 99.61% and 33.45%,
respectively. The proposed method is also robust to noise (i.e.,
Gaussian, Poisson, salt-and-pepper, and speckle noise) and
data loss, so it can be used to efficiently transmit information
via a nonerror-free communication system.
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