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ABSTRACT In this study, we propose a reverberation suppression algorithm for linear frequency-modulated
(LFM) pulse sonar systems using a non-negative matrix factorization (NMF) method. Because conventional
NMF-based reverberation suppression algorithms are only applicable to continuous wave reverberation,
we propose two pre-processing methods, namely dechirping transformation and modulo operation, to facil-
itate application of the NMF method to LFM reverberation. Moreover, we impose additional sparse
constraints on the NMF method to improve its performance. To evaluate the proposed algorithm, an exper-
iment involving simulated LFM reverberation is performed. The results thereof show improved detection
performance at several signal-to-reverberation ratios and false alarm conditions. Moreover, the proposed
algorithm is also applied to sea experiment data. According to the sea experiment analysis, the algorithm
is able to suppress the LFM reverberation effectively and improve detection performance in practical
LFM pulse sonar systems.

INDEX TERMS Active sonar, dechirping transformation, modulo operation, non-negative matrix
factorization, reverberation suppression, sparse constraints.

I. INTRODUCTION
Active sonar is an underwater surveillance system that trans-
mits pulses and analyzes received signals to detect, track,
and classify underwater targets. During propagation through
an underwater medium, the transmitted pulse is reflected by
targets and scatterers to form the received signals; therefore,
in addition to the target echoes, other unwanted reflections
(termed reverberation) occur. Generally, an active sonar uses
a matched filter to detect targets. The matched filter works
to perform a sort of cross correlation between the transmitted
pulse and the received signal. Because additive white Gaus-
sian noise (AWGN) is not correlated by the transmitted pulse,
the matched filter can work well in an AWGN environment.
However, reverberation is highly correlated with the trans-
mitted pulse; therefore, the reverberation interferes with the
detection of the target echo by the matched filter. To improve
the detection performance, extensive studies on reverberation
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suppression algorithms for active sonar have been conducted
in the past decades [1]–[6].

We can categorize these studies on the basis of two
approaches. The first approach involves designing a pulse
waveform that is robust in a reverberation environment.
Yves Doisy et al. classified the reverberation environment
into three types, considering the beam steering angle and
reverberation spectrum of each pulse [7]–[9]. From their
study, we can conclude that the reverberation environment
involves different reverberation interferences, depending on
the transmitted pulse and the Doppler of the target to be
detected. However, each type of pulse has its own merits;
for example, some pulses provide an enhanced range or
Doppler resolution, while others ensure transmission effi-
ciency. Therefore, the theoretical reverberation performance
cannot always be a priority, and some applications may
demand enhancement of other characteristics [4], [10], [11].

To account for the merits of the different pulse types,
the second approach can also be used. The most widely
used and successful algorithm is that of the pre-whitening
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method that employs the auto-regressive (AR) model pro-
posed by S. Kay [12]. However, this method assumes
continuous wave (CW) reverberation, which has a nar-
rowband spectrum. Thus, it is difficult to apply to linear
frequency-modulated (LFM) reverberation, because it has a
wideband spectrum. Although Camillet et al. attempted to
use the AR pre-whitening method for LFM reverberation,
their study did not provide a fundamental solution to the
LFM reverberation problem [13]. To address this issue,
Choi et al. proposed a pre-whitening method based on
dechirping transformation [14]. Their method was different
from that of Kay because it applied the dechirping trans-
formation to produce the LFM reverberation as a tonal-like
signal. Although Choi et al.’s method focuses on LFM
reverberation suppression, it still presents some limitations.
Choi et al.’s method assumes that strong reverberations
from the sea surface or seabed are received, and they use
these reverberations to design an inverse filter with an adja-
cent beam signal. Therefore, spreading reverberations that
normally occurs cannot be suppressed. As an alternative,
the principal component inversion (PCI) algorithm has been
proposed [15]. This algorithm models the reverberation as
the sum of several signals and finds a low-rank approxima-
tion of the signal matrix using singular value decomposition.
As an improvement to the PCI algorithm, the signal subspace
extraction (SSE) algorithm has been recently proposed [16].
The advantage of the SSE algorithm is that it models rever-
beration as a sum of the higher and lower reverberation parts.
However, these methods are limited in that the reverberations
and signal power must be estimated or properly selected.
Further, they do not consider the characteristics of the pulse
itself.

Recently, Lee et al. proposed a CW reverberation suppres-
sion algorithm based on non-negative matrix factorization
(NMF) [17]. The NMF algorithm decomposes a non-negative
matrix into two non-negative matrices with the advantage
of representing the sparse features of the matrix [18]–[20].
In Lee et al.’s study, they used the NMF to obtain the seg-
mented signal representation in the time-frequency domain.
Because the NMF method is processed in the time-frequency
domain, it has the advantage of reflecting the signal charac-
teristics. They have thus successfully improved the detection
performance by suppressing the CW reverberation. However,
this algorithmwas developed for CWpulse sonar systems and
therefore fails when applied to LFM pulse sonar systems.

In this study, we propose an LFM reverberation suppres-
sion algorithm using the NMFmethod. Because conventional
NMF methods cannot directly be applied in LFM reverbera-
tion environments, we introduce two pre-processing strate-
gies, namely, the dechirping transformation and the modulo
operation. We also propose the adoption of new sparse con-
straints based on the power of an estimated echo time basis
to emphasize target echo signal components.

The remainder of this paper is organized as follows.
In Section II, we present the problem statement, time-
frequency model, and NMF model. The NMF algorithm

with its CW applications is also discussed in this section.
In Section III, we propose the novel LFM reverbera-
tion suppression algorithm using the NMF method with
pre-processing and reconstruction of the target echo signal.
In Sections IV and V, we present the simulation and sea
experiment analysis, respectively, which are used to evalu-
ate the proposed method. Finally, Section VI concludes this
paper.

II. PRELIMINARIES
A. PROBLEM STATEMENT
In this study, we focused on reverberation suppression of
LFM pulsed sonar systems, which are used in anti-submarine
warfare. To detect silent submarines, modern sonar systems
transmit various types of pulses at frequencies of several
kilohertz or lower. CW and LFM pulses are primarily used;
CW is superior for Doppler estimation, whereas LFM is
superior for range estimation. A suitable pulse type is chosen
depending on the situation. In addition, modern sonar systems
generally use multiple sensors, such as a towed array sonar
or a cylindrical array sonar, which perform the beamform-
ing for discrimination of information from different angles.
To develop a reverberation suppression algorithm, therefore,
we need to understand the reverberation characteristics in
these sonar systems. Doisy et al. [7]–[9] investigated these
reverberation conditions in detail. In their study, they divided
the reverberation region into three zones, namely, A, B, andC.
Fig. 1 shows the differences between CW reverberation and
LFM reverberation in terms of angle θ , steering angle θ0, and
ownership velocity v. The angle is expressed as sin θ . We can
observe in Fig. 1 (a) that CW reverberation has a narrow-band
spectrum, and it varies with the steering angle. Because the
CW reverberation spectrum is narrow, zone A, formed by low
Doppler targets, is small. Therefore, zone B is the area of
primary concern. Zone C is not always included in the rever-
beration spectrum because the target is fast. Therefore, zone C
is often disregarded. Because the LFM pulse has a wideband
spectrum and a Doppler insensitive property, its reverberation
is different fromCW reverberation. Fig. 1 (b) shows that LFM
reverberation has a wideband spectrum and is almost invari-
ant regardless of the steering angle. Additionally, because the
LFM pulse is Doppler insensitive, the spectrum of the target
echo overwhelms this reverberation spectrum even in the
presence of a moving target. Therefore, in LFM reverberation
environments, zone B is suppressed, and zone A is dominant.
In summary, the LFM reverberation suppression algorithm
must have the ability to distinguish buried target echo signals
from the wideband reverberation spectrum.

B. TIME-FREQUENCY MODEL OF RECEIVED SIGNAL
The transmitted pulse used in active sonar can be expressed
as

sp(t) = cos (2π fct + φ(t)), 0 ≤ t ≤ T , (1)

where fc is the center frequency, φ(t) is the phase, and T is
the length of the pulse. The phase of an LFM pulse can be
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FIGURE 1. Comparison of reverberation environments: (a) CW pulse and
(b) LFM pulse.

expressed as

φLFM (t) = 2π
1
2
γ t2, 0 ≤ t ≤ T , (2)

where γ = B/T is the chirp rate of the LFM pulse, and B is
the bandwidth of the LFM pulse.

The received beam signal can be expressed as

x(t) = se(t)+ sr (t)+ n(t), (3)

where se(t) is the received target echo signal, sr (t) is the rever-
beration signal, and n(t) is ambient noise, which is modeled
as a zero-mean Gaussian distribution.

The target echo signal can be modeled as

se(t) = aesp(ηe(t − τe)), (4)

where ae, ηe, and τe are an attenuation factor, a Doppler scale
factor, and the time delay of the target echo, respectively.

During the propagation in the underwater channel,
the transmitted pulse is reflected by many scatterers. This
causes time, frequency, and phase dispersion or spreading.
Consequently, an unwanted signal, referred to as a reverber-
ation, occurs as interference. Because reverberation signals
are generally considered as nonstationary, some studies have

FIGURE 2. Spectrogram of target echo of LFM pulse.

been devoted to synthesizing the power spectral density of
nonstationary reverberation using AR modeling [21], [22].
However, we assumed that the reverberation suppression
algorithm is conducted with block units, and the condition of
being locally stationary is satisfied in the processing block.
Therefore, we used a straightforward point scattering rever-
beration model. Reverberation signals can be modeled as
the sum of many reflected signals by scatterers and can be
expressed as

sr (t) =
∑
i

aisp(ηi(t − τi)), (5)

where ai is an attenuation factor, ηi is a Doppler scale factor,
and τi is the time delay of the ith scatterer. The number of
scatterers depends on various factors, including the oceanic
environment, beam width, and bandwidth, which cause
the probability characteristics of the matched filter output
to change. However, describing the detailed relationship
between the number of scatterers and the various oceanic
factors is beyond the scope of this paper [2].

To observe the information in the received signal, the time-
frequency representation is often used. To convert the time
signal to the time-frequency domain, a short time Fourier
transform (STFT) is generally used as follows [23]:

X (k, n) =
∞∑

m=−∞

x(m)w(m− n1h)e−j2πkm/lw , (6)

where x(m) is the sampled beam signal, w(m) is the window
function of lw samples, m is the index of each sample, and
1h is the hop size. Further, k and n are the frequency bin and
time frame bin indexes, respectively. The magnitude square
of (6) yields the spectrogram V as follows:

[V](k,n) = |X (k, n)|2, (7)

where [V](k,n) is the (k, n) element of matrix V.
Fig. 2 provides an example of a spectrogram of the LFM

target echo arriving at 0.33 s in a noise-limited environment.
To calculate a spectrogram, STFT is performed with a 0.1 s
Hamming window and a 75% overlap (i.e., hop size of 25%
of window length). Note that the amplitude is normalized
to the maximum value and is the same thereafter, unless
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FIGURE 3. Spectrogram of target echo with reverberation noise.

otherwise stated. Fig. 3 presents the spectrogram of LFM
reverberation with a buried target echo. Because the rever-
beration spectrum masks the target echo signal, it is difficult
to recognize that the target is present in this spectrogram
(indicated by the red arrow) [1], [2], [17].

C. CW REVERBERATION SUPPRESSION USING
NON-NEGATIVE MATRIX FACTORIZATION
From the non-negative spectrogram in (7), we could develop
the NMF algorithm. NMF decomposes the non-negative
matrix into a multiplication of two non-negative matrices.
The NMF model is expressed as

V =WH+ E, (8)

where V ∈ R+K×N , W ∈ R+K×L , H ∈ R+L×N , and E ∈ R+K×N .
As mentioned previously, the matrix V is the spectrogram
of the input signals with K frequency bins and N time
frames, and W and H are the frequency and time basis
matrices, respectively. Further, L is the rank of the NMF. The
matrices W, and H can be estimated from the input spectro-
gram V by the multiplication update (MU) rule using a cost
function with the Kullback–Leibler (KL) divergence [19].
Virtanen [20] proposed a generalized update rule that can be
expressed as

W ← W ◦
∇
−

WC(W,H)

∇
+

WC(W,H)
, (9)

H ← H ◦
∇
−

HC(W,H)

∇
+

HC(W,H)
, (10)

where ◦ and the fractions represent the Hadamard multipli-
cation (element-wise product) and element-wise divisions,
respectively. ∇+WC(W,H), ∇−WC(W,H) and ∇+HC(W,H),
∇
−

HC(W,H) are the positive and negative parts of gradient
∇WC(W,H) and∇HC(W,H), respectively. Because the pos-
itive and negative parts have non-negative values, the gradient
can be expressed as

∇WC(W,H) = ∇+WC(W,H)−∇−WC(W,H), (11)

∇HC(W,H) = ∇+HC(W,H)−∇−HC(W,H). (12)

FIGURE 4. NMF scheme of two different parts, target echo (WP , HP ) and
reverberation (WR , HR ).

Recently Lee and Lim proposed a CW reverberation sup-
pression algorithm using an NMF method [17]. To establish
the frame of the algorithm, they first divided the input signal
spectrogram into the target echo and reverberation parts, and
then applied different constraints to each basis. Because of
this division, NMF can estimate the information of the target
echo and the reverberation separately. Fig. 4 shows their
proposed NMF scheme. The frequency basis matrix W and
the time basis matrix H are expressed as

W =
[
WP

... WR

]
, (13)

H =

HP
· · ·

HR

 , (14)

where WP ∈ R+K×LP is the target echo part of the frequency
basis matrix, WR ∈ R+K×LR is the reverberation part of the
frequency basis matrix, HP ∈ R+LP×N is the target echo part
of the time basis matrix, andHR ∈ R+LR×N is the reverberation
part of the time basis matrix. Further, LP and LR are the basis
numbers of the target echo and the reverberation, respectively,
and L = LP+LR. Then, the NMFmodel (8) can be expressed
as

V =WPHP +WRHR + E, (15)

where E ∈ R+K×N is an error matrix. The additivity assump-
tion of the target echo (WPHP) and reverberation (WRHR)
in the NMF model (15) is reasonable because it is consistent
with the signal model (3).

In Lee’s method, the CW target echo components were
shown as horizontal lines in the spectrogram. This indicates
that CW target echo information is concentrated in a narrow
or single frequency bin and is continuous along several time
bins. Fig. 4 shows the meaning of this assumption. In the
figure, matrix V is decomposed as WP, WR, HP, and HR.
As WP is fixed in advance, after decomposition, the infor-
mation of the target (green cell) in V appears in a form in
which a specific region of the HP matrix is activated on a
specific frequency basis of theWP matrix. Therefore, we can
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FIGURE 5. Block diagram of proposed LFM reverberation suppression scheme.

reconstruct the target echo signal fromWP andHP, which are
indicated inside the red rectangles.

On the basis of the above explanation and Fig. 4, Lee’s
NMF algorithm is conducted as per the following process.
WP is initialized with a set of one-hot encoded vectors, which
represent the specific Doppler target echoes and are fixed
during the update. Other matrices are then updated using
the MU rule with several constraints until convergence is
achieved. Finally, echo information is reconstructed from the
target echo basis matrices.

III. PROPOSED LFM REVERBERATION SUPPRESSION
USING THE NMF METHOD
A. CONTRIBUTION OF THE PROPOSED METHOD
As we explained in Section II, LFM reverberation differs
from CW reverberation, and the conventional NMF method
cannot be applied to an LFM sonar system because, in this
method, it is assumed that the CW target echo is shown
as a continuous straight line in the spectrogram. However,
the LFM signal is shown as an inclined diagonal line from
which the frequency varies over time. Additionally, the LFM
reverberation has a broader spectrum. Therefore, if we apply
the conventional NMF method in LFM sonar systems, it is
difficult to distinguish target echo information.

To overcome these problems, we modified Lee’s
NMF-based CW reverberation suppression algorithm to
suit LFM reverberation. Fig. 5 shows the proposed LFM
reverberation suppression scheme. When a beam signal
is received, pre-processing steps are applied. After pre-
processing, the beam signal is converted to a non-negative
spectrogram suitable for use with the NMF algorithm. The
modified NMF algorithm is then iteratively applied until it
converges. Finally, the target echo signal is reconstructed by
applying the inverse processing of the pre-processing steps in
reverse order.

The main contributions of this study are the design
of two pre-processing methods, namely the dechirping

transformation and the modulo operation, and the update
operation of the target echo time basis matrix HP that
employs a sparse constraint. The first pre-processing method,
the dechirping transformation, is adopted to transform a
diagonal LFM target echo into a straight line similar to the
case with a CW target echo. The other pre-processing step,
the modulo operation, is adopted to compensate for target
echo information that is split by block processing.HP update
with sparse constraint is adopted to suppress more reverbera-
tion energy and emphasize the target echo signal.

B. PRE-PROCESSING
Typically, the signal is sampled and processed with block
units. If we denote vector x as the entire received signal and
divide it into Q block units, it can be expressed as follows:

x =
[
xT1 · · · x

T
q · · · x

T
Q

]T
, (16)

where xq is the qth block signal and can be expressed as
follows:

xq = [x ((q− 1)M + 1) , · · · , x ((q− 1)M +M)]T . (17)

whereM is the number of samples corresponding to the pro-
cessing block, which is set to the pulse length for convenience
in processing.

The dechirping transformation method aims to change the
LFM target echo into a horizontal line before it is applied to
the NMF algorithm. When the LFM pulse is defined as (2),
the dechirping vector can be defined as

g = exp

(
−j2π

1
2
γ

(
m
fs

)2
)
, m = 0, · · · ,M − 1, (18)

where fs is the sampling frequency, and γ is the chirp rate of
the LFM pulse. Then, the dechirping transformation for the
qth block signal can be performed as

xDec,q = xq ◦ g. (19)
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FIGURE 6. Dechirping transformation.

Note that the length of the processing block is equal to
the length of the pulse and dechirping vector. In addition,
we assume that the Doppler of the received target echo does
not influence the dechirping transformation results because
the LFM pulse is Doppler insensitive. Moreover, we assume
that the target is expected to have a low Doppler. That is, it is
not expected that a large difference will occur in the slant
line of the LFM, and the echo information will be included
in the same frequency bin after the transformation. We also
assume that reverberation does not influence the dechirp-
ing transformation because the reverberation spreads, and
the dechirping transformation is not completely performed.
In contrast to reverberation, the target has a higher coherence,
and its information will be delivered through the dechirp-
ing transformation. Even if the reverberation component is
dechirped, the effect of reverberation is small. This is because
only very few reverberation components with arrival times
near the target echo in the time domain are located in the
frequency bins near the target after transformation. Therefore,
if a specific LFM pulse arrived at τEcho = κT in the process-
ing block, where κ is a constant between 0 and 1, we can
expect that it will be located at −κB after the dechirping
transformation. Furthermore, we can estimate the effect of
the cut signal by block processing. Therefore, the received
LFM signal, which includes the target echo and reverberation,
will be shown as a parallelogram. Fig. 6 shows the dechirping
transformation in detail.

It is common and unavoidable to process the input signal
in block units, and there is a possibility that the received
LFM pulse would be cut, as shown in Fig. 6. If we apply

the NMF algorithm separately without other considerations,
target echo information will disappear because NMF uses
continuity information of the echo signal. If we increase
the block length to prevent this phenomenon, the dechirping
transformation spreads the LFM reverberation spectrum over
the transformed frequency axis as in Fig. 7, which shows
an example with a spectrum with double the length. In this
case, the NMF algorithm would also fail because the rever-
beration spectrum is no longer spread, and it has a specific
length in a specific frequency bin. NMF therefore recognizes
this reverberation spectrum as the target echo. Owing to the
lengthened block, the reverberation spectrum range is wider
and the NMF requires more ranks. Therefore, this method is
not a satisfactory solution.

To solve this problem, we adopt the modulo operation,
which alters the LFM target echo continuously, regardless
of its arrival time. Generally, the modulo operation involves
finding the remainder after the division of one number by
another. That is, numbers are wrapped around when attaining
a certain value [24]. A similar concept is used in the phase
unwrapping algorithm for speech signal processing. In this
algorithm, the estimated phase is unwrapped to eliminate
the discontinuity [25]. Motivated by this, we proposed a
new technique to attach the target echo components in the
spectrogram to their proper positions; hence, we named it
the modulo operation. However, the proposed technique is
different from the conventional concept because it focuses
on the discontinuity in block processing. Fig. 6 shows that
after the dechirping process, a signal in the LFM bandwidth
is modified into a parallelogram. To maintain the target echo
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FIGURE 7. Problem of dechirping transformation when a block signal with double the length is applied at once.

FIGURE 8. Modulo operation.

information, the lower triangle of this parallelogram needs
to be attached to the right side of the upper triangular part.
Through this modulo operation, the target echo signals in
a different block are attached, and block processing prob-
lems are addressed. If we define VDec,q as a spectrogram
of a dechirped signal xDec,q, the modulo operation can be
expressed as

[
VMod,q

]
(k,n) =

{[
VDec,q

]
(k,n) , (k, n) ∈ ALow[

VDec,q
]
(k−KB,n)

, (k, n) ∈ AUp,
(20)

where ALow =

{
(k, n)|0 ≤ k < −KB

M n+ KB
}
, AUp ={

(k, n)| − KB
M n+ KB < k ≤ KB

}
are set indicating the lower

and upper triangular regions in the spectrogram, respec-
tively. KB is the number of bins corresponding to the
bandwidth of the LFM pulse. After applying the mod-
ulo operation to each block, we attach these results as
follows:

VMod =

[
VMod,1

... · · ·
... VMod,Q

]
. (21)
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FIGURE 9. Spectrogram of block signals of simulation data.

FIGURE 10. Spectrogram of dechirping-transformed block signal of
simulation data.

Because the target echo can exist only in a frequency
range from zero to bandwidth B, we remove the outer region
before applying the NMF method. We can then apply the
NMF method to this pre-processed spectrogram VMod . Fig. 8
shows the modulo operation scheme in detail. The imple-
mented NMF algorithm is the same as the algorithm used in
CW sonars. The performance is improved via addition of
sparse constraints, which are introduced subsequently.

C. ESTIMATING THE NMF BASIS MATRICES
The basic NMF model employs the same method as as
Lee’s NMF method, except that we use the pre-processed
spectrogram in (21) as follows:

VMod =WPHP +WRHR + E. (22)

To separate the target echo and the reverberation parts,
we initialize and fix WP as a Doppler-shifted frequency
template for the pre-processed data, and we then estimate the
matrices HP, WR, and HR by applying the MU rules with
KL divergence iteratively. To estimate the basesHP properly,
we apply some additional constraints, which can distinguish
the target echo components, and then modify the update

FIGURE 11. Modified spectrogram of simulation data.

FIGURE 12. NMF results of simulation data.

rules to utilize the sparsity of the target echo basis matrix.
The constraints are the same as those of the conventional
method [17]. However, the update rule to utilize the sparsity
is an original contribution of this study.

To utilize the information of a target echo concentrated in a
narrow frequency bin (strictly speaking, it does not represent
real frequency because the dechirping transformation has
been conducted), each basis ofWP is constrained to indicate
the specific frequency bin, which relates to a specific arrival
time of the transmitted LFM pulse. This can be implemented
by one-hot encoding, indicating that only the elements of the
column of WP that have values for the specific elements in
which the Doppler of the target is expected are used, while
the remaining elements are set to zero. Therefore, WP is set
as

WP =
[
wP,1, · · · ,wP,l, · · · ,wP,LP

]
, (23)

where wP,l ∈ R+K×1 is the lth target echo frequency basis.
wP,l is expressed as

wP,l = [0, 0, · · · , 1, · · · , 0, 0]T . (24)
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FIGURE 13. Estimated time basis of simulation data.

In this equation, the value 1 is placed at the specific frequency
bin corresponding to the target echo arrival time. This struc-
ture is similar to the Doppler replica of the matched filter,
which is used to verify all the hypotheses of the target Doppler
to be detected.

To utilize information of the target echo that has continuous
features in the time bin,HP is estimated using a cost function
expressed as

C(WP,HP) = CRE (WP,HP)+ αCTC (HP)+ βCTLL(HP),

(25)

TABLE 1. Summary of proposed algorithm.

whereCRE (WP,HP),CTC (HP), andCTLL(HP) are the cost of
the reconstruction error (RE), the temporal continuity (TC),
and the temporal length limitation (TLL), respectively.

The gradient of every cost is the weighted sum of the
gradients of each cost:

∇HPC = ∇HPCRE + α∇HPCTC + β∇HPCTLL , (26)

where α and β are the weighting parameters for TC and
TLL, respectively. Note that we omit the parentheses for
convenience.

If we split this gradient into positive and negative
terms, (26) is expressed as

∇HPC =
(
∇
+

HP
CRE −∇

−

HP
CRE

)
+α

(
∇
+

HP
CTC −∇

−

HP
CTC

)
+β

(
∇
+

HP
CTLL −∇

−

HP
CTLL

)
. (27)

Then, we can express the total gradient terms as

∇HPC = ∇
+

HP
C −∇−HP

C (28)

where the positive terms ∇+HP
C and the negative terms ∇−HP

C
are given by

∇
+

HP
C = ∇+HP

CRE + α∇
+

HP
CTC + β∇

+

HP
CTLL , (29)

∇
−

HP
C = ∇−HP

CRE + α∇
−

HP
CTC + β∇

−

HP
CTLL , (30)

respectively (see Appendix A for calculation of each term).
Consequently, HP can be estimated using (12) as

HP← HP ◦
∇
−

HP
C

∇
+

HP
C
. (31)
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FIGURE 14. Comparison of matched filter results using (a) received signal, (b) output signal of dechirping AR pre-whitening, (c) output signal of
PCI, and (d) output signal of the proposed algorithm with simulated data.

To improve the NMF algorithm performance, we modify
it with sparse constraints. There are different techniques to
handle sparse constraints; we have focused on estimating
sparse channels using adaptive filters as we believe that it
is suited for our study. Duttweiler proposed a proportionate
normalized least mean square (PNLMS) algorithm, which is a
variation of the least mean square (LMS) algorithm [26], [27].
In the PNLMS algorithm, each filter coefficient is updated by
adjusting the step size in proportion to the estimated coeffi-
cient to utilize sparse information of the echo path channel.
Recently, this concept has been extended to the arrival estima-
tion algorithm [28]. Motivated by these studies, we propose
sparse constraints on (31), which involve updating the echo
time basis HP. Sparse update rules for HP can be expressed
as follows (see Appendix B):

HP← (I− D)HP + D
∇
−

HP
C

∇
+

HP
C
HP, (32)

where I is an identity matrix and ∇+HP
C and ∇−HP

C are the
positive and the negative total gradient terms in (29) and (30),
respectively.Moreover,D is a diagonalmatrix, which consists
of the normalized power of each basis vector.

Reverberation is assumed to contain a more fluctuating
component with a constrained target echo part. Therefore,
estimation of the reverberation basis is achieved via the
MU rule without additional constraints as

WR ← WR ◦
[V/(WH)]HR

1K×NHT
R

, (33)

HR ← HR ◦
WT

R [V/(WH)]

WT
R1K×N

. (34)

The NMF algorithm is applied iteratively using (23),
(32), (33), and (34) until it achieves convergence. After the
NMF algorithm converges, the target echo information can
be estimated by multiplying the matrices WP and HP.
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FIGURE 15. Analysis of receiver operating characteristics. This analysis was conducted at SRRs of (a) −12 dB, (b) −10 dB, (c) −8 dB, and
(d) −6 dB.

The NMF results can be expressed as

V̂ =WPHP. (35)

D. RECONSTRUCTION OF TARGET ECHO SIGNAL
In order to apply additional signal processing such as a
matched filter, the NMF results (35) need to be reconstructed
to the time domain signal. Because two pre-processing steps
are conducted, the inverse processing steps need to be applied
in reverse order to reconstruct the target echo time signal.
The demodulo operation (inverse operation of the modulo
operation) is given by

[
VDem,q

]
(k,n) =


[
V̂q

]
(k,n)

, (k, n) ∈ ALow[
V̂q

]
(k+KB,n)

, (k, n) ∈ A′Up

0, otherwise

(36)

where A′Up =
{
(k, n)| − KB

M n < k ≤ 0
}

and V̂q are the
qth block of the NMF results using (35). Because we elim-
inate the noise, this region is filled with zeros.

Thereafter, the rechirping transformation (inverse trans-
formation of the dechirping transformation) is performed.
Before performing the rechirping transformation, we per-
form an inverse STFT, as this transformation is performed
in the time domain. Note that the result of the STFT is
a complex value. Because the NMF algorithm uses only
the magnitude part to reconstruct the target echo sig-
nal from the estimated non-negative matrix, we require
the phase information. This phase information can be
obtained from the STFT results of the original input
signal [20].

If we define xDem,q as the inverse STFT signal for VDem,m,
the rechirping transformation can be expressed as

x̂q = xDem,q ◦ g∗, (37)
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FIGURE 16. Detection probabilities versus SRR at false alarm rate of 1%.

where ∗ indicates the element-wise conjugate. Since the
rechirping transformation is the inverse of the dechirping
transformation, g∗, which represents the inverse sweep rate,
indicates rechirping vector.

In summary, a reconstructed target echo signal can be
obtained by attaching each rechirped block signal as follows:

x̂ =
[
x̂T1 · · · x̂

T
q · · · x̂

T
Q

]T
. (38)

We summarize the proposed LFM reverberation suppres-
sion algorithm in Table 1.

IV. SIMULATION
To evaluate the proposed LFM reverberation suppression
method, we simulated a received echo signal using reverbera-
tion environments with a 0.4 s LFM pulse. In the simulation,
the LFM reverberation was synthesized on the basis of (5).
To simulate the reverberation, we synthesized 3000 zero-
Doppler LFM signals. The arrival time was assumed to have a
uniform distributionwith a duration of 2 s, and the attenuation
factor was set to a normal distribution with a mean of 1 and
standard deviation of 0.1.

To implement the NMF method, we applied the dechirp-
ing transformation, STFT, and modulo operation consec-
utively, as explained in Section III. The processing block
length was equal to the pulse length. STFT was performed
with a 0.1 s Hamming window and a 75% overlap. The
NMF basis number L was 410, of which the target echo
part LP and the reverberation part LR were 41 and 369,
respectively. The TC weighting parameter α, TLL weighting

parameter β, and expected echo length lT were set to 10, 1,
and 1.5 s, respectively.

The spectrogram of the simulated reverberation environ-
ment in the block unit is shown in Fig. 9, and the spectrogram
of its dechirping transformation is shown in Fig. 10. The
modified spectrogram obtained after the modulo operation
is shown in Fig. 11. In this example, the target was set to
arrive at 0.33 s with a Doppler of 0.3 m/s. The signal-to-
reverberation ratio (SRR) was set to −12 dB, which rep-
resents a harsh target detection environment. A red ellipse
emphasizes the target echo component, which is difficult to
recognize because it is hidden in the reverberation compo-
nent. However, we can observe in Fig. 12 that the NMF algo-
rithm suppresses the reverberation components, and the target
is enhanced when compared to that in Fig. 11. Fig. 13 shows
an example of the estimated target echo time basis from the
third to tenth bases. On the eighth basis, we can observe
a significant component between 0.3 to 0.7 s, whereas the
components of the other bases are relatively small.

We compared the detection performance of the proposed
algorithm with the no reverberation suppression algo-
rithm, the dechirping AR pre-whitening algorithm, and the
PCI algorithm. In the simulation, we used a normalized
matched filter as detector [29]. The normalized matched filter
results can be calculated as

χ (t) =

∫
x(t)sp(t) dt√∫

x2(t) dt
∫
s2p(t) dt

. (39)

To calculate the normalized matched filter results, we used
only a zero-Doppler replica because the LFM pulse is
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FIGURE 17. Sea experiment data with (a) time signal (whole duty cycle, dB scale), (b) time signal (reverberation region, linear scale),
(c) spectrogram (whole duty cycle, dB scale), and (d) spectrogram (reverberation region, linear scale).

FIGURE 18. Modified spectrogram of the sea experiment data.

Doppler insensitive. The order for the AR model was set
to 20, and it had the optimal condition in which the refer-
ence signal is exactly the same as the reverberation signal.

FIGURE 19. NMF results of the sea experiment data.

The PCI algorithm also had the optimal condition in which
the threshold was set assuming the power of reverberation
was known.
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FIGURE 20. Spectrogram comparison of (a) received signal, (b) output signal of dechirping AR pre-whitening, (c) output signal of PCI, and (d) output
signal of the proposed algorithm with the sea experiment data.

Fig. 14 shows the matched filter results at SRR −12 dB
using the reconstructed target echo signals. We can observe
the target echo peaks when the proposed algorithm is applied
because reverberation is considerably suppressed. We can
also observe that the target echo peaks are very narrow in
the time domain owing to the time compression ability of the
LFM pulse. Meanwhile, other results show many interfering
peaks caused by reverberation. To compare the simulation
results, the output SRR, echo peak to maximum sidelobe
peak ratio (PMPR) of the matched filter, and echo peak to
average sidelobe peak ratio (PAPR) of the matched filter were
calculated. The output SRRwas calculated by the energy ratio
of the target (ground truth) signal and the errors between the
estimated and the target signals. The PMPR and PAPR were
calculated as

PMPR = 10 log
|χ (τe)|2

maxt∈I |χ (t)|2
(40)

PAPR = 10 log
|χ (τe)|2

1
|I |

∫
t∈I |χ (t)|

2
, (41)

where I is the interval from 0 to the duration of the simulation
except for the location of the target echo peak and |I | is
the length of the interval I . The calculated results are pre-
sented in Table 2. Because the SRR condition of simulation
(−12 dB) is not suitable for comparison of the algorithms,
AR prewhitening and PCI failed to work properly. Mean-
while, the proposed algorithm worked well and provided
SRR, PMPR, and PAPR enhancements of approximately
13 dB, 3.2 dB, and 4.6 dB, respectively, for the same condi-
tion. For the quantitative analysis of detection performance,
we calculated the probabilities of detection and false alarm
rate by performing 1000 Monte Carlo simulations per SRR.
Fig. 15 shows the receiver operating characteristic (ROC)
curve with SRRs of −12 dB, −10 dB, −8 dB, and −6 dB.
The matched filter results show that the proposed algorithm
has a superior detection performance compared to the other
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FIGURE 21. Comparison of matched filter results using (a) received signal, (b) output signal of dechirping AR pre-whitening, (c) output signal of
PCI, and (d) output signal of the proposed algorithm with the sea experiment data.

TABLE 2. Performance comparison with simulated data (input SRR = −12 dB).

methods in all SRR conditions. Fig. 16 shows the detection
probabilities with respect to SRR conditions at a false alarm
rate of 1%. From this graph, we can also see that the detection
performance of the proposed algorithm is superior compared
to that of other methods.

V. SEA EXPERIMENT DATA ANALYSIS
We also tested the proposed LFM reverberation suppression
algorithm with sea data experiments, which were conducted

at the Eastern Sea of Pohang, Republic of Korea. In these
experiments, an LFM pulse with a pulse length of 0.3 s was
used, and an echo repeater was used to generate the target
echo signal. However, the received echo repeater signal was
located in the noise-limited region, and the performance of
the proposed algorithm in such regions was not considered.
Therefore, we cut out the echo repeater signal and relocated it
at the time which included the reverberation-limited region.
The target was set to arrive at 0.33 s, and its Doppler was
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FIGURE 22. Scheme of the proposed sparse constraints.

estimated as 0.3 m/s. Note that this time axis is not synchro-
nized with the transmission time. Therefore, the arrival time
of 0.33 s does not imply 0.33 s after transmission. Because
the pulse length differs from that of the simulation, we used
a 0.3 s block length, although the parameters to perform the
proposed algorithm are the same as in the simulation.

Figs. 17 (a) and (b) show the recorded time signals of
the sea experiments, and Figs. 17 (c) and (d) show its
spectrogram. Note that Figs. 17 (a) and (c) are displayed as
a dB scale for convenience. In these figures, we can observe
the strong direct blast signal in the early part of this duty
cycle and the decrease in the power of the reverberation
until it remains constant at 15 s. The dotted red line in the
figures indicates the region of 10–13 s, which relates to the
reverberation parts, thus verifying the proposed algorithm.
These regions are shown in Figs. 17 (b) and (d). That is, these
are expansions of the reverberation-limited region. The red
arrow in Fig. 17 (d) indicates where the target echo is located.
Fig. 3 and Fig. 17 (d) show very similar characteristics. This
confirms that the assumed reverberation environment is valid
in practice.

Fig. 18 and Fig. 19 show a modified spectrogram and the
NMF results of the sea experiment data, respectively. Similar
to the simulation results, the proposed algorithm suppresses
the reverberation and emphasizes the target echo. Fig. 20 and
Fig. 21 show the spectrogram and the matched filter results
of the reconstructed target echo signals, respectively. In the
spectrogram of the proposed algorithm, we can observe that
the target component (represented by the ellipse) is located at
the true echo time delay (0.33 s). However, this component
is difficult to locate in the other results. The matched filter
results indicate that, unlike the others, the proposed algorithm
effectively removes reverberation, confirming that the target
is clearly detected. These figures illustrate that the proposed
algorithm suppresses the reverberation component effectively
in real sea environments.

VI. CONCLUSION
In this study, a novel LFM reverberation suppression algo-
rithm was proposed. The proposed algorithm is based on
the NMF method. Because LFM reverberation differs from
CW reverberation, we adopted two pre-processing steps.
Specifically, the dechirping transformation and the modulo
operation are used. The dechirping transformation is used
to transform the LFM target echo into a horizontal line in
the spectrogram, and the modulo operation is used to pre-
vent loss of the target echo information by block processing.
In addition, we modified the NMF method by adding sparse
constraints on the estimation of the target echo time basis to
improve the NMF performance.

To confirm the proposed LFM reverberation suppression
algorithm, we conducted computer simulations and analy-
ses of sea experimental data. The simulation results show
that the proposed algorithm demonstrated a considerable
ability to suppress reverberation. Furthermore, we compared
the detection performance of the proposed algorithm with
that of conventional LFM reverberation suppression algo-
rithms, dechirping AR whitening, and the PCI algorithm.
In the quantitative evaluation, we confirmed that output SRR,
PMPR, and PAPR are improved by 13 dB, 3.2 dB, and
4.6 dB, respectively, when input SRR is −12 dB. Through
the analysis of ROC curves and detection probability ver-
sus an SRR condition graph, we statistically verified that
the performance of the proposed algorithm is superior com-
pared to that of other algorithms when it converges in valid
SRR conditions. To clearly verify the performance of the
proposed algorithm, sea experiment data were used. In the
experiment, the proposed algorithm efficiently suppressed
the real LFM reverberation, thereby confirming that target
detection performance was improved. In summary, the pro-
posed algorithm has demonstrated good performance in sim-
ulations and can also be applied in practical LFM sonar
systems.
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APPENDIX A
REVIEW OF GRADIENTS OF CONSTRAINTS
IN THE NMF METHOD
The cost function is composed of three parts. The reconstruc-
tion error (RE)CRE is defined by the KL divergence, which is
generally used in the NMF algorithm, and its gradient terms
are given by [19]

∇
+

HP
CRE = WT

P1K×N , (42)

∇
−

HP
CRE = WT

P
V

WH
. (43)

The temporal continuity (TC) is utilized as the time conti-
nuity characteristic of the echo signal and its gradient terms
are given by [20]

∇
+

HP
CTC =

4 NHP

H2
P1N×N

, (44)

∇
−

HP
CTC = 2N

HP→1 −HP←1

H2
P1N×N

+
2NHP ◦

[
(HP −HP→1)

2 1N×N
](

H2
P1N×N

)2 , (45)

where HP←1, HP←1 are versions of HP shifted one column
to the left and right, respectively, and 1N×N is an N × N
matrix whose elements are all one. In addition, A2 indicates
an element-wise square of matrix A.
The temporal length limitation (TLL) is utilized as the lim-

ited duration characteristic of the echo signal and its gradient
terms are given by [17]

[
∇
+

HP
CTLL

]
(r,n)
=

n+lT−1∑
m=n

(
e
[
H̄P
]
(r,m)∑N

i=1 e
[
H̄P
]
(r,i)

)2

, (46)

[
∇
−

HP
CTLL

]
(r,n)
=

n+lT−1∑
m=n

(
e
[
H̄P
]
(r,m)∑N

i=1 e
[
H̄P
]
(r,i)

)
, (47)

where [A](r,n) is the (r, n) element of matrix A and lT is the
expected target echo length.

[
H̄P
]
(r,n) is calculated by the

moving sum of each target echo time basis, i.e., rows of HP.
It is expressed as[

H̄P
]
(r,n) =

n∑
m=n−lT+1

[HP](r,m). (48)

APPENDIX B
SPARSE UPDATE RULE FOR THE ECHO TIME BASIS
MATRIX
The originally used MU rule in (31) is a modification of
the element-wise gradient descent algorithm, which can be
expressed as follows:

[HP](r,n)← [HP](r,n) − η(r,n)
(
∇
+

[HP](r,n)
C −∇−[HP](r,n)

C
)
,

(49)

where η(r,n) is the step size parameter for update and
∇
+

[HP](r,n)
C and ∇−[HP](r,n)

C are the element-wise positive and

negative parts of the gradient, which have non-negative val-
ues. Generally, η(r,n) is set to a small positive scalar value,
but if we replace it as η(r,n) = [HP](r,n) /∇

+

[HP](r,n)
C , we can

obtain (31). Using this process, if we control the step size
appropriately, we can reflect our intention.

Therefore, to apply sparse constraints, we set the step size
parameter proportional to the power of each basis vector as
follows:

η(r,n) = dr
[HP](r,n)
∇
+

[HP](r,n)
C
, (50)

where dr is the normalized power of each basis vector, which
can be expressed as

dr =
‖ [HP]r ‖2

max
(
‖ [HP]1 ‖2, · · · , ‖ [HP]LP ‖2

) , (51)

where [HP]r is the r th row vector of HP and ‖ · ‖2 indicates
the diagonal matrix, l2-norm. Note that we constrain each
power of the echo time basis and not each element of HP.
If we substitute (49) into (50), it yields the new element-wise
update rule as follows:

[HP](r,n)← (1− dr ) [HP](r,n) + dr
∇
−

[HP](r,n)
C

∇
+

[HP](r,n)
C

[HP](r,n) .

(52)

If we formulate these element-wise update rules in a matrix
form, we can replace equation (31) as follows:

HP← (I− D)HP + D
∇
−

HP
C

∇
+

HP
C
HP, (53)

where I is an identity matrix and ∇+HP
C and ∇−HP

C are
positive and negative total gradient terms in (29) and (30),
respectively. D is a diagonal matrix, which consists of the
normalized power of each basis vector and can be expressed
as follows:

D = diag
(
d1, · · · , dLP

)
, (54)

where diag( · ) indicates a diagonal matrix. Fig. 22 shows the
scheme of the proposed sparse constraints in detail.
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