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ABSTRACT The kidney-inspired algorithm (KA) was presented in a recent research paper as a metaheuristic
search algorithm. The KA imitates the physiological process of the kidneys in the human body. The second
kidney in the human body filters all the solutes if the other kidney fails. If the second kidney also gets
damaged, dialysis can be performed as a treatment. The failure of a kidney is proved by the Glomerular
Filtration Rate (GFR) calculation. In this paper, a Dual-population Kidney-inspired Algorithm (Dual-KA),
which contributes to the enhancement of a diversity of solutions and, subsequently, better exploration of the
search space, is proposed, as a research objective, in the form of a novel simulation of cooperation between
kidneys in human body. If GFR is greater than 60 in each iteration, the process in Dual-KA is continued as
normal. If this number is between 15 and 60, some treatment is performed. Else, if the GFR is less than 15
and the current sub-population is the first sub-population with a GFR of less than 15, all the solutions in the
current sub-population are sent to the other sub-population in the current iteration. Otherwise, a dialysis or
transplant process is carried out. Dual-KA is tested on 12 known test functions, standard classification and
time series datasets. Water quality prediction and cancer detection are two real-world applications of this
algorithm. The mentioned algorithm is run on these problems and its high ability is proved.

INDEX TERMS Dual kidney-inspired algorithm, artificial neural network, water quality prediction, cancer

detection.

I. INTRODUCTION

Optimization methods, which are normally provided by
metaheuristic algorithms as one of the intelligent system
techniques, can optimize Artificial Neural Network (ANN)
models. Many researchers have employed metaheuristic algo-
rithms to train ANN models [1]-[9]. Finding the global
optima solution is the most important goal of the optimization
process. Interaction between exploration and exploitation
is the main mechanism for finding the global optimum.
However, a greater amount of exploration compared to
exploitation aids the algorithm in finding the global opti-
mum. In many research studies, it has been proved that
a multi-population maintains the diversity of the solu-
tions and enables movement towards the global optimum.
In [10] a multi-population cooperative method for Particle
Swarm Optimization (PSO) called CPSO-S was offered.
This method was rooted in dividing the solution vector
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into smaller parts where each part is optimized separately.
Another multi-population PSO-based method that engages
two sub-populations searching separately in parallel with reg-
ular information passing between them was proposed in [11].
Other multi-population approaches applied to PSO can be
found in the literature [12]-[17]. Some multi-population
Genetic Algorithm (GA)-based approaches have also been
proposed [15], [18]-[21]. Moreover, a ring-master-slave
multi-population bat algorithm-based approach was per-
formed in [4]. In addition, in [3] another multi-population
method for cuckoo search was proposed which was used
as a master-leader-slave strategy of multi-population. In this
study, a master-slave strategy is guided using another
sub-population called leader. Study of harmony search
algorithm with multi-population that combines cooperative
and competitive approaches was proposed in [22]. In line
with these studies a unique strategy inspired from the
physiological process of the two kidneys in human body
is proposed with the aim of more exploration in basic
KA [23].
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The method presented in this paper is a multi-population
approach simulated from cooperation between the two kid-
neys in the human body, based on the KA proposed in [23].
The KA simulates the filtration mechanism of the human kid-
neys. The population of this algorithm contains solutes (solu-
tions) filtered using the filtration rate (fr), which is computed
based on the quality of solutions in the population. Good-
quality solutions (with better quality compared to fr) are
sent to Filtered Blood (FB) and poor-quality solutions (with
poor quality compared to fr) are moved to Waste (W). Then,
based on a number of conditions, reabsorption, secretion, and
excretion are carried out. Finally, W and FB are combined and
Jr is updated. The KA has solved a number of optimization
problems in previous research works [24]—[33].

In this paper, a novel simulation of how the two kidneys
work together in the human body is presented to form a
dual-population kidney-inspired algorithm, called Dual-KA.
Dual-KA is proposed in order to achieve the research objec-
tive of enhancing the diversity of solutions and, subsequently,
getting a better exploration of the search space for the KA
algorithm. Cooperation between the kidneys in the human
body results in a perfect blood filtration process if both kid-
neys are healthy [34]. In the biological system of kidneys in
human body, checking the Glomerular Filtration Rate (GFR)
is the best investigation to calculate the level of kidney func-
tion and, as a result, decide the stage of kidney disease. If GFR
is greater than 60 in GFR medical test in the biological system
of kidneys, the kidney function is normal. When one kidney
gets damaged and the GFR reported in kidneys functional-
ity test results is between 15 and 60, some medication and
treatment is usually required. However, a significant problem
arises when the GFR in kidneys functionality test is less
than 15 as this denotes that one or both kidneys is failing
to perform the filtration process. If one of the kidneys fails,
the other kidney filters all the blood. If both kidneys fail, then
dialysis or transplant is applied as a treatment. Dual-KA is a
simulation of this cooperation between two kidneys. In Dual-
KA, the GFR is checked in each iteration, each population.
If the GFR is greater than 60, the process is continued as
normal. If it is between 15 and 60, a kind of treatment is per-
formed. However, if the GFR is less than 15 and the current
sub-population is the first sub-population with a GFR of less
than 15, in the current iteration, the entirety of solutions in the
current sub-population are sent to the other sub-population.
If the second kidney also fails, a dialysis or transplant process
is carried out. By sending the solutions to the other sub-
population, the sub-population with all the solutions can carry
out the process with a new filtration rate. The contribution
of these modifications is to enable the algorithm to better
explore the search space. Cooperation between two kidneys
in Dual-KA results in the enhancement of the diversity of
solutions and, therefore, contributes in the improvement of
the exploration of the algorithm which leads the algorithm
towards superior results.

The remainder of this paper is structured as follows:
Section 2 provides a brief description of the KA in literature.
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Section 3 presents the proposed method in detail, which
involves simulating the cooperation between the two kidneys.
Then, Section 4 presents a discussion of the results of the
test functions, standard classification problems and also time
series datasets. In addition, Section 4 presents the application
of the proposed method in real-world water quality data and
cancer detection problems. Section 5 concludes the study in
this research.

Il. KIDNEY_INSPIRED ALGORITHM

An algorithm called KA that imitates the process of blood
filtration and urine formation in the human body was pre-
sented in [23]. The algorithm works by mimicking four basic
processes carried out by the kidneys: filtration, reabsorption,
secretion, and excretion. In the first step of KA, a population
of solutions is randomly created and initialized, the objective
function of the solutions in the population is calculated and
the best solution is selected. The movement of the solutions,
which is simulated as new solution generation, is represented
by Eq. (1):

Soliy1 = Sol; + B x (Solpess — Sol;) (1)

where a solution in the i"" iteration is represented as Sol;, best
solution so far as Solpes; and a random number S in the range
of [0, 1] is used. The filtration is processed in this algorithm
by moving the solutions either to FB or W. This movement is
performed with the aid of a threshold called the filtration rate
(fr) and is calculated by Eq. (2):

P
> fx)
fr=ax % )

where « is constant value in the range of [0, 1], the objective
function of solution x in the i’ iteration is represented by
f(xi), and p is the population size. The pseudocode of the
entire process performed by KA is given in Fig. 1.

Reabsorption operation is performed when a potential new
member of W can shift to FB if it meets the condition for
inclusion in FB (passing the filtration operation). If not,
the solution is excreted and removed from W (excretion
operation) and a random number is inserted into W in replace-
ment. This is with the aim of keeping the number of solutions
fixed. Inserting a random number in the KA mechanism is
inspired from the biological kidney system that solutes are
regularly inserted into the kidneys system. Secretion oper-
ation from FB is performed when a new element of FB
is not better than the worst solution in FB. However, if it
is better than the worst solution, this solution is placed in
FB and the worst solution is secreted and moved to W.
This is secretion operation. Next, the best solution found
so far is updated. As a final step, FB and W are merged
to produce an integrated population for the next iteration.
This procedure is continued until the termination criterion is
satisfied.
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set the population

evaluate the solute in the population
set the best solute, Solyes

set filtration rate, fr, Eq. 2

set waste, W

set filtered blood, FB

set number of iterations, numOflte

set ite € 0
do while (ite<numOfite)
for all Sol;
generate new Sol;, Eq. 1
check the Sol; using fr
if Sol; assigned to W
apply reabsorption and generate Sol,., Eq. 1
if Sol,.., cannot be a part of FB
remove Sol;from W (excretion)
insert a random Sol into W to replace Sol;
endif
S0l is reabsorbed
else
ifit is better than the Sol,... in FB
S0l,,0rs: IS Secreted
else
Sol; is secreted
endif
endif
endfor

rank the Sols from FB and update the Soly.
merge W and FB

end while

return Solyeq

FIGURE 1. Pseudocode of kidney-inspired algorithm.

Ill. DUAL KIDNEY_INSPIRED ALGORITHM

Although anybody can stay alive with only one kidney,
the body functions is better overall when there are two.
In the human body, the two kidneys are sent an equal
amount of blood on which to perform the filtration process.
The rate of blood filtration is the same on both sides in
normal kidneys. Cooperation between kidneys results in a
perfect blood filtration process if both kidneys are healthy
(GFR > 60). However, if there is a problem that adversely
affects the activities of one of the kidneys, the other kidney
will perform the actions of the ill-functioning kidney. When
a kidney gets damaged and the GFR is between 15 and 60,
some medication and treatment is required to support the
poorly functioning kidney. However, a significant problem
arises when the GFR is less than 15 in one or both kidneys
and they fail to perform the filtration process properly. If one
of the kidneys fails, the other kidney performs filtration on all
the blood in the human body. However, if both kidneys fail,
dialysis treatment or a transplant operation is required.

A simple simulation of this cooperation between the two
kidneys is employed to develop Dual-KA. In other words,
the difference between the proposed dual population and
other multi-population algorithms is that in Dual-KA coop-
eration between populations is performed in a manner which
is carried out between two kidneys in the human body. This
is the novelty of the proposed method. To implement this
novel cooperation in Dual-KA, a dual population of the basic
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KA is designed and developed, where each population is a
representation of each kidney. In Dual-KA, the KA process is
performed for each sub-population separately but in parallel
in each iteration. After the basic process of KA has been
performed for each sub-population, the GFR is checked.
Based on different ranges of the GFR, a different treatment
is applied. For minimization problems, the GFR is calculated
based on Eq. 3, and for maximization problems, based on
Eq. 4:

100
GFRy = 120 — (B * 100 B; ) 3)
r

Ry = 11212 @
fr

where, for both Eq. 3 and Eq. 4, the filtration rate for the
current population is shown as fr, and the filtration rate for
the population in FB is shown as frrp. According to the bio-
logical kidneys function, GFR level is always less than 120 in
kidney functionality test results [34]. Based on this nature
a simulation for GFR in Dual-KA for both minimization
and maximization problems is performed. In this inspiration,
Eq. 3 and Eq. 4 are given for minimization and maximization
respectively. Since the data normalization in range of [0, 1]
was performed to match artificial neural network, solutions
in population are in the range [0, 1] too and filtration rate
(fr) is in this range as a result. In minimization, since the
quality of solutions in FB is lower than the quality of solutions

109809



IEEE Access

S. Abdullah, N. S. Jaddi: Dual KA for Water Quality Prediction and Cancer Detection

in population and it is required that GFR always stays less
than 120, Eq. 3 is proposed, whilst in maximization, Eq. 4 is
formulated when the quality of solutions in FB is greater than
the quality of solutions in population, considering GFR is less
than 120. Eq. 3 and Eq. 4 are the simplest form of the formulas
(the reason of having 12 in Eq. 4), which can be proved as of
Eq. 5 and Eq. 6:

In minimization (freg < fr)&(0 < fr < D& < freg < 1)

— (freg x 100)/fr < 120 — GFR < 120 ®)]
In maximization (frrg > fr)& (0 < fr < HN&(0 < firg < 1)
— GFR <120 (6)

In Dual-KA, if the GFR is greater than 60 the process is
continued as normal (when the kidneys are working well).
In this case, the algorithms are performing the filtration
process well enough that there is no need to perform any
treatment process. On the other hand, if the GFR is between
15 and 60, a kind of treatment needs to be performed because
the quality of the solutions in FB is not good. Some treatment
is needed to improve the quality of the solutions in FB and
lead the algorithm towards a better searching process. In this
case, Eq. 1 is applied to the solutions in FB in order to aid the
algorithm in effectively exploring the search space. Figure 2
is a schematic representation of this process. In Fig. 2(a),
kidney A has a GFR between 15 and 60 and kidney B works
as normal, while Fig. 2(b) shows a situation in which kidney
A works well and kidney B needs some treatment.

Kidney A Kidney B

15<GFR<60 GFR=60

Kidnev A Kidney B

Movement of solutions
inkidn ey A

Kidney A Kidney B

Movement of solutions
in kidn ey B

FIGURE 2. Treatment process when only one kidney has a GFR between
15 and 60: (a) kidney A with a GFR between 15 and 60, (b) kidney B with
a GFR between 15 and 60.

Kidney A Kidney B

GFR=60 15<GFR=60

When the GFR is less than 15 and the current
sub-population is the first sub-population with a GFR of
less than 15 in the current iteration, all the solutions in the
current sub-population are sent to the other sub-population
to proceed with the filtration. This is a simulation when
one of the kidneys has failed in the human body and the
other kidney takes on the entire filtration process on its own.
Figure 3 shows this simple process schematically.

Fig. 3(a) illustrates the sending of the solutions in kidney
A to kidney B and Fig. 3(b) shows vice versa. However,
if the second sub-population also has a GFR of less than 15,
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Kidney A Kidney B

X ..

GFR=15 GFR>15

Kidney A Kidney B

Sending solutions from
kidney Atokidney B

Kidney A Kidney B

Sending solutions from
kldney BtokidnevA

FIGURE 3. Treatment process when only one kidney has a GFR of less
than 15: (a) kidney A with a GFR of less than 15, (b) kidney B with a GFR
of less than 15.

Kidney A KidneyB

() .

GFR>15 GFR<15

either dialysis or a transplant needs to be performed based on
the settings of the algorithm in the initial step. In this case,
both sub-populations have poor solutions and no improve-
ment is performed. Dialysis performs the KA process on the
FB population, whereas a transplant restarts in one of the
sub-populations with random solutions.

Fig. 4 illustrates the situation where both kidneys fail and
either dialysis or a transplant is needed. In Fig. 4(a) kidney
B is the second kidney with a GFR of less than 15 and
in Fig. 4(b) kidney A is the second kidney with a GFR of
less than 15. When the solutions are sent to the other sub-
population, the sub-population with all the solutions will
perform the KA process with a new filtration rate. The
sub-population with a GFR of less than 15 has poor solutions.
Therefore, when these solutions are sent to another sub-
population containing higher-quality solutions, a mutation
occurs to fr and this may result in enhanced exploration
being performed by the algorithm, enabling it to find a better
solution in the search space.

Kidney A Kidney B

08

GFR<15

Do the KA process with
populatlon inFB
Dialvsis or transplant

Kidney A Kidney B

0=

GFR<15

Do the KA process with
populatlon inFB
Dialysis or transplant

FIGURE 4. Treatment process when both kidneys have a GFR of less
than 15: (a) kidney B as second kidney with a GFR of less than 15,
(b) kidney A as second kidney with a GFR of less than 15.

The aim of applying the dialysis process is to improve the
quality of the solutions in FB. The application of KA to the
solutions in FB is a simulation of the filtration process using a
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set the solutes in each kidney

evaluate the solutes in the kidneys

set the best solutes, Soly. for each kidney

set filtration rate, fr, Eq. 2 for each kidney

set waste, W and filtered blood, FB for each kidney

set dialysis, Dia and transplant, Trans

set number of iterations, numOflte

set ite € 0

do while (ite<numOfite)

Sor two kidneys
for all Sol;

generate new Sol;, Eq. 1
check the Sol; using fr
if Sol;assigned to W

apply reabsorption and generate Sol,., Eq. 1

if Sol,.,, cannot be a part of FB

remove Sol;from W (excretion)
insert a random Sol into W to replace Sol;

endif
S0l is reabsorbed
else
ifit is better than the Sol,; in FB
S0l,0ns: 1S SeCTEtEd
else
Sol; is secreted
endif
endif
endfor
evaluate the GFR of solutes in FB
if GFR<15
if this is the second kidney with GFR<15
if dialysis is on
do the KA process with population in FB
else
transplant is applied
endif
else
send all solutes from current kidney to another kidney
endif
endif
if 15<GFR<60
apply movement of solutes in FB
endif

rank the Sols from FB and update the Soly.y
merge W and FB
update fr, Eq. 2
endfor
update overall Soly.,
end while
return overall Solyes

FIGURE 5. Pseudocode of dual kidney-inspired algorithm.

dialysis machine and, again, more exploration is the outcome
of that process. A transplant involves restarting the population
with random solutions to again provide the algorithm with
more exploration. Overall, the goal of all these proposed
modifications is to enhance the performance of the algorithm
and to help it find a better solution during its search of the
search space. Brief explanations of the operations in Dual-
KA are:

Filtration: separation of solutions and them is being sent
into FB and W using Eq. 2 as a threshold.

Reabsorption: shifting a potential new member of W to FB,
if it meets the condition for inclusion in FB.

Secretion: secreting from FB when a new element of FB is
not better than the worst solution in FB.

VOLUME 8, 2020

Excretion: removing a solution from W if no success in
reabsorption operation.

Treatment: applying Eq. 1 to the solutions in FB

Dialysis: performing the KA process on the FB population.

Transplant: restarting one of the sub-populations with ran-
dom solutions.

The pseudocode of Dual-KA is given in Fig. 5 and the
overall cooperation between two KAs is illustrated in Fig. 6.

IV. EXPERIMENTAL RESULTS

Two experiments are conducted to evaluate the performance
of Dual-KA and the results are compared with KA and
other available algorithms in the literature. First, 12 test
functions are used to test the performance of the algorithm.
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: and set the Solbast I : and set the Solbest :
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: secretion, and excretion operaters for |, I| secretion, and excretion operators for :
1 all Sols I H all Sols ]
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I ! ! i ! 1
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i update filtration rate I !. update filtration rate 1
\ 'y \ JI

Ay 4

S e, —,—— - N T e e - ’

Stop if termination
isreached

FIGURE 6. Overall cooperation between two KAs in Dual-KA.

In the second experiment, benchmark classification and time
series prediction problems are used to further evaluate the
algorithm.

A. RESULTS FOR TEST FUNCTIONS

The 12 test functions on which KA and Dual-KA are tested
are detailed below in Table 1. The dimensional size for all test
functions is set to 100 (d=100). In this experiment, the size
of the population is set to 100, as well as the number of iter-
ations. The mean of the results of 100 runs and the standard
deviation for each test function are presented in Table 2. The
optimal solution is also given in Table 2 so that it can be
compared with the results obtained by the algorithm.

Table 2 shows that Dual-KA can find the global optimum
in all but one of the test functions, while KA was not suc-
cessful in three out of 12 test functions. This proves the
significant difference between KA and Dual-KA. The ability
of Dual-KA to find the global optimum for 11 out of 12 test
functions is due to the greater amount of exploration provided
by cooperation between kidneys and more efforts made to
find the global optimum through the use of the dialysis and
transplant process embedded in this algorithm. This enables
the algorithm to search more areas in the search space and
find a better solution that could perhaps be the global opti-
mum. A detailed comparison of the convergence capability
and optimization progress of KA and Dual-KA is provided
in Fig. 7. From Fig. 7 it can be observed that most of the
time during the optimization process Dual-KA can discover
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the optimal solution in earlier steps compared to KA. This is
proof of the potential optimization ability of Dual-KA when it
is designed to make use of the cooperation that exists between
two kidneys.

B. RESULTS FOR BENCHMARK CLASSIFICATION AND
TIME SERIES PREDICTION PROBLEMS

Some standard classification problems, along with time series
prediction problems are employed to test and compare the
optimization ability of KA and Dual-KA. Table 3 provides the
details of the datasets that are used in this experiment; the first
six datasets are classification datasets and the last two are time
series prediction datasets. The algorithms were run 20 times.
The classification datasets are taken from the UCI machine
learning repository [35]. The data for the Mackey-Glass
time series dataset is calculated from an equation specified
in [4]. The Gas Furnace time series dataset can be collected
at http://datasets.connectmv.com/datasets. Because feature
selection is important for classification problem and affects
classification accuracy, in the case of classification problems
in the proposed method, selection of features is randomly
performed and ANN is structured based on selected features
in each solution construction. Therefore once an ANN model
is optimized, selection of features is also optimized. To do this
a dynamic vector represents the solution where the number of
cells in this vector is changed due to changing the number of
selected features in each solution construction.
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TABLE 1. Details of the test functions.

Global

Test function Equation for test function . Dimension
optimum
Michalewicz 4. L, ix? f(x)=-1.8013
function f(x) == sin(x,)sin>"| = x=(2.20,1.57) O<x<n
i1 a
Rosenbrock d-1 f(x) =0
232 2
function f(x)= 2 [IOO(XM -x) +(x, -1 ] x=(1,1) 2.048 < x <2.048
i=1
. d fx)=0
De Jong function f(x)= zxiz *=(0,0) S12<x<5.12
i=1
. d fx)=0
Sehwefel function 7 1) = 418.9829d — 3" x, sin(4/|x,|) Y= (4209687,  -500<x <500
i=1 420.9687)
. d d fx)=0
Ackley function 1 1
4 F(x)==20exp(-0.2. | Y x7 ) —exp(= Y cos27x,)) +20+e  x=(0,0) -32.768 <x <32.768
d ‘3 d‘3
d f)=0
Rastrigin function ~ f(x) =10d + z [)C,»2 —10 COS(ZIDCI.)] x=(0,0) S512<x<5.12
i=1
f)=-1
Easom function  f(x) =—cos(x,) cos(x,) exp(—(x, - 7)* —(x, - 7)*) x=(m,m) -100 < x <100
. d 2 d fx)=0
P X.
Snev.vangk f(x)= 2 L Hcos L+1 x=(0,0) -600 < x < 600
unction = 4000 - \/;
Shift;d sphere 1) = -450
function @) = TPy 2+ f bias.z=x— 0, x= [xi X2v 10 ] o 100 <x <100
Shifted
rosenbrock’s f(x) = ¥P1100(22 — 2;41)% + (z; — 1)?) + f_bias, z=x-0+1, Ax) =390 100 <x <100
function x=[X{ X2, XD ] x=o0
Shifted rotated
rastrlgln’s f(x) = ¥P.,(z? — 10cos(2mz) + 10 + f_bias , z=(x-0)*M, Sx)=-330 S<x<5
function x=[x1 X2,... Xp ] x=o0
d i f(x)=0
Rotated hyper- _ 2 T
ellipsoid function fx) = Z Z x] x=(0,0) -65.536 < x <5.536
i=1 j=1
TABLE 2. Results for the test functions.
KA Dual-KA
Test function Optimum Mean Std. Dev. Mean Std. Dev.
Michalewicz function -1.8013 -1.8142 3.20E-04 -1.8183 1.30E-03
Rosenbrock function 0 0 0 0 0
De Jong function 0 0 0 0 0
Schwefel function 0 1.83E-06 1.430E-07 0 0
Ackley function 0 0 0 0 0
Rastrigin function 0 0 0 0 0
Easom function -1 -1 0 -1 0
Griewangk function 0 0 0 0 0
Shifted sphere function -450 -450 0 -450 0
Shifted rosenbrock’s function 390 388.3204 5,36E-03 390 0
Shifted rotated rastrigin’s function -330 -330 0 -330 0
Rotated hyper-ellipsoid function 0 0 0 0 0

The ANN used for this experiment consists of two hidden
layers and two nodes for each hidden layer. This structure has
been used successfully in the literature [36]—[38]. The hyper-
bolic tangent is the best activation function for an ANN [39]
and is the activation function used for this test. Each solution
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is represented by a one-dimensional vector, where the weights
and biases of the ANN are located in each cell of the vector.
For the classification problems, the conditional attributes
are considered as the input of the ANN and the class attribute
as the output. The number of inputs is equal to the number of
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FIGURE 7. Optimization process of KA and Dual-Ka for: (a) Michalewicz, (b) Rosenbrock, (c) De
Jong, (d) Schwefel, (e) Ackley, (f) Rastrigin, (g) Easom and (h) Griewangk test functions.

TABLE 3. Characteristics of datasets.

Dataset No of examples No of features No of classes
Iris 150 4 3
Diabetes 768 8 2
Thyroid 7,200 21 3
Cancer 699 10 2
Card 690 15 2
Glass 214 10 6
Mackey-Glass 1,000 1 0
Gas Furnace 296 2 0

conditional attributes. The hidden layers consist of two nodes
in each layer and the output layer has one node for the class
attribute. For the Mackey-Glass time series prediction dataset
x(t), x(t —6), x(t — 12), and x(¢ — 18) are the input (four input
node) and x(¢ + 6) is the output for the ANN. The output for
the Gas Furnace time series prediction dataset is y(¢) and the
inputs with six nodes are u(t — 3), u(t — 2), u(t — 1), y(t — 3),
y(t — 2), and y(t — 1). The selection of inputs and outputs is
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the same as in earlier works [36], [38]. Similar to previous
research [4], [37], the data was normalized into the range of
[0, 1] for the ANN in order to measure the performance of the
algorithms. We used 10-fold cross validation to estimate the
performance of the model. The data were randomly divided
into two parts for each run. One half was employed for
the training set and the other half was used as the testing
set to test the final model. The overall process conducted

VOLUME 8, 2020



S. Abdullah, N. S. Jaddi: Dual KA for Water Quality Prediction and Cancer Detection

IEEE Access

Data preparation

r L.
Ty g
Data preprocessing Dividing the data in random 10-fold
and and
normalization Preparing training and testing sets
h pTmT T EmEEmm—— -~
1 f’ ‘\
J/ \‘
,’ Generating initial population Generating initial population
1 forKAa for KAs
— Y e, T T T e T ~y A
| 3 : :
21 1 Y B
21 1 : E
2|1 . K K : Bestmodel |2
=11 1 o
= I 1 Best m_Ddd J,l o
5] 1 1 zelection o - g
I | 7 .
: cooperation between two KAs 1 Calculating
: \ j : classification/
1 v 1 prediction error
i ’”~ '1 : R i
valuating fimess finction an 1
(. Evaluating fimess function and
“ updating the best model r-f
b \ A ’
\\ ”
v S T T T -

FIGURE 8. Overall process conducted for classification and time series prediction.

for classification and time series prediction is illustrated
in Fig. 8.

The results of applying KA and Dual-KA to standard
classification problems and afterwards time series prediction
problems are given in Table 4.

For classification problems the training classification error
and testing classification error are calculated for the training
set and testing set respectively. For the Mackey-Glass dataset,
the root mean square error is calculated for the training set
and testing set and for the Gas Furnace dataset the mean
square error is used. From Table 4 it is clearly observable
that in all cases Dual-KA provides better results compared to
KA. This superiority is the result of the cooperation between
the two kidneys and the dialysis and transplant process in
this algorithm which enables the algorithm to undertake
more exploration of the search space and leads the algorithm
towards a better solution.

A t-test analysis for training and testing errors is also
performed to compare the performance of KA and Dual-KA.
The p-values for all the datasets are calculated where the
critical value « for this experiment is equal to 0.05. Values
lower than the critical value show that there is an improve-
ment in the result provided by Dual-KA. These improvements
are shown in bold in Table 5. The extremely small p-values
in Table 5 indicate that Dual-KA has better ability compared
to KA. These results support those presented in Table 4.

The optimization ability of Dual-KA, when applied to
classification and time series prediction problems, is fur-
ther compared with that of the following methods in the
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literature: (1) Kidney-inspired algorithm with treatment pro-
cess (KAT) [33], (2) kidney-inspired algorithm with control
of filtration rate (Log-aCtri-KA) [28], (3) a multi-population
cuckoo search algorithm with control of parameter P,
(Multipop-P,Ctrl-CS) [22], (4) a cooperative-competitive
global best harmony search algorithm (CC-GHS) [3], (5) a
multi-population bat algorithm (BatRM-S) [4], (6) a Taguchi-
based logistic bat algorithm (T-LogisticBatDNN) [38],
and (7) an integration of tabu search, simulated anneal-
ing, and GA with backpropagation (for classification only)
(GaTSa+BP) [37]. Twenty runs are carried out and the results
of averages of 20 runs for the classification and time series
prediction problems are provided in Table 6 and Table 7,
respectively. The best results are presented in bold in both
tables for ease of comparison.

Dual-KA achieved the best result in diabetes data for clas-
sification. Although Dual-KA cannot attain the best results,
in all datasets, compared to the other methods in the literature,
in overall, it shows comparable results with the best method in
both classification and time series prediction problems. If we
look at the KAT and Log-aCtrl-KA results and compare it
with Dual-KA and other methods, it can be seen that even
these two recently published methods cannot achieve the
best results except in cancer data for Log-aCtrl-KA method.
The results of Dual-KA are a promising finding, motivating
the researchers to undertake further improvements in future
work.

A statistical analysis of the results is also conducted using
a Friedman test in order to ascertain whether there are any

109815



IEEE Access

S. Abdullah, N. S. Jaddi: Dual KA for Water Quality Prediction and Cancer Detection

TABLE 4. Classification and time series prediction results obtained by KA and Dual-KA.

Dataset Criteria KA Dual-KA
Training error % 2.4213 1.5877
Iris Std. Dev. 0.0547 0.0543
Testing error% 2.6738 1.6242
Std. Dev. 0.0726 0.0567
Training error % 19.1576 12.9970
Diabetes Std. Dev. 0.0028 0.0032
Testing error% 20.8243 14.9918
Std. Dev. 0.0625 0.0734
Training error % 6.7401 4.8463
Thyroid Std. Dev. 0.0172 0.0246
Testing error% 7.6212 5.1183
Std. Dev. 0.0726 0.0674
Training error % 2.9947 2.7825
Cancer Std. Dev. 0.0762 0.0565
Testing error% 3.2514 2.8329
Std. Dev. 0.0289 0.0385
Training error % 14.6352 12.6200
Card Std. Dev. 0.0459 0.0293
Testing error% 16.4859 13.1415
Std. Dev. 0.0027 0.00395
Training error % 39.7632 29.4850
Glass Std. Dev. 0.0043 0.0036
Testing error% 40.4299 31.4364
Std. Dev. 0.0836 0.0621
Training error % 3.20E-03 1.54E-03
Mackey-Glass Std. Dev. 0.0001 0.0003
Testing error% 3.47E-03 1.71E-03
Std. Dev. 4.60E-06 3.40E-06
Training error % 0.3941 0.2317
Gas Furnace Std. Dev. 5.00E-06 3.00E-08
Testing error% 0.4426 0.2598
Std. Dev. 0.0072 0.0033

TABLE 5. Pairwise comparison of p-values.

Dataset ) .
Training error Testing error

Iris 6.06E-06 0.0003
Diabetes 9.40E-05 2.35E-05
Thyroid 0.0084 5.68E-06
Cancer 0.1564 0.0033
Card 0.0099 0.0011
Glass 0.0003 8.02E-05
Mackey-Glass 8.92E-06 2.25E-06
Gas Furnace 0.0001 2.01E-05

TABLE 6. Comparison of Dual-KA with other methods in literature for classification problems.

Multipop-P,Ctrl-CS

Dataset Dual-KA KAT[33] Log-aCtrl-KA [28] 2] CC-GHS [3] BatRM-S [4] T-LogisticBatDNN [38]  GaTSa+BP [37]
Iris 1.6242 1.6575 1.7621 1.6906 1.9573 1.5309 1.8313 5.2564
Diabetes 14.9918 15.3251 21.2831 15.6356 16.6356 19.3021 20.139 27.061
Thyroid 5.1183 5.1436 6.0273 5.1104 5.4104 6.2435 6.7545 7.1509
Cancer 2.8329 2.8996 2.2733 2.4596 3.0263 2.9928 2.8947 7.192

Card 13.1415 13.0705 14.3479 12.5831 13.1498 13.4163 13.738 15.242
Glass 31.4364 31.6766 37.5217 28.0919 34.0919 38.4251 38.429 55.142

big differences between the methods compared in this experi-
ment. For the classification problems the Friedman test result
is 29.0555, which is greater than the critical value (10.57),

so the null hypothesis can be rejected and it can be concluded
that there is a major difference in the performance of the
tested algorithms. A Nemenyi post-hoc test is also conducted
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TABLE 7. Comparison of Dual-KA with other methods in literature for Time series prediction problems.

Multipop-P,Ctrl-CS

T-LogisticBatDNN

Dataset Dual-KA KAT[33] Log-aCtri-KA[28] P CC-GHS [3] BatRM-S [4] 38]

Mackey-

Glass 1.71E-03 1.70E-03 0.016 0.0014 1.00E-05 0.0019 0.0027

Gas 0.2598 0.2664 0.4731 0.1903 0.287 0.5518 0.33

Furnace

TABLE 8. Nemenyi test results for the classification problems.
Algorithms Dual-KA KAT ;‘;g'“c”l' Igs“'“p"P'P Cul- oeghs BatRM-S T-LogisticBatDNN
Mean 11.52423 1162882 13.86923  10.92853 12.37855 13.65178 13.96442

Dual-KA 11.52423 2345008  0.595692 0.854324 2127558 2.440191
KAT 11.62882 2240417 0.700283 0.749733 2.022967 23356
Log-aCtrl-KA 13.86923 2.9407 1.490683 0.21745 0.095183
Valtipop-FCUl- 10,9853 ; 1.450017 272325 3.035883
CC-GHS 1237855 1273233 1.585867
BatRM-S 13.65178 - . - - - 0.312633
T-LogisticBatDNN  13.96442 ; .

to find out where the differences lie. The results of this test
are presented in Table 8. The Minimum Significant Differ-
ence (MSD) in this test is equal to 0.6480. Values greater than
the MSD indicate that there are statistically major differences;
these values are presented in bold in Table 8.

The Friedman test is also performed for the time series
prediction problems. In this case, the p-value for the Friedman
test is equal to 6.4 which is less than the critical value of 7.6.
Therefore, the null hypothesis cannot be rejected. There is
not a big difference between the results obtained by the
compared methods for time series prediction. Therefore, any
kind of post-hoc test is not applicable in this analysis. Hence,
although there are differences among the results presented
in Table 7, according to the results of the statistical analysis,
these differences are not significant.

C. RESULTS FOR REAL-WORLD PROBLEMS

In this section two problems discussed in this paper
(classification and time series prediction), were considered
from real life in order to test the ability of the proposed
method to solve real-world problems. In the first following
subsection, prediction of water quality from real-world data is
discussed and in the second subsection, two medical datasets,
leukemia and prostate, were classified for cancer detection.

1) REAL-WORLD WATER QUALITY PREDICTION PROBLEM

The performance of Dual-KA is also tested on real-world
water quality prediction data. The data comes from a weather
station near Kajang in the state of Selangor in Malaysia.
The algorithms are applied to monthly water data for the
years 2004 to 2013. This data is multivariate and it has
13 attributes: SFLOW, TEMP (degrees C), TUR (NTU),
DS (mg/l), TS (mg/l), NOz(mg/l), PO4(mg/l), DO (mg/l),
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TABLE 9. Prediction results of Dual-KA for real-world water quality data.

Feature Criteria Dual-KA
NH--NL Training error% 0.1995
} Testing error% 0.2168
PH Training error% 0.0946
Testing error% 0.0990
sS Training error% 0.1245
Testing error% 0.1258
b Training error% 0.2481
co Testing error% 0.2759
BOD Training error% 0.1446
Testing error% 0.1448
DO Training error% 0.1053
Testing error% 0.1469

BOD (mg/1), COD (mg/1), SS (mg/1), pH (unit), and NH3-NL
(mg/1). All the attributes are used for the ANN and the last six
attributes, which are the most important attributes for water
quality prediction, are employed as the outputs of the ANN.
Seventy percent of the data is used for the training set and
thirty percent for the testing set. The data is normalized into a
range of between 0 and 1 by using the min-max normalization
technique so it can be matched with the ANN. A 10-fold
cross-validation is used to validate the results. Twenty runs
are carried out and a one-step-ahead prediction is performed.
The average of 20 runs is presented in Table 9.

Fig. 9 shows a sample graph of the actual value (solid line)
and model output (dotted line) of Dual-KA for the attribute
NH3-NL.

The performance of Dual-KA when applied to the
real-world problem of water quality prediction is also
compared with a method proposed in the literature,
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TABLE 10. Comparison of Dual-KA and Multipop-P4 Ctrl-CS for water quality prediction problem.

Feature Dual-KA Multipop-P,Ctrl-CS [22]
NH;-NL 0.2168 0.2169
PH 0.0990 0.1169
Ss 0.1258 0.1609
COD 0.2759 0.3169
BOD 0.1448 0.1166
DO 0.1469 0.1569

TABLE 11. Comparison of Dual-KA results for classification accuracy and other methods in cancer detection.

Method Leukemia Prostate
Hernandez [41] 91.5% N/A
Glaab [42] N/A 94%
Yu [43] 95.55% N/A
Hengpraprohm [44] 91.9% N/A
Gunavathi [45] N/A 85.71%
Nguyen [46] 96.48% 95.60%
Salem [47] 97.06% N/A
Esmaeili [40] 98.57% 96.77%
Dual-KA 99.34% 96.98%
12 This is proof of the ability of the Dual-KA for real-world
— Actual value Trainin: | Testing 1 ifi . bl
L | -~ ~Modelourpur gy | classification problems.
= b .
& os{i | v :."..-. X | " ' V. CONCLUSION
= Al . . . .
z ”': " .fn . ‘|I ,",..\n | In this paper, Dual-KA was developed, which is a multi-
_E I T . ol i 1 |: 1 population approach stimulated by the cooperation between
é oa V1 \ ‘,ll :"“":ll ol ! ' . 111 the two kidneys in the human body. In Dual-KA, the GFR
e Ve AL i [ is checked in each iteration of each population. If the GFR
3 ! . . .
02 4 y ! ik " I ! is greater than 60, the process is continued as normal.
0 | If it is between 15 and 60, a kind of treatment is per-
1 5 9131721252933374145 49535761 6569 73 7781 8589 93 formed. However, if the GFR is less than 15 and the current
Month sub-population is the first sub-population with a GFR of

FIGURE 9. Comparison of the actual value and the model output of
Dual-KA for NH3-NL.

Multipop-P,Ctrl-CS [22]. The results of testing error are
presented in Table 10, in which the results show that Dual-KA
has higher ability in most of the cases.

2) REAL-WORLD CANCER DETECTION PROBLEM

The proposed method was also tested on two other datasets,
leukemia and prostate (genomic data), in order to find ability
and performance of the proposed method when applied to
other real-worlds problems. The data in leukemia dataset
is categorised into two classes of ALL and AML with
7129 genes and 72 samples. The prostate dataset with
12,600 genes and 102 samples contains two classes of normal
and cancerous. The results are compared and evaluated with
other methods available in the literature in Table 11. The
gene selection was performed using selected genes reported
in [40]. The classification accuracy of leukemia data by
the proposed method was increased to 99.34%. In addition,
the classification accuracy, for prostate data came to 96.98%.
The results of both leukemia and prostate data show enhance-
ment compared to others in this experiment (see Table 11).
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less than 15 in the current iteration, all the solutions in the
current sub-population are sent to the other sub-population.
If the second kidney fails, a dialysis or transplant process
is carried out. After sending the solutions to the other sub-
population, the sub-population with all the solutions performs
the process with a new filtration rate. The aim of this con-
tribution is to enable the algorithm to better explore the
search space. The proposed method was tested on 12 test
functions, some benchmark classification and time series
prediction problems, and real-world water quality prediction
and cancer detection problems. The results showed that Dual-
KA performed better than basic KA, but, in comparison
with the best-performing methods in the literature, it showed
comparable results. The proposed method is applicable for
any problem in real-world and, as future work; ability of
the proposed method will be tested on genomic data in
medicine.
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