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ABSTRACT With the rapid development of educational informatization, it has enabled education to enter
the era of big data. How to extract effective information from educational big data and realize adaptive
personalized learning goals have become the current research hotspot. The traditional static data only
analyzes the students’ learning degree based on the students’ final answer, but ignores the dynamic data
in the process of answering questions, such as the modification and the time it answered on the question,
whichmakes it difficult to fully and accurately mine the correlation between themassive data, so it turns from
static data mining to dynamic data mining. The paper proposes an optimized mining algorithm for analyzing
students’ learning degree based on dynamic data. The algorithm first uses the optimized text classification
technology tomatch the question texts to the knowledge points automatically, so as to improves the efficiency
and quality. Then, it uses the subjective weighting method combined with the expert experience to generate
the learning degree matrix of students on knowledge points based on dynamic data of the students’ records.
Finally, the DBSCAN clustering algorithm is used to cluster the personalized learning characteristics of
students according to the learning degree matrix. The experimental result shows that the algorithm can deal
with massive data automatically and effectively, and analyze the students’ learning degree on knowledge
points comprehensively and accurately, so as to classify students and realize personalized teaching.

INDEX TERMS Data mining, dynamic data, students’ learning degree, subjective weighting method,
clustering algorithm.

I. INTRODUCTION
Education data mining [1] is an important branch of con-
temporary data mining, specifically referring to data min-
ing in the field of education. It is a process of using data
mining techniques and methods to extract the valuable and
meaningful information from a large number of educational
data, so that relevant personnel can better serve education and
teaching with the extracted information [2]. More and more
researchers are applying datamining technology to all aspects
of school education, mining students’ learning level deeply
and formulating corresponding measures to achieve the ulti-
mate goal of improving students’ education and achievement.

The associate editor coordinating the review of this manuscript and

approving it for publication was Massimo Cafaro .

Learning degree refers to the students’ ability to grasp and
understand on specific knowledge points, that is, the mastery
on knowledge points. The researcher maps out the knowledge
points or concepts of the test questions, and judges the stu-
dents’ learning degree on the knowledge points through the
students’ answers to the test questions [3], [4].

In recent years, researchers have done a lot of research in
mining students’ learning degrees and the factors that affect-
ing students’ academic performance. Shao et al. [5] proposed
a TA-ARM algorithm for automatic generation of concept
maps based on text analysis and association rule mining. This
algorithm only used students’ right and wrong answers to
get the students’ learning degree of concepts and the degree
of correlation between concepts. Duhayyim and Newbury [6]
used fuzzy logic to generate color concept maps for
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evaluating students’ learning degree of each knowledge point;
Chen et al. [7] analyzed the data produced in the teaching
process, used the neural sequence marking algorithm to gen-
erate concepts suitable for students’ learning situation and
mined the association rules to get the practical significance of
education.Macfadyen and Dawson [8] identified 15 variables
by analyzing the LMS trajectory data in the course supported
through blackboard vision. Variables have a significant and
simple correlation with the students’ final grades to investi-
gate effectively which students’ activities online predict stu-
dents’ learning degree and academic performance accurately.
Kaur et al. [9] focused on identifying the students with slow
learning speed and poor learning degree on the knowledge
points, and displayed it by a predictive data mining model
using classification-based algorithms.

In short, in recent years researchers have made great
achievements in mining students’ learning degree and other
aspects, but there are great limitations in data processing,
such as traditional education by data mining is a comprehen-
sive analysis of students’ learning level based on the overall
answer records of all students. Due to the large amount of
data analyzed in general, ignoring the internal attributes of its
data and the relationship between dynamic data and student
learning levels and the impact of students’ personalized learn-
ing characteristics, which makes it difficult to understand
student’s learning degree comprehensively and accurately.
In this paper, students’ test data are taken as an example, and
a data-driven analysis method for students’ learning degree is
proposed—anoptimized algorithm for mining dynamic data.
Aiming at the above limitations, the algorithm mines the
correlation between the knowledge points in the test questions
and the dynamic data captured in the records of students
answered, so that the scientific, comprehensive and in-depth
analysis and research of the student’s learning degree is sup-
ported by the data.

The main contributions of this study are stated as follows:
(i) The first is that the optimized classification model (i.e.,

SVM-KNN) not only saves the time to classify the test ques-
tions into knowledge points, but also improves the accuracy
of classified.

(ii) The second is to propose an optimized mining algo-
rithm for students’ learning degree mining which combines
the subjective weighting method and the answer records. The
algorithm solves the limitation of analyzing the traditional
static educational data in the past, and through mining and
analyzing the dynamic data in the educational data captured,
it makes a more comprehensive and accurate analysis of the
students’ learning degree on knowledge points. This is a more
prominent innovation of the manuscript. The combination of
the subjective weighting method and dynamic data records
of students answered can be more comprehensively analyzed
and researched the students’ learning degree on knowledge
points and can be obtained for adaptive learning. At the same
time, it can assist educators in scientific teaching.

The remainder of this paper is organized as follows.
Related literature is reviewed in Section 2. The explanation

of the algorithm proposed are discussed in Sections 3.
Section 4 conducts the computational experiments and anal-
ysis. Finally, we conclude our results and point out the future
research directions in Section 5.

II. RELATED WORK
As an information processing method, data mining [10] was
born with the existence and application of massive data in the
contemporary, and has been the successfully applied in many
fields, such as finance [11], medicine [12], biology [13] and
other fields. In the field of education, data mining has also
started slowly. Educational data mining (EDM) refers to the
process of applying data mining methods to extract the mean-
ingful information from data of the education system, which
can better provide the more valuable services for educators
and learners [1].

In recent years, researchers have done a lot of researches
on education data mining. Shahirip et al. [14] used the pre-
dictive algorithm to identify the most important attributes
that affect students’ achievements data, and to improve stu-
dents’ achievements through the data mining techniques.
First, they used cumulative average performance (CGPA)
and internal assessment to predict students’ learning perfor-
mance, and then used several classical classification models
to predict important students’ attributes, performance and
learning degree in students’ achievements, and finally guided
students to improve achievements. Chen et al. [7] analyzed
the data generated during the teaching process, used neural
sequence labeling algorithms to generate concepts suitable
for students’ learning degree, and mined association rules to
derive the practical significance of education. The algorithm
can generate concept maps based on the records of students
answered automatically. Shao et al. [5] proposed a TA-ARM
algorithm for automatic concept map generation based on
text analysis and association rule mining. This algorithm
used the right and wrong answers in the records of students
answered to mine the concepts on students’ learning degree
and test the degree of correlation between concepts of test
questions, which was the concept map. Åžen et al. [15] used
a large and feature-rich data set to develop a predicted model,
mined important prediction indicators related to students’
learning degree and academic achievements, and performed
sensitivity analysis on the predictive model. Finally, it was
determined that the C5 decision tree algorithm was the opti-
mal predictor, and the accuracy of the retained sample was
95%, followed by the support vector machine (91% accuracy)
and artificial neural network (89% accuracy), which was
determined by forecast indicators of the predictive model.

In addition, there are many studies on compari-
son and improvement using the text analysis methods.
Wang et al. [16] studied the effectiveness of three neural
networks in competition, back propagation (BP) and radial
basis function (RBF) in text classification and their effect
on text classification. The experimental results show that the
supervised training model has higher accuracy and recall rate
in the classification model than the unsupervised training
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FIGURE 1. Overall flow chart of the proposed algorithm.

model. Therefore, supervised classification training models
have more concerned. Cao and Chen [17] proposed a new
web text classification algorithm based on the application
of basic support vector machine algorithm. Combining the
SVM algorithm and the KNN algorithm, a web text classifi-
cation algorithm based on the SVM-KNN is proposed. The
KNN algorithm is used to make up for the shortcomings of
the traditional SVM algorithm. The traditional SVM algo-
rithm is effectively improved with simple ideas and a small
implementation cost. At last, it received a good classifica-
tion effect. Liu and Wu [18] proposed a new classification
algorithm formed by combining one class SVM and KNN:
One Class SVM-KNN. As well known, KNN is one of the
important classification methods in the field of data mining,
and KNN training is low in cost, easy to deal with sample sets
with overlapping or overlapping class domains. SVM has a
good effect in solving a single class classification problem,
so the new classification algorithm is combined by taking
advantage of both. Through the above experimental analysis,
we can know that the one class SVM-KNN method can well
solve the class tilt, storage and calculation of the traditional
KNN method. The disadvantages such as large overhead and
obvious improvement in classification result are a feasible
method. This paper is inspired by the above literatures,
through establishing a training model for processing test data,
the association between test questions and knowledge points
is obtained, and the proposed optimized algorithm for mining
dynamic data is combined to obtain the data-driven students’
learning degree.

III. AN ALGORITHM FOR MINING STUDENTS’ LEARNING
DEGREE
A. BASIC IDEAS OF THE ALGORITHM
The algorithm consists of three parts: Firstly, a training model
for processing test data is established. The TF-IDF method

is used to pre-process the test questions and extract the text
features. The SVM-KNN classification model is established
for automatic training, which is replaced classifying problems
into knowledge points manually. At this stage, the correlation
between the test questions and the knowledge points can
be obtained. Secondly, an optimized algorithm for mining
students’ learning degree using subjective weighting method
combined with answer records is proposed. At this stage,
the dynamic characteristic data of important influencing fac-
tors related to the student’s learning degree are first mined
from the students’ answer records of the examination, such
as the length of the answer path selected and the proportion
of the number of correct options in the answer path selected.
The subjective weighting method is used in combination
with authoritative experts in related fields to give weight
coefficients of various influencing factors to obtain the stu-
dents’ learning degree on the knowledge points correspond-
ing to each test question. Finally, the clustering algorithm is
used to classify the students’ learning degree based on their
learning level on the test questions. In this process, we use
the DBSCAN clustering algorithm to classify the students’
learning degree on the test questions, and obtain the students’
learning degree curve trajectory with significant features on
the knowledge points. According to the trajectory in-depth
research and analysis, the teaching mode is changed from
‘‘teacher-centered’’ to ‘‘student-centered’’, which provides
the direction and teaching guidance scheme for the person-
alized teaching. The algorithm is shown in Fig.1. In addition,
we use the notations in Table 1 throughout the paper.

B. TEXT ANALYSIS OF THE TEST QUESTIONS
The test questions participating in the analysis are classified
into knowledge points in text analysis [19] by the text classi-
fication technology [20], [21], and each test question belongs
to one knowledge point. For the time being, this paper only
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TABLE 1. Notations.

FIGURE 2. The process of the text classification.

considers the situation where one question corresponds to
one knowledge point, and later will consider the situa-
tion where one question corresponds to multiple knowledge
points. The data in the process of answering questions are
analyzed and mined in depth to obtain the students’ learning
degree on knowledge points. First, the single choice test
questions and questions are combined into a single record
for textual analysis. If the test question belongs to a certain
knowledge point, then establishes the corresponding link,
otherwise will not establish the link. Specifically, we mark
the knowledge point matrix of test questions as QK.

QK =


qk11 qk12 · · · qk1p
qk21 qk22 · · · qk2p
...

...
. . .

...

qkn1 qkn2 · · · qknp


This paper takes the test Qi as an example, where

qk ij indicates whether the test question Qi belongs to the

knowledge point Kj, qk ij ∈ {0, 1}, n represents the number
of the test questions, and p represents the number of the
knowledge points. When qk ij = 1 indicates that Qi belongs
to the knowledge point Kj; when qk ij = 0, it means that Qi
does not belong to the knowledge point Kj.
In this paper, we use the general text classification technol-

ogy to mine the test questions and classify them to the knowl-
edge points automatically. The text classification process is
shown in Fig.2.

1) WORD SEGMENTATION AND STOP WORDS FILTERING
First of all, we need to pretreat the test questions. The
differences between Chinese and English test questions lies
in that English is word-based, words and words are separated
by spaces, while Chinese is word-based, and all the words
in a sentence can be connected to describe a meaning, so
Chinese character order is needed. The column is divided into
meaningful words, that is, Chinese word segmentation [22].
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The text after word segmentation contains many meaningless
words. Therefore, we will filter these meaningless words
next, that is, stop word filtering.

In order to facilitate the expression in the following steps
after word segmentation and stop words filtering in the tech-
nical expertise, and we use Q = {Q1,Q2, . . . ,Qi, . . . ,Qn}
to express the test question, where Qi is the i-th test question
and n represents the number of the test questions.

2) TEXT FEATURES EXTRACTION
TF-IDF (TermFrequency–InverseDocument Frequency) [23]
is a commonly weighted technique to use for information
retrieval and data mining, which can evaluate the importance
of a word to a file in a file set or a corpus. The more times
a word appears in an article, the less times it appears in all
articles, and the more it can represent the central meaning of
the article. Models represented in text are usually regarded
as semi-structured or unstructured. In order to adapt to the
computer processing, it must be converted into a format
that can be recognized by the machine, while preserves
the original semantic information of the text as much as
possible. At present, common classification models include
Rocchio [24], Logistic Regression [25], Naive Bayes [26],
KNN (K-Nearest Neighbors) [27] and SVM (Support Vector
Machine) [28]. In this paper, TF-IDF method is used to
extract text features of test questions, and Q is transformed
into spatial vector model VSM [29].

The text features extracted by TF-IDF are expressed as
C = C1,C2, . . . ,Ci, . . . ,Cn corresponding with Q, where
Ci is the i-th text feature. Similarly, Ci can also be expressed
as Ci = (Ci1,Ci2, · · · ,Cij, · · · ,Cir ), where Cij is the weight
of the feature item, j is the i-th test question, and r is the
dimension of the text feature. The formula for calculating the
weight of a feature item Cij is as follows:

Cij = TF i,j × IDF j (1)

The TFi,j represents the word frequency of text feature
item j in the text of the i-th test question, and IDFj represents
the number of feature items j appearing in the whole text
data set, which is the reverse document frequency. Because
TF-IDF is a weighting function, which its value depends on
the word frequency and reverse document frequency in a
given document, the word frequency is proportional to the
weight of feature items and reverse document frequency is
inversely proportional to the weight of feature items.

3) MODEL CLASSIFICATION AND EVALUATION
In this step, it needs to perform classification model process-
ing on the text classification feature C extracted in the pre-
vious step, and uses the classification model to classify and
label the test questions automatically. In this paper, the KNN
classification model is selected for the first time. KNN is a
classification model with good classification effect and easy
to implement relatively. Its time complexity is proportional
to the number of test questions, which meets the needs of
the algorithm in this paper. However, there are some defects

such as class imbalance problem, storage and calculation
overhead. Therefore, this paper explores a new optimized
model in this stage, and finally chooses a new classification
model which combines KNN and SVM algorithm.

The main evaluation index of classification model is accu-
racy, that is, the higher the accuracy of automatic classifi-
cation, the closer result of the expert manual classification
it is to. Fig.3 is shown a comparison of the accuracy of the
classification model used in this paper and several classical
classification models.

FIGURE 3. The comparison of the accuracy of classification model.

As shown in Figure 3, compared with neural networks and
decision trees, the optimized SVM-KNN classificationmodel
has the highest accuracy. Therefore, the highest classification
model (SVM-KNN) is selected for the experiment in the
manuscript. Single-class SVM has a good effect on solving
single-class problems, but it is not suitable for multi-class
classification problems. The combination of the two classifi-
cation models solves the class imbalance problem caused by
uneven class distribution on the KNN classification model in
some extent, which improves not only the classified effect but
also the classified speed greatly.

We first use a single-class SVM to generate a classifier for
each group in the training set, and then the whole training
set as the test sample set is used to test. At last, we use the
KNN algorithm as a new training set classifier for a second
correction, and achieve the final classification results.

First, the text feature C obtained in the previous step is
divided into two parts: a training sample Ctrain and a sam-
ple Ctest with a test classification label. Each classification
label represents a knowledge point. Among them, Ctest is a
test that uses expert experience to divide knowledge points
manually. In order to facilitate the next operation, the knowl-
edge points (i.e. classification tag) are represented as K =
(K1,K2, . . . ,Ki, . . . ,Kp), where i represents the i-th knowl-
edge point and p represents the number of knowledge points.

4) CLASSIFICATION RESULT OUTPUT
The training steps of the SVM-KNN model include stor-
ing test text features of the training sample Ctrain and
corresponding classification labels. The trained SVM-KNN
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model can be used to classify the Ctest samples to be
classified. In order to facilitate the next stage of calcu-
lation, the classified results of the SVM-KNN model are
transformed into a questions-knowledge points matrix QK.
The questions-knowledge points matrix QK is obtained by
SVM-KNN model classified, and then the students feature
knowledge points matrix generated automatically in the next
stage is realized by combining subjective weighting method.

C. THE MINING OF STUDENT’ LEARNING DEGREE
Students’ mastery represents the students’ learning degree
on the knowledge points corresponding to the test questions,
and its level also reflects the level of students’ learning
degree on the knowledge points. According to the record
of students answered, it can analyze and mine the students’
learning degree on each knowledge point, that is, the students’
mastery on knowledge points. We use the text classification
technology to convert the text data of students answered to
students’ learning degree on each knowledge point of the
test questions. The DBSCAN clustering algorithm is used
to classify students into several classes with common char-
acteristics and get students’ personalized learning charac-
teristics. At the same time, it improves students’ learning
performance according to the learning suggestions gave. This
paper focuses on the important influencing factors in the
process of students’ answers: the right or wrong answer,
the length of the students’ answer path length selected and the
proportion of the correct choice times in the students’ answer
path length selected.

The right or wrong answer intuitively judges students’
learning degree on knowledge points. The students’ answer
path length selected reflects students’ comprehension of the
questions and their psychological activities. The more stu-
dents choose each question, the worse students’ learning
degree of the questions. The proportion of correct choice
times in the students’ answer path length selected reflects
the students’ learning degree of the questions. The degree
of students’ hesitation between correct and wrong choices.
Combining the proportion of the right or wrong answer,
the students’ answer path length selected and the proportion
of the correct choice times in the students’ answer path length
selected to get each student’ learning degree in each question
matrix SQ.

SQ =


sq11 sq12 · · · sq1n
sq21 sq22 · · · sq2n
...

...
. . .

...

sqm1 sqm2 · · · sqmn


where sqtj represents the learning degree of students st on
test question qj, sqtj ∈ {0, 1}, m represents the number of
students, and n represents the number of test questions. When
the value of sqtj is higher, it means that student st has a
better command of the test question qj.The value of sqtj is
determined by the data of influencing factors in the process
which students answered questions. The weight coefficient

of each influencing factor is given though the authoritative
experts in relevant fields according to the degree whether it
is direct or indirect influence on them to ensure the authority
and correctness of this paper, the students’ learning degree on
the question qj by st is expressed as follows:

sqtj = β1θ1 − β2θ2 + β3θ3 (2)

where βu, u ∈ {1, 2, 3} represents the weight coefficient
of each component in the proportion of the right or wrong
answer, the length of the students’ answer path length selected
and the proportion of the correct choice times in the length
of the students’ answer path length selected. According to
the experience of the authoritative experts, the right or wrong
answers of students answered are directly proportional to the
students’ learning degree, the length of the students’ answer
path length selected is inversely proportional to the students’
learning degree, and the proportion of the correct choice times
in the length of the students’ answer path length selected
is proportional to the students’ learning degree. Therefore,
the sign of the weight coefficient β2 in formula (2) is a
negative sign, and the others are positive signs. θ1 represents
the right or wrong answer, θ2 represents the students’ answer
path length selected, and θ3 represents the proportion of the
correct choice times in the length of the students’ answered
path length selected. In this paper, the right answers to the
questions qj is Fe,Fe ∈ [A,B,C,D], θ1 indicates whether
the final choice Fa is the correct answer. When Fa = 0,
it indicates that the final choice Fa is wrong, and Fa = 1
indicates that the final choice Fa is right. θ2 indicates the
length of the students’ answer path length selected L, and θ3
indicates the number of correct choices w of student st on
question qj accounts for the frequency of correct choices in
the students’ answer path length selected L.
First of all, this paper defines the students’ answer path

length selected to choose answers on the test questions as
P = <p1, p2, . . . , ph>, where h = 1, 2, . . . , 6. According
to the statistical analysis of the actual data, the ratio of the
students’ answer path length selected by students in question
qj over 6 times to the total path length is very small, almost
close to 0. Therefore, according to the actual situation of the
data, the students’ answer path length selected in this paper
is set to be the maximum of six times, that is, h = 6.
When Fa = Fe, it means that the final choice Fa selected

by the student st on question qj is correct, which means that
the student st answers question qj correctly. When Fa 6= Fe,
it means that the final choice Fa selected by the student st
on the question qj is wrong, which means that the student st
answers question qj incorrectly. The final choices of students
answered and the students’ answer path length selected are
divided into the following four situations:

Fa = Fe, L = 1
Fa = Fe, L > 1
Fa 6= Fe, L = 1
Fa 6= Fe, L > 1

(3)
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When Fa = Fe, L = 1, it means that students select
the correct answer Fe once, and the learning degree of the
student st on question qj is sqtj = 1. When Fa = Fe,L > 1,
it means that students choose the correct answer Fe several
times. When Fa 6= Fe, L = 1, it means that students select
once and the selected answer is wrong. When Fa 6= Fe,
L > 1, it means that students choose the wrong answer for
several times.

The students’ answer path length selected L of the stu-
dent st on the question qj is, the worse the student’s mastery
of the knowledge point on the question qj is. The weight
coefficient β2 in the student’s learning degree component
uses a negative form. Frequency θ3 of the correct options in
the students’ answer path length selected is shown as follows:

θ3 =
w
L

(4)

where θ3 represents the correct choice frequency of the stu-
dent st in the length of the students’ answer path length
selected L on the question qj, w represents the number of
correct answers in the students’ answer path length selected.
The more correct choices appear in the students’ answer path
length selected on the question qj, the higher of the correct
choice frequency of the student st choose on the question qj,
and the better the learning degree is. The frequency of the
correct choice in the length of the students’ answer path
length selected objectively affects the student st to have a
higher overall learning degree of the question qj.

The weight coefficient in the learning degree component is
given by the authoritative experts in the relevant fields, which
guarantees authority and correctness. The student’s learning
degree scores obtained by combining the three influencing
factors are as follows:

sqtj =


1, Fa = Fe and L = 1
0, Fa 6= Fe and L = 1
β1θ1 − β2θ2 + β3θ3, Fa 6= Fe and L > 1
β1θ1 − β2θ2 + β3θ3, Fa 6= Fe and L > 1

(5)

D. THE CLASSIFICATION OF STUDENT’ LEARNING DEGREE
CURVE TRAJECTORY
Cluster analysis is an unsupervised machine learningmethod.
This method can automatically find data features and divide
data with similar features into a group. The purpose is tomake
the distance between samples of the same category as small
as possible, while the distance between samples of different
categories as large as possible. In this paper, learners with
similar learning degree can be divided into the same group
by using the cluster analysis, while learners with different
learning degree can be separated. In this way, each group
of learners can be analyzed and processed separately, so that
personalized guidance can be implemented smoothly.

Compared with the classical K-means algorithm, the
DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) clustering algorithm not only does not need to
know the number of cluster classes to be formed in advance,

but also find clusters of arbitrary shapes. At the same time,
it can identify noise points and is not sensitive to the order
of samples in the database, that is, the order of input to the
pattern has little effect on the results. However, that are at the
boundary between clusters for samples, the assignment may
fluctuate depending on which cluster is detected first. In this
paper, we choose a density-based the DBSCAN clustering
algorithm.

According to the degree of each student’s learning degree
on each test question, the test questions are classified into the
knowledge points after text classification, and the learning
degree matrix SK of each student on each knowledge point is
obtained.

SK =


sk11 sk12 · · · sk1p
sk21 sk22 · · · sk2p
...

...
. . .

...

skm1 skm2 · · · skmp


where sk tx indicates the learning degree of the student st
on the knowledge point kx , sk tx ∈ {0, 1}, m indicates the
number of students, p indicates the number of knowledge
points. The larger the value of sktx, the higher the learning
degree of the student st on the knowledge point kx . The
value of sk tx is determined by the average value of sqta,
sqtb, . . . . . . , sqto, which the student st answered on the ques-
tion qa, qb, . . . . . . , qo (a total of v questions) that belong to
the same knowledge point kx .

sk tx = (sqta + sqtb + . . .+ sqto)/v (6)

Students’ learning degree on the knowledge points are
manifested in three forms: good learning degree, basic learn-
ing degree, and poor learning degree. If sk tx ∈ (0.7, 1] ,
it means that the students have a good grasp of the knowledge
point kx ; If sk tx ∈ (0.3, 0.7] , it means that students have a
general grasp of the knowledge point kx , which belongs to
the basic grasp; If sk tx ∈ (0, 0.3] , it means that the students
have a bad learning degree on the knowledge point kx , which
is mastered poorly.

The students are clustered according to the learning degree
of each student on each knowledge point, and the clustering
effect is verified by the average of each group of students on
each knowledge point.

The pseudo code of the algorithm proposed in this paper is
as follows.

IV. EXPERIMENT
A. DATA SOURCES AND EXPERIMENTAL ENVIRONMENT
In order to verify the feasibility and validity of the algo-
rithm, this paper chooses about 180,0000 records of about
3,0000 answered in a large-scale examination of Computer
Culture Foundation as the experimental data set, including
50 questions covering 9 knowledge points, each with a score
of 2 and a total score of 100 points. The students’ answers to
each question are collected and recorded by the examination
system online. The data set is collected in January 2019 for
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Pseudocode of the Proposed Algorithm
Begin:
1. Input: test questions and the records of students answered
2. Word Segmentation and stop word filtering on the test questions
3. Extract text features with (1)
4. QK← classify test text features into knowledge points with the SVM-KNN model
5. Extract the right or wrong answer, the length of the students’ answer path length selected and the proportion of the correct
choice times in the students′ answer path length selected based on the records of students answered
6. For each data:
7. Preprocess the extracted data with (3) and (4)
8. Enter the values of β1, β2 and β3 with (5)
9. For each student:
10. sqtj← Calculate the learning degree of each student on each test question
11. End for
12. SQ← establish the matrix of students’ learning degree on each test question with (2)
13. End for
14. Combining matrix QK and matrix SQ
15. SK← turn into the master degree matrix SK of each student on each knowledge point
16. Cluster students’ learning degree on each test question using the DBSCAN algorithm
17. Output: generate student clusters with the characteristics of students’ learning degree
End

testing online in a province of China. In addition, 2608 ques-
tions with knowledge points labeled are collected from other
examinations related to the course as training samples. The
corresponding distribution of test questions and knowledge
points in training samples is shown in Fig.4.

FIGURE 4. The distribution between test questions and knowledge points.

The experimental running environment is Windows 7
Operating System, the programming language is Python
3.6, and the software development environment is PyCharm
Community Edition 2018 and SQL Server 2008.

B. PARAMETER SETTINGS
The value of sqtj is determined by the data of the influ-
encing factors of the proportion of the right and wrong
answers, the students’ answer path length selected and the
number of correct choices in the students’ answer path length
selected. The weight coefficients of each influencing factor
are determined by the authoritative experts in the relevant
fields according to whether the influence is direct or indirect.
It guarantees the authority and correctness of this study.

The influencing factors of student st mastery on the ques-
tion qj are shown in Table 2.

TABLE 2. Values of influencing factors.

When Fa = Fe, L = 1, it means that the student st chooses
the correct answer Fe at one time, and then the learning
degree sqtj on the question qj is 1; When Fa 6= Fe, L = 1,
it means that the student st chooses the wrong answer at
one time, the learning degree sqtj on the question qj is 0. β1
indicates whether the students finally answer the right ques-
tions or not, which has the greatest influence on the students’
learning degree on the knowledge point, and the value is 0.8.
β2 is the weight coefficient of the path length selected θ2.
The longer the path length is, the worse the students grasp the
test questions. θ2 has little influence on the students’ learning
degree on the questions, so the value of β2 is −0.1. β3 is the
weight coefficient of θ3, which is the proportion of students’
correct answers in the path length selected, and θ3 has little
influence on students’ learning degree on the question qj,
so the value of β3 is 0.1. When Fa = Fe, L > 1, it means that
the correct answer Fe is the answer selected by the students
many times and the final answer is the correct answer Fe, and
the value of θ1 is 1; When Fa 6= Fe, L > 1, it represents that
the answer selected by the students many times and the final
choice is the wrong answer, and the value of θ1 is 0.9.

C. EXPERIMENTS ON TEXT ANALYSIS OF TEST QUESTIONS
In order to judge and process the experimental data objec-
tively and accurately, there are only single choice questions
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in the test questions used in the experiment. Before the text
analysis stage, we need to deal with the test questions, and
take the options and the stem as a complete text. Each ques-
tion is accompanied by a knowledge point label which the
question belongs to. The actual content of the knowledge
points corresponding to the label on the knowledge points is
shown in Table 3. In the next steps, this paper first performs
data processing on multiple-choice questions in the test, and
treats the options and questions together as a complete ques-
tion text, then uses the processed question text to perform
knowledge point label matching experiments. All knowledge
points are represented by the label on knowledge points.

TABLE 3. Actual content of knowledge points corresponding to the labels
of knowledge points.

There are no obvious delimiters in the Chinese test, so it is
necessary to do the word segmentation and stopword filtering
for the test questions. In the word segmentation step, the open
source word segmentation tool Jieba is selected; In the stop
word filtering step, the mainstream Chinese stop word list is
used to stop the vocabulary.

The text feature C is extracted using the formula (1), and
the dimension of each text feature Ci is 3367 dimensions.
Before the text classification, the text featureC is divided into
a training sample Ctrain and a sample to be classified Ctest .
The number of samples in the training sample Ctrain is 2608,
and the number of samples in the sample to be classified
Ctest is 50. Next, we used the training sample Ctrain to train
the classification model SVM-KNN. That is, the SVM-KNN
stores all the feature vectors and the knowledge point tags in
the training sample Ctrain.

After the SVM-KNN classification model stores Ctrain,
the SVM-KNN model is used to classify the classification
sample Ctest . The model selects the 5 nearest neighbors when
classifying, which is also the default value set by the toolkit
we use. For the selection of the k value, choosing a smaller k
value generally according to the distribution of the samples is
equivalent to predicting with training examples in a smaller
field. The training error will be reduced, and the algorithm
is susceptible to noise, which makes the classification results
unstable; If a larger value of k is selected, the model tends to
classify the prediction object into a class with a large number
of classes. At the same time, too large value also increases the
time complexity of the algorithm. In the practical application
of this paper, the optimal value of k is selected by using the

cross-validation method, and its value is 5. The classification
result of SVM-KNN is converted into a test knowledge point
matrix QK. Among them, the abscissa represents the test
question, and the ordinate represents the knowledge point.
The form is as follows:

QK =



0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0
...

...
...

...
...

...
...

...
...

1 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0


In order to observe the classified effect of the sample Ctest

to be classified, we also added the knowledge point label
to the 90 questions to be classified. This paper calculates
the classified report of SVM-KNN model for sample Ctest
and the Macro Average F1_macro is 0.922222. Finally, the
distribution of the nine knowledge points is shown in Fig.5,
and the corresponding distribution between test questions and
knowledge points is shown in Fig.6.

FIGURE 5. The distribution of the nine knowledge points.

FIGURE 6. The corresponding distribution between test questions and
knowledge points.

D. MULTI-FEATURE EXTRACTION OF STUDENTS BASED ON
TEST DATA
After processing the data in the student’s answering process,
the student’s learning degree matrix SQ on each knowl-
edge point is expressed as follows according to formula (5).
The abscissa represents the test question, and the ordinate
represents the students SQ, as shown at the bottom of the next
page.
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E. THE ANALYSIS OF STUDENTS’ MULTI-FEATURE
LEARNING DEGREE COMPONENTS
Combines the correct and wrong answer θ1, the students’
answer path length selected L and the correct choice times in
the proportion of the students’ answer path length selected θ3
obtained the learning degree sqtj of the student st on the
question qj.
Before calculating the learning degree sqtj of the students st

on the question qj, the record of the student answered is
pretreated as the right and wrong matrix θ1, the abscissa
represents the test question, and the ordinate represents the
student. It is as follows.

θ1 =



1 1 1 0 1 1 1 0 1 1 0 1 . . . 1
0 1 1 1 1 0 0 1 1 1 0 1 . . . 1
1 1 1 1 0 0 1 1 1 1 0 1 . . . 1
1 1 1 1 0 1 1 1 1 1 0 1 . . . 1
0 1 0 1 1 0 1 1 1 0 1 1 . . . 1
1 0 1 1 1 1 1 0 1 1 0 1 . . . 1
1 0 1 1 0 1 1 1 1 1 0 0 . . . 0
1 1 0 1 1 1 1 1 0 1 0 1 . . . 1
1 0 1 0 1 1 0 1 1 1 1 0 . . . 1
1 0 1 0 1 0 1 1 1 1 0 1 . . . 1
0 1 1 1 0 0 1 0 1 0 0 1 . . . 1
...
...
...
...
...
...
...
...
...
...
...
...
. . .

...

1 1 1 1 1 0 0 1 1 1 1 0 . . . 0



w =



2 1 1 1 1 1 1 0 1 1 0 1 . . . 1
0 1 1 2 2 1 0 1 1 3 0 1 . . . 1
1 1 1 1 0 0 1 1 1 1 0 1 . . . 2
1 1 1 1 0 1 1 1 0 1 3 1 . . . 1
0 1 0 2 1 0 1 1 1 0 1 1 . . . 3
1 0 1 1 2 1 1 0 1 1 0 1 . . . 1
1 2 1 1 0 1 2 1 1 1 1 0 . . . 0
1 1 0 1 1 1 1 1 0 1 0 1 . . . 1
1 0 1 0 1 1 0 1 1 1 1 0 . . . 1
3 0 1 1 1 1 1 1 1 3 0 1 . . . 1
0 3 1 1 2 0 1 0 1 0 1 1 . . . 1
...
...
...
...
...
...
...
...
...
...
...
...
. . .

...

1 2 1 1 1 0 0 1 1 1 1 2 . . . 0



The number of correct choices of students is preprocessed
as matrix w, where the abscissa represents the test questions,
the ordinate represents the students, and w represents as
above.

The length of the students’ answer path selected is
pre-processed as matrix L, where the abscissa represents the
test questions, and the ordinate represents the students. It is
as shown on the right.

According to formula (4), the proportion of students’ cor-
rect times in the length of answer path selected is obtained.
The data is preprocessed as matrix θ3, as shown at the bottom
of the next page, which is expressed as follows, where the
abscissa represents the test questions, and the ordinate repre-
sents the students.

L =



2 1 1 2 1 1 1 1 1 1 1 1 . . . 1
1 1 2 2 5 3 1 1 3 5 1 2 . . . 1
1 1 1 4 1 2 3 4 1 1 1 1 . . . 3
1 1 2 1 1 1 4 1 1 1 4 1 . . . 1
1 2 1 3 1 1 1 1 1 1 2 1 . . . 3
1 1 1 1 2 1 1 1 1 1 1 4 . . . 1
1 3 1 1 1 1 3 1 1 1 2 1 . . . 1
2 1 1 1 2 1 1 1 1 1 1 1 . . . 1
1 1 1 1 1 1 1 3 1 2 1 1 . . . 3
5 1 1 2 1 3 1 2 1 5 1 1 . . . 1
1 5 1 1 4 1 1 1 1 1 3 1 . . . 1
...
...
...
...
...
...
...
...
...
...
...
...
. . .

...

1 1 1 1 1 1 1 1 1 1 1 4 . . . 1


F. THE STUDENT’ LEARNING DEGREE CURVE TRAJECTORY
Matrix QK obtains the relationship between questions and
knowledge points. Matrix SQ obtains each student’s learning
degree on each test question. Combining matrix QK and
matrix SQ using the formula (5), the master degree matrix
SK, as shown at the bottom of the next page, of each student
on each knowledge point is obtained. The abscissa represents
the knowledge point and the ordinate represents the student.

The DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) algorithm is a density-based spatial
clustering algorithm. The significant advantage is that the

SQ =



0.70 1 1 0.57 1 1 1 0 1 1 0 1 . . . 1
0 1 0.65 0.70 0.34 0.45 0 1 0.53 0.36 0 0.65 . . . 1
1 1 1 0.43 0 0.52 0.53 1 1 1 0 1 . . . 0.57
1 1 0.65 1 0 1 0.43 0.65 0 1 0.54 1 . . . 1
0 0.65 0 0.57 1 0 1 1 1 0 0.70 1 . . . 0.6
1 0 1 1 0.70 1 1 0 1 1 0 0.43 . . . 1
1 0.49 1 1 0 1 0.57 1 1 1 0.57 0 . . . 0

0.65 1 0 1 0.65 1 1 1 0 1 0 1 . . . 1
1 0 1 0 1 1 0 0.53 1 0.65 1 0 . . . 0.53

0.36 0 1 0.57 1 0.45 1 0.43 1 0.36 0 1 . . . 1
0 0.36 1 1 0.37 0 1 0 1 0 0.45 1 . . . 1
...

...
...

...
...

...
...

...
...

...
...

...
. . .

...

0 0.65 1 1 1 0 0 1 1 1 1 0.37 . . . 0
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FIGURE 7. The clustered results of students’ learning degree.

clustering speed is fast and it can deal with noisy points effec-
tively and find spatial clusters of arbitrary shape. Compared
to the clustering algorithms like K-means, the DBSCAN
algorithm can cluster dense data sets of any shapes. It can
find outliers is not sensitive to outliers in the data set while
clustering, and has no bias in the clustering results, which
is in accordance with the needs of this paper. However,
adjusting parameter is more complicated slightly compared
to the traditional K-means clustering algorithm. It is mainly
need to make joint adjusting for the neighborhood threshold
Eps within the given object radius Eps and neighborhood
sample number thresholdMinPts, and the different parameter
combinations have a great influence on the final clustered
effect.

FIGURE 8. The result of the optimal silhouette coefficient.

The silhouette coefficient is a method to evaluate the
clustered effect. The value of the silhouette coefficient is
between [−1, 1], and the closer to 1 it is, the better the
cohesion and separation are. When the silhouette coefficient
is 0.782 in the experiment, the clustering effect is the best.
Students are divided into three curve trajectories with obvious
trend according to the best silhouette coefficient, and the
experimental results are shown in Fig. 7 and Fig. 9. In this
paper, the tuning results of the DBSCAN algorithm in the
experiment are shown in Fig. 8. In this paper, the result of
the optimal silhouette coefficient selected for the DBSCAN
algorithm is shown in Figure 8, and the adjusting results are
Eps = 0.1 and MinPts = 10.

θ3 =



1 1 1 0.5 1 1 1 0 1 1 0 1 . . . 1
0 1 0.5 1 0.4 0.33 0 1 0.33 0.6 0 0.5 . . . 1
1 1 1 0.25 0 0 0.33 0.25 1 1 0 1 . . . 0.67
1 1 0.5 1 0 1 0.25 1 0 1 0.75 1 . . . 1
0 0.5 0 0.67 1 0 1 1 1 0 1 1 . . . 1
1 0 1 1 1 1 1 0 1 1 0 0.25 . . . 1
1 0.67 1 1 0 1 0.67 1 1 1 0.5 0 . . . 0
0.5 1 0 1 0.5 1 1 1 0 1 0 1 . . . 1
1 0 1 0 1 1 0 0.33 1 0.5 1 0 . . . 0.33
0.6 0 1 0.5 1 0.33 1 0.5 1 0.6 0 1 . . . 1
0 0.6 1 1 0.5 0 1 0 1 0 0.33 1 . . . 1
...

...
...

...
...

...
...

...
...

...
...

...
. . .

...

1 0.5 1 1 1 0 0 1 1 1 1 0.5 . . . 0



SK =



0.8 0.5 1 0.74 0.73 0.67 0.39 0.91 0.65
0.42 0.71 0.475 0.57 0.18 0.94 0.84 0.68 0.79
0.69 0.77 0.77 0.91 0.57 0.83 0.78 0.39 0.91
...

...
...

...
...

...
...

...
...

0.33 0.73 0.66 0.90 0.66 0.67 0.78 0.69 0.65
0.8 0.72 1 0.97 0.70 0.69 0.96 0.56 0.91
1 0.79 0.76 0.72 0.78 0.89 0.76 0.59 0.2

0.88 0.83 0.85 0.82 0.73 0.86 0.74 0.82 0.42
0.76 0.82 0.89 0.74 0.88 0.83 0.68 0.51 0.79
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FIGURE 9. Experimental results of the DBSCAN algorithm.

The Fig.7. shows the students’ learning degree on each
knowledge point. The abscissa represents the knowledge
point and the ordinate represents the students’ learning
degree. The DBSCAN clustering algorithm is used to cluster
students into three curves trajectories for different situations.
S1 is a stable curve trajectory, S2 is an undulating curve
trajectory, and S3 is an irregular curve trajectory.

The stable curve trajectory is subdivided into two types.
One is that students master knowledge points well, and the
other is that students master knowledge points poorly. The
difference between the two is only that students have dif-
ferent learning degrees on knowledge points. In both cases,
the curve of students’ learning degree on the knowledge
points is stable and gentle, and there is little difference in
the weight of mastery on each knowledge point. However,
there are some points whose weights differ greatly from those
of other points. We call some points whose weights differ
greatly from those of other points as ‘‘outliers’’, but we do
not consider ‘‘outliers’’ in clustering.

The undulating curve trajectory is curve of master degree
on knowledge points. There are several or more consecu-
tive points weight compared to other parts of the weight is
lower (or higher), and other parts are similar to the stable
curve trajectory S1. Therefore, we call such a curve tra-
jectory a fluctuating one, and we suspect the continuous
low (or high) of their corresponding knowledge point may
have a potential connection, which requires further study and
analysis.

Irregular curve trajectory does not belong to the above two
cases, and may also include the above two cases, that is,
it includes both partial gradual curve trajectory and partial
undulating curve trajectory. The point is that irregular curve
trajectory has no regularity.

Calculate the average score of all kinds of students on
each knowledge point, and obtain the average score curve
trajectory of all kinds of students on each knowledge point.
It is as shown in Fig. 10.

FIGURE 10. The trajectory of average score curve of all kinds of students.

As is shown in Fig.10, the average score of students on
knowledge points fluctuates greatly. Due to the different
number of questions corresponding to each knowledge point,
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it needs to calculate the proportion of the average score on
each knowledge point of each group to the total score on each
knowledge point.

As is shown in Fig.11, the curve of the average score
of students in S1 on the total score of knowledge points is
relatively stable. In S2, the proportion of the average score of
students on knowledge points to the total score on knowledge
points fluctuates greatly, and this is similar to the trend of
learning degree of the three groups on each knowledge point
obtained by clustering. It can be obtained that the algorithm
can classify students according to their characteristics on
knowledge points.

FIGURE 11. The ratio of the average score of students to the total score.

V. CONCLUSION
In view of the current analysis of educational data, it is
difficult to consider the limitations of students’ learning
degree comprehensively and accurately. This paper proposes
a data-driven students’ learning degree analysis – an opti-
mized algorithm formining dynamic data. The algorithm uses
the optimized text analysis technology to replace classify-
ing test questions into the knowledge points manually, and
through the subjective weighting method combined with the
dynamic data captured to mine and analysis the students’
learning degree on knowledge points. Then the students’
learning degree curve trajectory and student clusters are
obtained through the DBSCAN algorithm.

Experimental results show that the algorithm has the fol-
lowing characteristics: 1) Automatically process massive
data, and using the classification model to classify the test
questions into knowledge points labels can improve the clas-
sification efficiency though the usual single classification
model; 2) The traditional static education data analysis and
mining methods are transformed into dynamic data mining of
students’ individual characteristics to obtain students’ learn-
ing degree. The method of mining students’ learning degree
has changed from the traditional static educational data anal-
ysis to dynamic data analysis, and it solves the limitation of
analyzing the traditional static educational data in the past,
and through mining and analyzing the dynamic data in the
educational data captured, it makes a more comprehensive
and accurate analysis of the students’ learning degree on
knowledge points.

Although the algorithm performs well in automatically
classifying students’ learning degree on knowledge points,
it also has limitations: 1) Depend on expert experience;
2) Consider only dynamic data, such as whether the student
answered the test question correctly, the student’s choice of
path length for the answer to the test question, and the number
of correct options in the student’s answer path length selected.
Factors such as the time it takes to answer a test question and
the difficulty of the test question are not considered. In short,
in the future, we will fully consider the various factors that
affect the degree of mastery on knowledge points, and obtain
students’ learning degree more accurately.
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