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ABSTRACT With the development of various deep learning algorithms, the importance and potential of
AI + medical treatment are increasingly prominent. Electrocardiogram (ECG) as a common auxiliary
diagnostic index of heart diseases, has been widely applied in the pre-screening and physical examination of
heart diseases due to its low price and non-invasive characteristics. Currently, themulti-lead ECG equipments
have been used in the clinic, and some of them have the automatic analysis and diagnosis functions. However,
the automatic analysis is not accurate enough for the discrimination of abnormal events of ECG, which
needs to be further checked by doctors. We therefore develop a deep-learning-based approach for multi-
label classification of ECG named Multi-ECGNet, which can effectively identify patients with multiple
heart diseases at the same time. The experimental results show that the performance of our methods can get
a high score of 0.863 (micro-F1-score) in classifying 55 kinds of arrythmias, which is beyond the level of
ordinary human experts.

INDEX TERMS ECG, arrythmia, multi-label classification, depthwise separable convolution, SE module.

I. INTRODUCTION
Electrocardiography is the process of producing an Electro-
cardiogram (ECG) which is a graph of voltage versus time
of the electrical activity of the heart [1] using electrodes
placed on the skin. ECG is the simplest and most efficient
way to diagnose heart-related diseases and has been used in
medical practice since 1903 [2]. After more than 100 years of
development, ECG has played an important role in medicine,
and many related advanced and easy-to-use clinical devices
have been developed. However, medical imaging is still a
field that requires a lot of manpower (expert knowledge and
experience) to identify. How to use AI especial deep learning
methods to carry out efficient and accurate medical diagnosis
and free the manpower input of doctors is still a topic worthy
of in-depth study.

Generally speaking, the method of measuring the ECG is
to place the electrodes in different parts of the human body
and connect them to the positive and negative electrodes of
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the electrocardiograph by wires. This method of electrical
connection for recording ECG is called lead ECG. Different
electrode positions and connection methods can form differ-
ent leads. In the long-term clinical practice of electrocardio-
graphy, an international general Lead System established by
Einthoven and now widely adopted has been formed, which
is called the standard 12-Lead System [3]. The 10 electrodes
in a 12-lead ECG are listed in Table1 [4].

For 12 leads, we have the following formulas below:

I = LA− RA

II = LL − RA

III = II − I

aVR = −(I + II )/2

aVL = I − II/2

aVF = II − I/2 (1)

As a specialized medical field, the study of ECG requires
a great deal of medical knowledge. If we use traditional
machine learning methods for research, we have to use
this professional medical knowledge to do a lot of feature
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TABLE 1. Electrode placements.

extraction and feature engineering, which will greatly reduce
the efficiency. As a most cutting-edge technology of machine
learning, deep learning, especially CNN, can automatically
extract important features through the superposition of mul-
tiple convolution layers, nonlinear variation layers, pooling
layers, fully connected layers and normalized layers. Deep
learning has made a great progress in image recognition,
speech recognition, natural language processing and other
fields, and we have reason to believe that a well-designed
deep learning model can also achieve satisfactory results in
ECG recognition.

Many current classification methods of ECG signals rely
on the extraction of handmade features from ECG. This is
done by using traditional feature extraction algorithms or
drawing on human expertise. Then the extracted features are
input into the generation or discrimination model to predict
or classify the ECG. The extracted features are then classified
by Support Vector Machine (SVM), decision tree models or
other algorithms. Generally speaking, the machine learning
methods are relatively fast in training and prediction, but
the quality of feature extraction and feature engineering are
difficult to quantify and prone to error, which will cause
unstable factors to the final detection results.

In order to realize efficient, high-precision and highly
automated end-to-end ECG detection, this paper proposes a
Multi-ECGNet model based on one-dimensional convolution
Resnet, depthwise separable convolution, and Squeeze-and-
Excitation (SE) Module, which can be used for multi-label
classification detection of ECG data. The datasets used in
this paper contains 55 arrythmias which are symptoms related
to heart diseases. For multi-label classification problems,
we usually use micro-F1-score rather than accuracy as the
evaluation criterion of the algorithm.

In general, the main contributions of this paper are as
follows:

1) First, we put forward a whole set of analysis, modeling
methods and research ideas of ECG detection with end-
to-end deep learningmodel. It’s proved that thismethod
is superior to the common cardiologists in indicators
through experiments.

2) Second, we propose an algorithm model named
Multi-ECGNet integrating the advantages of ResNet,
Squeeze-and-Excitation Module and Depthwise Sep-
arable Convolution, which is applicable to ECG
detection.

3) Third, our method is a multi-label classification model,
which can simultaneously detect 55 symptoms of heart
disease, rather thanmost other relevant studies can only
identify a single symptom.

4) Fourth, there are some wrong data and noise in the
dataset, and the sample quantity distribution of 55 cat-
egories is seriously unbalanced. Therefore, based on
focal loss, this paper also proposes corresponding solu-
tions and improvement strategies of loss function.

The rest of this paper is organized as follows.
Section 2 introduces the progress and achievements of
ECG detection in recent years. Section 3 presents the pro-
posed method and algorithm of the classification model.
Section 4 introduces the specific implementation process.
Section 5 presents our experimental process and results, and
finally Section 6 concludes this paper and discuss the future
work.

II. RELATED WORK
In recent years, researches on the combination of medical
treatment and AI have gradually come to people’s vision.
Many efforts from large companies, universities and research
institutes are focusing on this topic due to its potential scien-
tific, social and economic values.

Before deep learning was fully developed, some scholars
and researchers used traditional machine learning methods
to classify ECG tests. In 2009, Kim et al. proposed a novel
arrhythmia classification algorithm [5] which has a fast learn-
ing speed and high accuracy, and uses Morphology Filtering,
Principal Component Analysis (PCA) and Extreme Learn-
ing Machine (ELM). The proposed algorithm can classify
six beat types: normal beat, left bundle branch block, right
bundle branch block, premature ventricular contraction, atrial
premature beat, and paced beat. At that time, the algorithm
was greatly faster than the algorithm using (Back Propagation
Neural Network) BPNN, (Radial Basis Function Network)
RBFN and SVM and got better experimental results than
others.

Due to the limitations of machine learning methods,
more researches in recent years have focused on the meth-
ods of deep learning, such as Recurrent Neural Network
(RNN), Long Short-Term Memory (LSTM), and Convolu-
tional Neural Network (CNN). Yildirim [6] proposed a new
model called DBLSTM-WS based on wavelet sequence of
deep bidirectional LSTM network for classification of ECG
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signals. The experimental results of five different types of
heartbeat obtained from the (Massachusetts Institute of Tech-
nology, Boston’s Beth Israel Hospital) MIT-BIH Arrhyth-
mia Database showed that the recognition performance of
DBLSTM-WS model is as high as 99.39

Baloglu et al. [7] propose a deep learning model based
on CNN with end-to-end structure on standard 12-lead ECG
signals for the diagnosis of myocardial infarction, with accu-
racy and sensitivity of all leading ECG signals exceeding
99.00%. Based on 1000 ECG signal fragments from MIT-
BIH Arrhythmia Database, Yildirim et al. [8] designed a new
one-dimensional CNN model involving 17 ECG categories
(normal sinus rhythm, 15 types of arrhythmia, and pacemaker
rhythm) with an overall accuracy of 91.33%.

Mathews et al. were with the other train of thought, and
they used a single lead ECG signal data, with the Restricted
BoltzmannMachine (RBM) andDeepBelief Network (DBN)
[9], to detected ventricular and room on the rhythm of
the heart, and DBN can obtain higher average ventricular
ectopic beats on recognition rate (93.63%) and supraventric-
ular ectopic beats recognition rate (95.57%) with the low
sampling rate of 114 Hz.

These methods, whether based on machine learning or
LSTM, CNN, RBM, DBM, have achieved good results on the
MIT-BIH dataset, but all of them have their own limitations
and tend to focus on one or a few diseases. And they didn’t
do any in-depth research on multi-label classification, and we
know that patients with heart disease tend to have multiple
heart symptoms at the same time, and these manifestations or
symptoms are not independent.

In fact, there are many kinds of arrythmia symptoms. The
research of this paper is based on 55 kinds of arrythmias.
After proper training and adjustment, general deep learning
methods can solve multi-classification problems with fewer
categories. The solution space of a multi-classification prob-
lem such as 10 classifications is 10, but in the case of 55multi-
label classifications, the solution space of the problem will
reach 255, which is undoubtedly a difficult challenge. At the
same time, the correlation between the 55 labels, the data
distribution, and the accuracy of the data labels will bring
greater problems, which are the targets of this study. We pro-
pose a Multi-ECGNet network architecture by incorporating
ResNet, depthwise separable convolution, SE Module design
and weighted binary crossentropy improved based on focal
loss as a multi-label classification loss. At the same time,
Multi-ECGNet network model draws on the idea of label
smoothing to deal with possible labeling errors. The follow-
ing sections of this paper will detail the specific content and
implementation process of these methods.

III. METHOD TO ELECTROCARDIOGRAMS
MULTI-LABEL CLASSIFICATION
A. DATASETS AND DATA ANALYSIS
The dataset used in this paper is from the 2019 Tianchi
Hefei High-Tech Cup ECG Human-Machine Intelligence

Competition. The dataset contains 32,142 cases, of which
24,106 are used as training sets and 8,036 as test sets. Each
sample has 8 leads, namely I, II, V1, V2, V3, V4, V5 and V6.
The data of the remaining 4 leads can be derived according to
the formulas, so we can get a total of 12 leads. Each sample
has a sampling frequency of 500 Hz, a length of 10 seconds
and a unit voltage of 4.88 microvolts. So each of our sample
cases is a 5,000-row, 12-column matrix.

In this task, we need to perform multi-label classification
on 55 arrythmias, and its solution is a one-hot matrix of length
55. In the evaluation criterion of multi-label classification,
we use micro-F1 instead of precision or recall, and its cal-
culation method refers to (2).

F1 =
2 ∗ precision ∗ recall
precision+ recall

(2)

In order to better solve and analyze the problem, we first
need to analyze and visualize the data to help understand.

The age distribution of the data set samples is specific
from children to the elderly, as shown in Fig. 1. The ages
of some samples are missing, which does not affect the age
distribution diversity of the dataset.

FIGURE 1. Train set age distribution.

The dataset contains 55 different categories of arrhythmias
in all, each of which corresponds to one or more arrhythmias
and different ECGwaveform. The distribution of these 55 cat-
egories of arrhythmias was seriously unbalanced, in which
the largest category of arrhythmias has 16,918 samples and
the smallest one has 10 samples. The distribution of these
arrhythmias is shown in Fig. 2. We can clearly get that the
number of ECG of the first 10 categories of arrhythmias
accounts for nearly 80% of the total dataset, and uneven data
distribution will pose a higher challenge to the ability of
algorithm and model, which is also one of the problems to
be solved in this paper.

Each sample data contains 12 leads with 500 Hz sampling
frequency during 10 seconds. Through visualization as shown
in the Fig. 3, we can get that thewaveforms of 12 leads present
the characteristics respectively, which contain sinus rhythm,
sinus arrhythmia, QRS low voltage, long QT, abnormal ECG
example. For non-medical experts, it difficult to figure out
the meanings of waveforms and their differences among dif-
ferent waveforms. Even for medical experts, according to the
study published in Nature Medicine by Hannun et al. [10],
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FIGURE 2. Arrythmia distribution.

the micro-F1-score of common cardiologists in judging car-
diac arrhythmia is only 0.780 currently, which also indicates
that even with the experience of experts, misdiagnosis is
inevitable and even frequent. While using deep learning end-
to-end methods to detect patients with arrhythmias and help
doctors make clinical diagnoses would be a technological
leap for humanity.

When we further observe these 55 categories arrhythmias,
we will find that there are often correlations (mutual exclu-
sion, inclusion, etc.) between certain categories. For example,
sinus rhythm and QRS low voltage often appear at the same
time, and the right axis deviation and the left axis deviation
will not coexist. In view of the characteristics of the multi-
label classification task, it is very necessary for us to dig deep
into the potential correlation among each category. In order to
quantify this correlation, we define the correlation coefficient

corr(x, y) as shown in (3), which represents the degree of
association between the x label and the y label. After calcu-
lating the correlation coefficient among 55 labels, we can get
a 55 × 55 relationship matrix. The thermal diagram of the
relationship matrix is shown in Fig. 4, from which we can
roughly see the relationship among these labels.

Corr(x, y) =
x ∩ y
x ∪ y

(3)

B. 1-D CONV FOR ECG
CNNs have been proved to be a very effective neural network
model in computer vision tasks such as image recognition and
target detection. CNNs obtain the spatial characteristics of
feature information through the sliding window mechanism
of convolution kernel. Typically, in a computer vision task,
the input image is a three-dimensional piece of information,
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FIGURE 3. 12 leads of ECG.

including the length and width which represent the content
of the image, and RGB channel which represents the color
information of the image. So, when we convolve the image,
what we need is a 2-D convolution kernel.

As shown in Fig. 5, we can find that the abnormal ECG
signal often appears in a local area of the signal and reflects
the characteristics of a space, which is similar to the principle
of image recognition. Kiranyaz et al. [11] also mentioned
the effectiveness of 1-D convolution in the ECG detection
applications, rather than 2-D convolution which is com-
monly used in computer vision tasks. At the same time, 1-D
convolution can be very efficient to extract characteristic
information of ECG lead finally to classify. However, this
research simply stacked the convolution layers for exper-
iment, and hadn’t come up with a very typical model or
algorithm.

The principle and calculation process of 1-D convolu-
tion is similar to the ordinary operation of convolution.
The convolution kernel slides on the feature map, and
then the convolution kernel multiplies the value of the cor-
responding position in the feature map and adds it up.
Finally, we get the new feature map. For example, as shown
in Fig. 6, the original feature map is [3,1,1,5,6] and the
convolution kernel is [-2,2,1]. We use the convolution oper-
ation with paddings to calculate the values of 3,10,3,-1,14,
2,-12 for each position. Finally, we can get the feature map as
shown in Fig. 7.

Multi-channel 1-D convolution is very suitable for
multi-lead ECG detection tasks. Different channels cor-
respond to different leads, and each lead itself is a 1-D
information so that using 1-D convolution is just right.
For these reasons, we can transfer the models that are

110852 VOLUME 8, 2020



J. Cai et al.: Multi-ECGNet for ECG Arrythmia Multi-Label Classification

FIGURE 4. Heatmap of arrhythmia correlation.

commonly used in computer vision classification to classify
ECGs with a few modifications.

C. MULTI-ECGNet
Above, we have shown that convolutional neural networks
not only perform well in computer vision tasks, but also play
a key role in ECG detection. After years of development
and efforts of numerous researchers, the convolutional neural
network has emerged AlexNet, VGG, Inceptions, ResNet,
DenseNet, SENet and other models. However, which of these
models is better suited to the task area of ECG testing?

Byeon et al. have done experiments by using Physikalisch
Technische Bundesanstalt (PTB) ECG database to compare
the performance of ResNet, DenseNet and Xception in ECG
[12]. The conclusion is that Xception and ResNet perform
better than DenseNet in most experiments and ensemble
CNNs have shown higher than single CNN.

So how about we combine the neural architecture charac-
teristics of ResNet and Xception? The ResNet proposed by
He et al. solved the problem that the gradient disappearing
in the DNN model during the back propagation through
Shortcut Connections structure and Residual Learning [13].
The greatest contribution of the Xception model proposed by

Chollet et al. is the depth separable convolution structure,
which uses the point wise convolution to enhance the infor-
mation exchange between channels, and greatly reduces the
number of parameters and computation even speeds up the
convergence of the model [14].

The 12 leads of ECG correspond exactly to the 12 channels
of convolution, so the lead can be regarded as the channel of
inputs in the architecture design of neural network. While all
of these leads are crucial in an ECG detection, in fact, only
one or parts of them are the decisive factors. Most things that
happen in the world follow the 2-8 rule, and it is the small
pieces of information that are most important to the whole.
So which lead is the dark horse?

Maybe the Attention mechanism can help. In fact, relevant
research has been published. The work of Hu et al. proposed
the SENet network architecture, in which the most important
contribution is the SE Block [15]. Firstly, The SE module
performs Squeeze operation on the feature map obtained
by convolution to obtain channel-level global features. And
then, SE module performs Excitation operation on the global
features to learn the relationship among each channel and the
weights of different channels. Finally, the weights multiply
the original feature map to get the final features. Essentially,
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FIGURE 5. Abnormal signal of ECG.

FIGURE 6. Computational process of 1-D convolution.

FIGURE 7. Feature map after convolution.

the SE block performs attention operations on the channel
dimension. This attentionmechanism allows themodel to pay
more attention to the channel features with the largest amount
of information, while suppressing those unimportant channel
features. Another point is that the SE block is universal, which
means that we can also use it in the ECG detection network.

Therefore, as shown in Fig. 8, our model is based on
the integration of ResNet, Xception and SE module, fully
absorbing the advantages of various architectures, and can be
used in ECG detection.

This proposed architecture has the following key features:

1) Inverted pyramid convolution kernel arrangement:
When processing ECG signals in the early stage,

a longer convolution kernel is used, and the size of
the convolution kernel is continuously reduced in the
later stage, which can play the role of multi-scale fea-
ture extraction and also reduce Part of the amount of
calculation.

2) The combination of deep separable convolution and SE
module: Both of them can strengthen and extract the
correlation of different channel information, and the
combination of them can achieve better results.

3) Feature fusion: Fusion of age and gender informa-
tion into the final feature map has a certain effect on
classification.

IV. IMPLEMENTATION
A. DATA PREPROCESSING
Considering that the original ECG dataset may have some
errors such as noise during measurement, incorrect labeling,
uneven data distribution, missing data and others, which will
lead to unexpectedly bad results in subsequent model training
if the data are not cleaned and preprocessed properly.

In data preprocessing, this paper uses the following meth-
ods to solve the problems faced.

1) DATA AUGMENTATION
When ECG raw data are collected, noise may be caused by
abnormal fluctuations in the data due to equipment accuracy
or the physical condition of the subject. In order to mitigate
the impact of these noises, the usual method is data augmen-
tation. The specificmeasure of data augmentation often needs
to be combined with the actual situation. For the noise of
ECG, a feasible method is to randomly add Gaussian additive
noise and Gaussian multiplicative noise on the basis of the
original signal.

2) LABEL SMOOTHING
ECG label data is produced by professional personnel, but
it is inevitable that there will still be a small number of
erroneously marked data in large data sets. During training,
if there are wrong labels, the training results will be biased.
In order to alleviate this situation, Christian Szegedy et al.
first proposed the label smoothing method in 2016 [16]. This
method uses the weighted average of the hard target and the
uniform distribution on the label as the soft target, which
can significantly improve the generalization ability and learn-
ing speed of various neural networks. Later, Hinton et al.
explained the role and application scenarios of label smooth-
ing in more depth [17].

In a classification problem, if a hard target is used as
the optimization objective, the cross entropy function can be
written as:

H (y, p) =
K∑
k=1

−yk log(pk ) (4)

If the correct class yk is 1, otherwise it is 0, pk is the
possibility that the neural network predicts that it is the kth
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FIGURE 8. Architecture of Multi-ECGNet.

class. If we use a soft target, we can replace yk with the
following equation (5):

HLS
k = yk (1− α)+ α/K (5)

Label smoothing encourages the result after the penulti-
mate layer activation function to be close to the template
of correct class, and also away from the template of wrong
class. It is precisely because of this mechanism that it is
very appropriate to use label smoothing to handle incorrectly
labeled ECG labels here.

3) COMPLETION OF MISSING DATA
In the original data set, part of the sample was missing in age
or gender. In this paper, linear regression is used to fill the
missing values of age. While for gender, male, female and
missing are marked as [0, 1, 2].

B. LOSS FUNCTIONS
According to the specific scenarios and problems that
we are facing, classification tasks usually include: binary-
classification tasks, multi-classification tasks, multi-label-
classification tasks.

1) BINARY-CLASSIFICATION TASKS
There are two categories in this classification task. The input
is represented by the feature vector x, and the output is yes and
no with y = 0 or 1. The Binary-Classification task assumes
that each sample is set with only one label 0 or 1.

2) MULTI-CLASSIFICATION TASKS
Multi-classification task means that there are multiple cate-
gories in the classification task, and each sample is set with
one and only one label among [0, 1, 2, . . . , n].

TABLE 2. Functions of classification tasks.

3) MULTI-LABEL-CLASSIFICATION TASKS
Each sample of the multi-label classification can have mul-
tiple labels, and each label does not exist separately. For
example, an apple can be a plant and also a fruit. The label
for each sample can be expressed as [0, 1 . . . 0, 1], which
means whether the sample belongs to a certain category. For
different tasks, in actual model training, we need to adopt
different activation functions and loss functions, as shown
in Table 2.
Usually the loss function used in the multi-label classi-

fication tasks is binary_crossentropy, which will output the
probability corresponding to each label in the output layer.
In the ECG detection tasks, we are faced with the problem
that how to determine the probability distribution of each
sample in 55 categories arrhythmias. However, this problem
is not so simple. As mentioned in the Section III Datasets and
Data Analysis, these 55 categories arrhythmia samples are
extremely unevenly distributed. The model will tend to judge
the result as a larger category if we don’t deal with unbalance
dataset, which is obviously not a reasonable situation.

In order to solve the sample imbalance problem, the most
common method is to increase the weight of the corre-
sponding label when calculating the loss function according
to the number of samples of each label. Specifically, the larger
the number of samples, the lower the label weight, and
the smaller the number of samples, the higher the weight.
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The binary cross-entropy loss, weight, and weighted cross-
entropy loss formula are as follows:

BCE = −
n∑
i

[yi ∗ logxi + (1− yi) ∗ (1− logxi)] (6)

Wi =
1

log(ni + 1)
(7)

BCEw = −
n∑
i

Wi ∗ [yi ∗ logxi+(1− yi) ∗ (1− logxi)] (8)

The weighted binary cross-entropy loss can alleviate the
problem of category imbalance to a certain extent, but it only
focuses on the number of samples, but fails to distinguish
some easily distinguishable samples from ambiguous sam-
ples. In other words, among multiple samples of the same
label, some samples can be classified almost obviously, but
others often make mistakes. In order to solve this problem,
Lin et al. [18] proposed Focal Loss based on the weighted
loss function. This function can reduce the weight of easy-
to-classify samples, so that the model is more focused on
the hard-to-classify samples during training. The formula of
Focal loss can be expressed as follows:

FL = −
n∑
i

Wi ∗ (1−xi)γ [yi ∗ logxi+(1− yi) ∗ (1−logxi)]

(9)

γ represents an adjustment factor. When γ = 0, the func-
tion is the ordinary cross-entropy loss function. While γ
increases, the degree of adjustment will also increase.

Due to the effectiveness of Focal loss, applying it to the
task of ECG detection can also play a very good role, and the
relevant results can be seen in subsequent experiments.

V. EXPERIMENTS AND RESULTS
A. DIVIDE THE VALIDATION SET
In the dataset, we have 24106 samples as the training set and
8036 samples as the test set. In order to make full use of the
samples in the training set, firstly, we divide the verification
set with the training set and the verification set according to
the 9: 1 ratio. Especially, we ensure that each part contains at
least 1 sample of each category.

B. DATA PREPROCESSING
The specific method of how to preprocess the original
data has been mentioned in the fourth part. Including data
enhancement, label smoothing, missing value processing, and
signal value standardization processing.

C. TRAINING PARAMETER CONFIGURATION
When training, we configured the following hyperparameters
for experimentation:

- Optimizer:Adam
- Learning Rate:origin lr 1e-3 with decay
- Batchsize:32,64,128
- Epoch:100
- egularization strategy: Earlystopping,L2

FIGURE 9. Arrythmias micro-F1-score.

In the experiments, we got the highest micro-F1-score
of 0.863. At the same time, the micro-F1-score of each ECG
arrythmia was calculated, as shown in Fig. 9. We can see that
the scores of Sinus Rhythm, Sinus Bradycardia, Sinus Tachy-
cardia, Complete Right Bundle Branch Block, and Atrial
Fibrillation are reaching 0.962, 0.980, 0.991, 0.971, 0.963 and
these labels take large proportion of dataset. Arrhythmias
such as ST Segment Change, Atrioventricular Conduction
Was Delayed, and Nonspecific Indoor Conduction Delay
perform poorly. But these proportions are relatively small.
In general, our model can reach a high-level performance
in ECG detection, which has exceeded the performance of
ordinary cardiologists in judging arrythmia in 0.780 [10], but
we still have a gap in the recognition of some diseases, which
needs further study.

At the same time, we also compare the differences between
the original ResNet, ResNet + Xception, ResNet + SE
and theMulti-ECGNet(SE+Xception+ResNet) of this paper.
As shown in Fig. 10, when using the original ResNet34 for
training, the training curve begins to converge gradually
around 50 epochs. Although it performs best at the begin-
ning, it is later surpassed and eventually reaches 0.834 at
100 epoch, which is used as a benchmark. In order to prove
the effectiveness of Xception and SE module, and their effect
on cross-channel information fusion and extraction, we use
depthwise separable convolution in Xception and SE module
in two sets of experiments to compare. We find the perfor-
mance improvement is about 0.019 and 0.025, respectively.
Furthermore, we add the depthwise separable convolution
and the SE module together, which is the Multi-ECGNet
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FIGURE 10. Traning curves of ResNet, ResNet+Xception, ResNet+SE, Multi-ECGNet.

model proposed in this paper. Combining the advantages of
these two, the best performance improvement finally reaches
0.029 which means we get 0.863.

The experiment resuts prove that the Multi-ECGNet pro-
posed in this paper can achieve the current high level of
performance in the ECG detection, which has exceeded the
recognition standard of ordinary cardiologists, and can assist
doctors to detect patients in clinical diagnosis and treatment.

VI. CONCLUSION
In this paper, we study the method of arrythmia multi-label
classification based on the ECG 12-lead data set. Through
the preprocessing of data, the improvement of the loss func-
tion and Multi-ECGNet model proposed in this paper by
integrating depthwise separable convolution and SE block,
we got the best performance of 0.863 by usingmicro-F1 as the
evaluation criterion, which shows that the proposed method
can reach a high-level performance in the arrythmia detec-
tion field. Of course, we think that replacing the backbone
network with the latest network model such as EfficientNet
is likely to achieve better results, which is also what we will
do in the future.

The methods and experimental results of this paper also
have some limitations. Our data set is still not enough to
cover all arrythmias and more diverse populations. And our
experimental results have not yet been clinically verified,
which requires further research with medical experts.
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