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ABSTRACT Alzheimer’s disease (AD) ranks among the main types of neurodegenerative disorders. Patients
suffering AD should tackle serious problems since their language skills malfunction. The impact of such
disorders is reflected by reduced quality and feature variation of spontaneous speech signals in speech
analysis. This paper aims at assessing the variations of some specific types of these energy- and entropy-
based features within the frequency range of the speech signals. In the approach followed, the wavelet-
packet coefficients are utilized to extract the energy and entropy measures at every spectral sub-band in six
successive levels of decomposition. However, the decomposition process conducts a set of high-dimensional
feature vectors that is a challenging task for feature selection. This study suggests the application of a
Non-dominated Sorting Genetic Algorithm-II (NSGA-II) for enhancing a group of the sub-band indexes
of a wavelet-packet for which the extracted features lead to the highest diagnosis rate of the grouping of
Alzheimer’s and healthy individuals. The technique proposed here showed that the best overall classification
results for both optimized entropy feature vs. energy are more noticeable in discriminating patients with AD
from healthy subjects. It is also confirmed the significant impact of multi-objective feature selection on
performance of classification (i.e., disease diagnosis) and, its conformity to the disordered nature of the
biological signals could help diagnose AD in an efficient manner.

INDEX TERMS Alzheimer’s disease, spontaneous speech signal, wavelet packet, multi-objective optimiza-
tion, feature selection, non-dominated sorting genetic algorithm-II.

I. INTRODUCTION
It is believed that patients will be detected quicker for more
clinical trials to detect dementia earlier by developing non-
invasive intelligentmethods.Moreover, having improved sys-
tems with present objective analysis for automatic grouping
and diagnosis of dementia could pave the way for visiting
the patients in a timely manner for upcoming medical and
financial choices. These techniques do not change or ham-
per the patients’ abilities, since the spontaneous speech in
these techniques is not supposed to be a stressful test by the
patient. That is why non-invasive intelligent techniques that
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are cheap and more convenient for diagnosing dementia are
significantly involved in clinical practices [1]–[3].

Alzheimer’s disease is a progressive neurodegenerative
disorder ranking among themost widespread kinds of demen-
tia affecting older people [4], [5]. The disease is connected
with reduced mental ability involving problems with mem-
ory, understanding, judgment, thinking, and language use.
Besides memory loss, the loss of language skills is another
significant issue brought about by AD. The loss of language-
related communication ability by Alzheimer is dependent
on the stage of the disease. These speech deficits can be
separated into three stages: pre-clinical stage, intermediate
stage, and advanced stage. The pre-clinical stage involves dif-
ficulties in finding the correct words in a spontaneous speech
that is often not found. Furthermore, subject at this stage
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cannot find the correct word to say what they mean. At the
intermediate stage, daily language and vocabulary usage is
limited with the answers sometimes very inadequate covering
few words in the advanced stage [6]–[8]. The spontaneous
speech is produced not only from a unique non-linear system
with complex physiologic fluctuations, which has complex
nonlinear interactions with some physiological subsystems
but also it reflects the dynamical activity of the brain. Since
AD patients have the biomechanical parameters of the dis-
turbed airflow generated in the vocal tract undergo alteration.
Actually, the altered biomechanical parameters accounts for
the irregularities in their pattern of vibration [9], [10]. In fact,
the main reason for the irregularities in their pattern of vibra-
tion is the change in their biomechanical parameters. These
irregularities might include pitch frequency fluctuations, air-
flow volume changes, amplitude andmucosal wave reduction
and the noise-like turbulence of airflow near the cords [11].

In fact, such changes in the waveform and the audible qual-
ity of patients’ spontaneous speech signals are more obvious.
As the resonance pattern of human speech as the convolution
of the glottal pulse, excited by the airflow running through
the vocal tract, may be an important indicator of the brain
function. It would be possible to track the speech signal
characteristic variations, which often assume the aspect of
conditions that the nerve cells in the brain die or no longer
function normally, to detect any neurodegenerative disorder.

Recent literature has paid significant attention to measure
some fundamental parameters of disordered speech signals
accurately. Hadjitodorov and Mitev presented a new param-
eter, normalized first harmonic energy (NFHE) for patho-
logical estimation of vocal fold disorders [12]. Moreover,
they introduced a computerized system for automatic analysis
of pathological voices. K. López et al. combined the frac-
tal dimension (FD) of the observed time series with linear
parameters in the feature vector to diagnose AD earlier [13].
Hansen et al. used the differential Teager energy operator and
the energy separation algorithms for estimating the vocal fold
irregularities [14]. Nasrolahzadeh et al. [15] focused on the
efficiency of non-linear dynamic measures like higher order
spectra (HOS) and phase coupling for analyzing spontaneous
speech signals spoken by normal subjects and AD patients.
They argued that AD patients had decreased quadratic phase
couplings of spontaneous speech signals compared to a
healthy individual. Nevertheless, AD patients showed shifted
speech phase coupled harmonics to the higher frequencies
healthy individuals. Based on the bispectrum and bicoher-
ence coefficients, they have also proposed some innovative
techniques [16] for higher order spectra to extract discrim-
inative information from the spontaneous speech signals of
the healthy subjects and three groups of AD. In a previ-
ous study [17], to quantify and compare the contribution of
nonlinear and chaotic dynamics of human speech variability
in patients with AD and control subjects, Poincare plots of
speech variability signals were analyzed. It was found that
different stages of AD induced different reflections on speech
features.

New studies on the techniques developed in the field of
pathologic speech signal processing reported that they had a
common goal. Because over repeated recordings, objective
and subjective voice quality characteristics are different in
normal and pathological speech signals, the objective is fol-
lowing the difference of a group of specific features in normal
and patient subjects.

The literature shows several studies reporting wavelet-
based processing as a robust tool to investigate non-stationary
signals, which are useful for extracting speech properties
[18]–[20]. The wavelet packet transform (WPT) provides
information for the demonstration of a signal in the time-
scale plane with a vast range of possibilities [21]. In this
study, the theory of hierarchical wavelet-packet decompo-
sition has more elaborately been utilized for investigating
the variations of the signals of individuals with and without
Alzheimer’s. The loss of language skills in AD patient with
Alzheimer’s leads to varied expected level of energy within
the frequency range of disordered speech signals. However,
abnormality in the vibration pattern of human speech as the
convolution of the glottal pulse, accounts for the variations
in signals entropy. Nonetheless, because of poor signal dur-
ing the spontaneous speech, the distribution manner of such
alterations within the whole frequency range of pathological
speech signals remains unclear. It only seems reasonable
with no mathematical proof that these types of variations
may follow a common rule in all the speech waveform of
the patients diagnosed with a specific type of disorder. The
spontaneous speech signals and spectrograms of a control
subject and an Alzheimer’s patient are shown in Fig. 1 in
the respective order. Given the loss of language skills for
speaking in AD, establishing the relationship with the nat-
ural environment, he suffers an important poverty (more and
longer pauses or silence sections) in his signal during sponta-
neous speech. Consequently, difference of energy and entropy
measures in frequency sub-bands of disordered signals is
likely [22].

This study aimed to evaluate the ability of energy and
entropy features to describe the origin of the loss of language
skills, which is reflected in both difficulties in speaking and
comprehension in AD. It has also been tried to investigate that
either entropy or energy can provide a practical basis for AD
diagnosis from the spontaneous speech signal. Nevertheless,
the most effective feature can show the features of a signal
in a group of less connected feature vectors using which the
highest diagnosis performance would be obtained, so it can
be used a firm basis to differentiate the classes automatically.

Furthermore, in order to design an elaborate diagnostic
system from spontaneous speech signals, the ability of energy
and entropy features is very important [23]. Consequently,
these features are determined using several sub-bands of
the speech signals of Alzheimer’s and healthy subjects. The
wavelet-packet coefficients at a different level of decomposi-
tion computed by the variation of energy and entropy features
in frequency sub-bands of the speech signals will be used for
characterizing the AD speech signal.
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FIGURE 1. Representative signal and spectrogram of a healthy control
subject (a) an Alzheimer’s patient (TS) (b) during spontaneous speech.
The signal and spectrogram are totally different in structure spontaneous
speech signals. Because of loss of language skills for talking,
understanding of the patient with Alzheimer’s, the poverty of the speech
signals for the patient with Alzheimer’s is obvious [15].

It is worth mentioning that the flexibility achieved by the
wavelet packet transform (WPT) decomposition has not yet
been entirely investigated for feature extraction. If the non-
redundant representations do not restrict the search for an
optimal decomposition, the number of possible solutions to
search will increase markedly leading to a difficult combina-
torial problem.

For obtaining an optimal selection of a group of low-
correlation frequency sub-bands that help the extracted fea-
tures to distinguish individuals with and without Alzheimer’s,
a Non-dominated Sorting Genetic Algorithm-II (NSGA-II)
is applied which has the ability to maximize the classifica-
tion accuracy while minimizing the number of features that
are extracted from frequency sub-bands [24]. In this study,
to select suitable features for early diagnosis of AD and clas-
sification of patients withAD and control subjects, a classifier
based on pattern recognition neural network (PRNN) [25]
is utilized to evaluate the efficiency of selected solutions,
using spontaneous speech signals of the Alzheimer’s and
control subjects. The proposed method, which is expressed
as evolutionary wavelet packets (EWPs), uses the advantages
offered by multi-objective evolutionary optimization to find
a novel method for early diagnosis of AD based on energy
and entropy extraction of features of Alzheimer’s and control
subjects from spontaneous speech signals. The schematic
diagram of the proposed approach is shown in Fig. 2.

FIGURE 2. The schematic diagram of the proposed multi-objective
optimization approach.

The rest of the paper is organized as follows: In section
II, the dataset utilized in this study is briefly described, then,
the methods and the quantification analyses used in the study
are presented. In section III, the experiment results and per-
formance of the proposed techniques are reported. In section
IV, discussions are presented. Finally, section V presents the
conclusions.

II. MATERIALS AND METHODS
A. DATABASE
A database was made according to the patients in the Old
Nursing Home in Sabzevar, Razavi Khorasan Province, Iran.
The selection of the participants was done based on the
consensus diagnostic guidelines and according to availabil-
ity of the special communication problems of the patients
based on the relative stage of their disease for age-matched
healthy normal individuals and AD patients [26]. The Insti-
tutional Review Board of all participants approved the study
and it was conducted following the ethical standards of the
1964 Declaration of Helsinki. After explaining the aim of the
study, all individuals provided us with their informed consent
before any involvement.

30 individuals (52 – 98 years old, 14 women, 16 men) were
diagnosedwith Alzheimer’s disorder, with three levels of AD:
First Stage (FS), Second Stage (SS) and Third Stage (TS),
(FS = 6, SS = 15, TS = 9) (AD group). The patients in the
three stages of AD (namely, pre-clinical AD, mild cognitive
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impairment (MCI) due to AD, and dementia due to AD)
had a Mini-Mental State Examination (MMSE) score of 14–
26 and a Clinical Dementia Rating (CDR) of 0.5 or 1.0 and
fitted the National Institute of Neurological and Communica-
tive Disorders and Stroke and the Alzheimer’s Disease and
Related Disorders Association (NINCDS/ADRDA) criteria
for probable AD. 30 healthy control subjects (HCS), (52 – 98
years old, 15 women, 15 men), were selected as the control.
The normal subjects were non-depressed, non-MCI, and non
-demented and had anMMSE score of 27–30 and a CDR of 0.

The subjects were explicitly told to have a friendly con-
versation telling interesting personal stories and voice their
feelings under a relaxed and friendly recording atmosphere
was. An audio recorder was applied for recording the speech
signals at the Old Nursing Home in Sabzevar. The audio was
extracted in WAV format with sampling frequency and bit
per second of 16 KHz and 16 Kbits, in the respective order.
The speech signals were recorded about fifteen to seventeen
hours for the control and AD groups, in the respective order.
The recording time for AD subjected took less time since
they needed more time for finding the words compared to
the healthy individuals. They spoke more slowly, less evi-
dently, with longer pauses. Their message was interrupted or
unfinishedwithmore time required for finding thewords. Our
previous works presented a more detailed explanation of the
database [15], [27].

B. FEATURE EXTRACTION
The wavelet transform (WT) is used for extracting the fea-
tures from the spontaneous speech signals. A given signal
uses low-pass and high-pass filters, which H and L impulse
response, to decompose the signal to detail (high frequency
content) (dj (k)) and approximation (low frequency content)
(aj (k)) coefficients. In other words, the signal is decomposed
into a coarse detail and approximation information. The
wavelet coefficients can be calculated using the following
iterative relations:

dj (k) =
∑
m

H (m− 2k) aj+1(n) (1)

aj (k) =
∑
m

L (m− 2k) aj+1(n) (2)

The relation between these two filter banks of length N is
determined using the following equation [21]:

H (n) = (−1)nL(N − 1− n) (3)

As illustrated in Fig. 3, because of the orthogonal property,
the wavelet-packet coefficients at various scales and positions
allow representing the information included in a discrete sig-
nal by choosing various sub-trees from the full decomposition
and is calculated by the following equations:

Cr
n,k =

√
2
r
+∞∑

m=−∞

f (m) .Wn(2rm− k) (4)

Cr−1
2n,l =

∑
m

L (m− 2l) .Cr
n,m (5)

Cr−1
2n+1,l =

∑
m

H (m− 2l) .Cr
n,m (6)

In which r is the scale index, l is the translation index, L and
H are the impulse response of the low-pass and high-pass fil-
ters connected with the approximation and detail coefficients,
in the respective order. The relation between these two filter
banks of length K can be given by [28]:

H (m) = (−1)m L(K − 1− m) (7)

The wavelet packet is can show some variation of features
in signal without any redundancy or overlap of information
between the signals of different sub-bands. We used this sig-
nificant feature for describing the properties of a signal. The
wavelet-packet decomposition procedure of the spontaneous
speech signals of a control subject and an Alzheimer’s patient
is shown in Fig. 3.

For a group of wavelet-packet coefficients of a signal, the
measures of energy in each of the frequency bands have been
computed as:

Energyn =
1
n2

n∑
k=1

|Cr
n,k |

2 (8)

As discussed above, the orthogonality involves no redun-
dancy or overlap of information between the signals of differ-
ent sub-bands. This property enables us to search the whole
frequency range of the speech signal for a group of optimal
feature vectors, which can better differentiate Alzheimer’s
and healthy group speech signals.

Recently, some researchers used entropy feature on the
speech processing for different purposes [29], [30]. It was
reported that entropy is significantly involved in the informa-
tion theory as a descriptor of information, choice, and uncer-
tainty [31]. In this study, the irregular pattern variations of the
pathological effect of Alzheimer’s speech were characterized
by entropy. In this study, the irregular pattern variations of the
pathological effect of Alzheimer’s speech were characterized
by entropy. The Shannon entropy indicates that how the
cross-correlation value of pathological speech signals in the
time domain is affected by the produced irregularities in the
variations of AD speech [32]. Furthermore, it was reported
as the top orthogonal basis that can be determined using the
extracted wavelet-packet coefficients as follows:

Entropyn = −
n∑

k=1

|Cr
n,k |

2log|Cr
n,k |

2 (9)

C. CLASSIFICATION PROCEDURE
Studies show that pattern recognition neural network (PRNN)
is a good classifier in the pathological diseases, such
as [33], [34] and other biological signals for predicting and
forecasting disease in multiple areas [35]–[37]. This study
used PRNN for classifying the extracted wavelet-packet-
based energy and entropy features of AD, and HC groups
from spontaneous speech signals.

In the PRNN, the selection of sufficient neurons in the
hidden layer of a two-layer feed-forward network allows the
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FIGURE 3. Two level wavelet-packet decomposition of spontaneous
speech signals, (a) a healthy control subject and (b) an Alzheimer’s
patient. The calculated wavelet packets decomposition at different scales
and positions gives an index of the performance of the given measures.
Because of the orthonormal property, such a tree is yielded for a discrete
signal.

vectors to be properly classified with the sigmoid hidden and
Softmax output neurons.

In this paper, PRNN was trained using the Levenberg–
Marquardt (LM) back-propagation algorithm [38], [39]. The
LM algorithm is designed based on the second-order learning
speed approach without calculating the Hessain matrix (H ).

When the function is a sum of squares, then the Hessian
matrix can be approximated based on Jacobian matrix [40].
The LM algorithm uses the following equation to approxi-
mate the Hessian matrix:

xk+1 = xk − [J τ J + µl]−1J τ e (10)

When µ is considered zero, this algorithm only uses the
Newton-Gauss method to calculate the Hessian approxima-
tion, and whenµ is a very large number, this relation becomes
a gradient reduction method with a small step.

This study investigated some structures of PRNN, hidden
layer and a number of its neurons. Furthermore, all the input
patterns were separated into 3 parts based randomization:
70% of input patterns are assigned to the training set, 15% of
them are allocated to the validation set and the rest to the test-
ing set [15]. After yielding the best topology and convenient
number of training epochs using the validation set, the blind
testing patterns are applied to the classifier and assessing
the performance was done. Furthermore, the performance of
the proposed method was further explored using specificity,
sensitivity, and accuracy metrics [41]. Next, the training set
was used to train the pattern recognition network followed by
testing our proposed method using the test set.

D. NSGA-II WITH MULTIPLE OBJECTIVES
The meta-heuristic algorithms inspired by the natural process
of evolution, have been widely applied for finding the global
optima in complex search spaces [42]–[44]. These algorithms
require an objective function to perform the search according
to the problem under study. Actually, in real-world optimiza-
tion, problems are infrequently confronted with one objective
and are often encountered with two ormore conflicting objec-
tive functions subject to several certain constraints. The opti-
mal solution of multi-objective optimization (MOPs) is not a
single solution but a set of solutions defined as the Pareto-
optimal front [45]. Furthermore, the best solution requires
the trade-off between objectives. For addressing the multi-
objective problems by using evolutionary algorithms and
obtaining the Pareto optimal set and, therefore, non-dominant
set of solutions, each objective is considered as a limita-
tion or the combinations of the individual objective functions
into a single collective function [46]. In other words, a set of
candidate solutions is Pareto optimal, for which none of the
objectives can be enhanced with no deterioration of at least
another objective function. A MOPs problem can be defined
as:

Max/Min : F (Ex) = f1 (Ex) , f2 (Ex) , . . . , fo(Ex)

Subject to :


gi (Ex) ≥ 0, i = 1, 2, . . . ,m
hi (Ex) = 0, i = 1, 2, . . . , p
Li ≤ xi ≤ Ui, i = 1, 2, . . . , n

(11)

where o (o ≥ 2) is the number of objectives, F indicates
the vector of objectives to be enhanced, g indicates the set
of feasible solutions linked with inequality constraints, h
indicates the set of feasible solutions related with equality
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TABLE 1. Parameter’s setting used in NSGA-II algorithm [24].

constraints, and L and U are the lower and upper bound for
each decision variable xi, in the respective order.
For finding the Pareto front in the (MOPs) problems, many

modifications and changes have been used to the classical
genetic algorithm (GA). In [47], a variation of the classical
multi-objective algorithmwas proposed, namely, the fast non-
dominated sorting genetic algorithm (NSGA-II) that is a
popular fast elitist multi-objective, non-domination version
of the GA and is an instance of an evolutionary algorithm
from the evolutionary computation algorithm. NSGA-II can
findwell-spread solutions over the Pareto-optimal front while
necessitating a low computational complexity as follows:

O
(
mN 2

)
(12)

where N and m are the population size and the number of
objectives, in the respective order. The chief components of
NSGA-II consist of a fast non-dominated sorting approach, a
fast-crowded distance estimation procedure, and ultimately,
a simple crowded comparison operator. Algorithm 1 and
Table 1 show the NSGA-II algorithm and parameter settings
used in the proposed method, in the respective order.

Algorithm 1 NSGA-II Algorithm
Generate uniform random initial population Wj
Calculate objective values for each individual in Wj using
Eq. (13)
Allot rank based on Pareto dominance for each individual
in Wj
Generate offspring population Oj
forj = 1 to number of generation do
for all Parent and offspring population do

Allot rank and crowding distance based on Pareto
Create sets of non-dominated fronts
Specify the crowding distance among the stronger

individual
end for
if j < generation then
j = j+ 1
Wj=Wj−1 ∪ Oj−1

else
Stop the loop and product Oj

end if
end for

E. FINDING OPTIMAL WAVELET FEATURES USING NSGA-II
In the suggested NSGA-II, the first objective function E
assesses the selected feature subset leading to a measure of
classification performance. A PRNN classifier is applied by
the NSGA-II for assessing the solutions during the search
[48]. This means that the PRNN-based spontaneous speech
classifier is utilized as the first objective function and the
classification accuracy is achieved for each evaluated indi-
vidual. The selection operator signifies a group of individuals
offering the maximum fitness values. Then, these groups are
chosen for bearing the children of the next generation. In
the PRNN-based detection rate process, both the mutation
and crossover operators are accountable for creating next-
generation members. The PRNN classifier is trained on a cor-
pus of human speech signals for two groups: AD individuals
and healthy subjects, and the accuracy obtained on a test set
is the return value of the first objective function. Removing
the irrelevant and redundant features is desired for obtaining a
solution with higher performance. Consequently, the second
objective function nf considers the number of selected fea-
tures, preferring smaller subsets. The trade-off between these
two objective functions in the feature optimization process to
reach a set of solutions as Pareto optimal solutions are defined
as:

Z = E×
(
1+ βnf

)
(13)

A set of solutions is achieved, as Pareto optimal solutions
offering a trade-off following the NSGA-II algorithm run.
In such solutions, any improvement in one objective func-
tion degrades the other objective function. In other words,
choosing a solution with a small number of features decreases
the computational cost and restricts the performance of the
classification resulting in an increased error rate. For instance,
Figs. 5 and 7 show the Pareto fronts yielded using E and nf
as objective functions for both energy and entropy features,
respectively. Based on both functions, the best individuals
in the population move in a direction to the ideal optimum.
In this approach, all steps covered in theWP feature selection
scheme andAlgorithms 2 and 3, in the respective order, shows
the information for the population evaluation.

Algorithm 2 Optimization For WP-Based Feature
ObtainWPT for a corpus of spontaneous speech signals for
two groups; HC and AD groups using Eqs.
(5), (6), (8) and (9)
Initialize the NSGA-II population
Calculate Wj (Algorithm 3)
repeat
Choose parents
Generate a new population Wj (j = 1) from the parents

chosen
Substitute population
Calculate Wj
until a stopping criteria is reached
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Algorithm 3 Calculate Fitness Based on Classification
for each individual in Wj do
Re- initialization train/test vectors according to the chro-

mosome
Train the PRNN based classifier on the train set
Test the PRNN based classifier on the test set
Appoint classification rate as the current individual’s

fitness
end for

III. EXPERIMENTS AND RESULTS
This paper aimed at evaluating the impact of optimization
techniques on the applicability of our proposed method.
To achieve this aim, an experimental study was conducted on
the 120 segments database described in section II-A, which
includes 30 AD patients and 30 healthy controls. As dis-
cussed above, all the speech signals were pre-processed. For
performing the wavelet-packet decomposition of the speech
signals to their time-frequency localized coefficients, seg-
menting the spontaneous speech signals was required. Our
previous works offered a detailed description for calculating
the segmentation and the processing on the speech signals
[27], [49]. Selecting an efficient wavelet function and the
number of decomposition levels in the analysis of signals is
of tremendous importance. Consequently, wavelet families
were compared to know which one is the most suitable for
spontaneous speech signals of healthy control subjects and
ADpatients [50]. According to literature, thewavelet families
includingHaar, Daubechies,Meyer, Symmlets, and Coiflets y
Splines were studied [51], [52]. As mentioned above, speech
signals were decomposed into six levels. Then, the low-
frequency component of the signals was reconstructed. Next,
the mean and maximum of errors for both the original
and reconstructed signals were calculated. Finally, the best
wavelet base was selected in accordance with the errors.
Fig. 4 depicts the maximum error and mean error of the
reconstructed spontaneous speech signal. As a result, the first
order Daubechies or Haar WT for the optimization experi-
ments was chosen. The features are the energy and Shannon
entropy of the wavelet-packet coefficients, at the six levels of
decomposition.

In this research, spontaneous speech signals of patients
with AD, and HC subjects are decomposed in order to create
the lower and higher frequency bands. In such a decomposi-
tion procedure, for dividing the signal spectrum into a specific
number of sub-bands, the wavelet-packet low-pass, and high-
pass filter-banks are used repetitively. Consequently, a 64-
dimensional feature space, at the sixth decomposition level,
would have been searched for the solution of the optimization
problem.

NSGA-II was applied on the collected data by choosing
the feature vector optimization for evaluating the ability of
features in distinguishing the two groups; the classification
performance was also assessed. In this process, the NSGA-II

FIGURE 4. The maximum error and mean error of the reconstructed
spontaneous speech signal. (a) Maximum error (b) Mean error.

searches for increased detection rate in a group of least
correlated feature vector indicators. The population size of
the NSGA-II was set to 100. The NSGA-II offers a set of
individuals dominating the actual population at the end of
every generation. This means, other individuals are not closer
to the Pareto front. Then, the chromosome is chosen that
yielded the best accuracy from the optimal set offered in the
last generation.

We run the suggested technique according to Algo-
rithm 2 and two energy and Shannon entropy Pareto fronts
were obtained. The algorithm is run 30 times independently.
For each case study based-feature optimization process,
the combination of 30 Pareto fronts into one union set is also
performed. The classification of subjects into the AD and
HC groups is performed by PRNN. To test the optimization
of the experiments, the efficiency of the classification of
optimized feature sets was evaluated. To this end, the selected
optimal features were fed into the classifier for classification.
Afterwards, the feature vector optimization process, in most
of the decomposition levels enhanced the recognition rates in
each case study.

A. CASE STUDY-I: ENERGY FEATURE VECTORS
OPTIMIZATION PROCESS
For validating the optimization results, the first optimization
problem was done for showing the impact of energy fea-
ture vectors of the decomposition levels allowing the maxi-
mization of the classification accuracy while minimizing the
number of features. The result of the distribution of Pareto
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TABLE 2. The results Pareto fronts of applying NSGA-II to the energy feature vectors.

optimal solutions of applying NSGA-II to the energy feature
vectors for spontaneous speech signals of two groups, AD,
and healthy subjects is shown in Fig. 5. These solutions show
the highest possible classification accuracy and the lowest
number of features that can be reached through the current
design (see Fig. 5). As shown in Table 2, the result of utilizing
NSGA-II to the energy feature indicates that the quality of
the solutions obtained through this algorithm is remarkable.
Consequently, after running of 30 iterations, two sub-bands
were selected for energy measure. Furthermore, it could pro-
duce consistent results over many runs irrespective of the
initial randomized population. Additionally, choosing a com-
promising solution admissible by the choice of the wavelet-
packet decomposition is possible since the yield solution set
via the proposed algorithms involves a spectrum of optimal
solutions [50].

FIGURE 5. Pareto fronts of energy feature obtained from NSGA-II
experiment.

In the optimization process, NSGA-II yields a set of indi-
viduals dominating the real population at the end of each gen-
eration showing that no other individual is close to the Pareto
front in the process. Then, the chromosome was selected
which obtained the best accuracy from the optimal set pro-
vided in the previous generation. The classification abilities
of the optimized feature set were also calculated for each of
the optimization the experiments. This evaluation was con-
ducted using a ten-fold cross-validation procedure, through
the evaluation data set, 230 composed of all the energy feature
vectors of spontaneous speech signals for individuals with
and without Alzheimer’s. For this purpose, the data is first to
divided into ten parts or folds. Next, validation and training
are repeated 10 fold; one fold of the data is kept out in each
repetition for validating the classifier, while the first nine are
applied for training [53].

The classification results for groups of AD and HC
were achieved when the energy feature was applied with
three and one sub-bands of wavelet-packet decomposition,
in the respective order. The classification results are shown
in Table 3 and Fig. 6.

FIGURE 6. The performance of data training and testing of PRRN for
energy-based features. (a) with [1, 4, 5] of sub-bands (b) with [6] of
sub-band.

B. CASE STUDY-II: SHANNON ENTROPY FEATURE
VECTORS OPTIMIZATION PROCESS
For exploring the impact of Shannon entropy feature vectors
of spontaneous speech signals of the Alzheimer’s and healthy
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TABLE 3. Classification results AD vs. HC with energy feature.

subjects in the optimal classification accuracy and number of
features is carried out using NSGA-II. The results of utilizing
NSGA-II to the Shannon entropy features are shown in Fig. 7,
and Table 4, respectively. As shown, the process of optimizing
the number of selected feature vectors has resulted in the
enhancement of the detection rates. According to the results
of Pareto fronts analysis of the Shannon entropy feature,
the quality of the solutions achieved through the proposed
method is similar to those in the energy feature.

FIGURE 7. Pareto fronts of Shannon entropy feature obtained from
NSGA-II experiment.

The classification results for groups of AD and HC
were obtained when Shannon entropy was used with seven,
two, and three sub-bands of wavelet-packet decomposition,
respectively. The results are shown in Table 5, Fig. 8, respec-
tively.

According to Tables 2 and 4, the results of two Pareto
fronts are significantly different. Consequently, after running
of 30 iterations, two sub-bands were selected for energy
measurement while three and two sub-bands, respectively,
were selected for Shannon entropy measurement. As shown,
the analysis of the Shannon entropy and energy Pareto fronts
produces better results. Nonetheless, the Shannon entropy
feature outperformed the energy feature in the AD diagnosis.
It was also found to be clinically significant. As previously
mentioned, the feature vector space is searched by NSGA-II
to find the best individual. In this process, a set of individuals
dominating other individuals of population found by NSGA-
II show that no other individual is closer to the Pareto front.
Next, from the optimal set achieved in the previous gener-
ation, the chromosome was selected for the best accuracy.
Furthermore, the increased level of wavelet decomposition
led to the extraction of a more complex group of feature
vectors resulting in increased detection rate. This shows that
both features are beneficial in distinguishing healthy signals
fromAD signals and they can affect differentially the features
of spontaneous speech signals during Alzheimer’s stages. It is

FIGURE 8. The performance of data training and testing of PRRN for
Shannon entropy-based features. (a) with [1, 2, 3, 4, 5, 6, 7] of sub-bands
(b) with [3, 6] of sub-bands (c) with [3, 5, 7] of sub-bands.

worth mentioning that the accurate assessment of energy and
Shannon entropy features may enable us to find some of the
new aspects of the signals, which can be expressly used to
explain the AD and healthy signals. Besides, according to
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TABLE 4. The results Pareto fronts of applying NSGA-II to the Shannon entropy feature vectors.

TABLE 5. Classification results AD vs. HC with Shannon entropy.

Tables 2 and 4, the Shannon entropy feature outperformed
the energy feature in AD diagnosis efficiently.

According to Figs. 6 and 8, the results of accuracy, plus
the rate of convergence of the PRNNs model for the Shannon
entropy feature are superior to the energy feature in terms of
the classification of the two mentioned groups. It is obvious
that the best results were obtained when the sub-band of the
Shannon entropy based features was selected as [3, 5, 7].
Ultimately, according to these plots, the features are diverse,
and can be used for discriminating the HC and AD groups
with greater accuracy. However, according to the results of
simulations in this study, the maximum detection rates have
been achieved at all level of wavelet packet decomposition for
both energy and entropy measures. Furthermore, the PRNNs
detection rates have been higher for entropy-based features
vectors in all the wavelet packet levels of decomposition.

This paper explored the AD effects for assessing the per-
formance reliability of both features of energy and entropy
of spontaneous speech signals in the specific psychophysio-
logical state. As discussed above, language skills are influ-
enced by AD and these variations are shown by the patients’
spontaneous speech signals. Therefore, it expectedly changed
some measures such as the energy and the entropy of the
signals. Although such disturbances certainly alter the char-
acteristics of the speech signal, the distribution function of
these changes is not clear. In other words, there is not a
model, which is able to describe the variation of the char-
acteristic in different spectral frequency signals. Actually,
the impact of loss of language skills leading to in difficulty in
both speaking and comprehension during Alzheimer’s stages
might be significant in a group of feature vector indicators of
the extracted from different spectral frequencies. However,
the optimal feature subsets extracted for Alzheimer’s and
control subjects have the lowest level of cross-correlation.
Consequently, the spectral distribution of energy and entropy
measures are distinguished for individuals with and without
AD. Since entropy can assess the degree of irregularity in the
signal waveform, the most important reason for the success
of this feature is.

Another significant fact in the present study is that the
feature selection was defined as a bi-objective optimization
problemminimizing both the number of features and the error
rate of classification. By applying the NSGA-II, the method
of optimal feature sub-set selection yielded to a group of
spectral sub-bands, which are scattered all over the frequency
range of the speech signals. Moreover, in NSGA-II, the eval-
uation and, as a result, chromosomes guidance is carried
out based on their readiness in the objectives space. In fact,
an evolutionary process occurred in the objectives space.
In this process, the problem space could be improved the
evolutionary process of algorithm in terms of objectives (the
classification accuracy and the number of features), in fea-
ture selection problem, consequently, it was essential to be
extended well to involve the vast areas of the Pareto front
uniformly.

Table 6 provides a comparison between the results of two
case study based feature optimization processes. As shown,
the analysis of the Pareto Front in both feature dataset shows
a remarkable performance by NSGA-II.

Furthermore, obviously, the Shannon entropy-based fea-
tures outperform the energy-based features regarding the
classification of the twomentioned groups. The best accuracy
with the energy based features was achieved by the sub-
bands [1, 4, 5], and the best accuracy with the Shannon
entropy based features was achieved with the sub-bands [3,
5, 7], in the respective order. Furthermore, AD stage was
detected by the PRNN classifier with the Shannon entropy
based features with an accuracy index of 98.33 %. Therefore,
the energy and entropy features extracted from the sponta-
neous speech signals are appropriate descriptors of abnor-
malities in the speech of the healthy individuals, and AD
patients. Thus, a more effective scheme to diagnose AD early
is proposed by the introduced approach.

Given the performance of the overall system, the optimiza-
tion of the decomposition based on the WPT led to highly
accurate diagnosis and this is a significant point to diagnose
AD early. The effectiveness of NSGA-II as a multi-objective
evolutionary optimization algorithm, in the early diagnosis
of AD and classification of AD patients and HC subjects
using spontaneous speech signals is confirmed by our results.
However, a precise comparison is not possible because the
majority of studies used different databases and study popu-
lations. Furthermore, different studies applied different clas-
sifiers and common types of cross-validation approaches,
e.g. leave-one-out or K-fold cross-validation. Therefore, for
this purpose, three more popular classifiers were used to
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TABLE 6. Classification results energy vs. Shannon entropy in the feature optimization process.

further investigate the proposed method by applying the same
feature extractionmethod from the viewpoint of classification
accuracy and diagnostic, and to compare themwith each other
for assessing the performance of the pipeline. The Decision
Tree (DT), K-Nearest Neighbor (KNN), and Support Vector
Machine (SVM)were utilized. A detailed description of these
classifiers can be found in [54]–[56]. The performance of the
classifiers was evaluated using ten-fold cross-validation [53].
Table 7 shows the results of the classification for the three
different classifiers and our proposed method.

As can be seen, the best accuracy (98.33%) was obtained
by the PRNN classifier. Besides, the DT classifier yielded an
accuracy index of 97.2%, which is remarkable. The worst
accuracy (96.51%) yielded by the SVM with the Shannon
entropy features. However, the KNN was able to detect
Alzheimer’s with a classification accuracy of 96.7%. More-
over, the best specificities and sensitivities are relevant to
the PRNN while the worst specificities and sensitivities are
relevant to the SVM. Thus, the PRNN classifier yields better
performance than three other classifiers in this study.

IV. DISCUSSION
Human speech is produced when the air is pushed out from
the lungs up the vocal tract. The vocal cords produce a peri-
odic signal by filtering out the white noise signals produced
by the lungs. The periodic signal produced so is further
filtered by other parts of the human vocal apparatus. The ulti-
mate sound produced in this way is called voiced speech. The
frequency of human speech is determined by the resonance
pattern of the sound. However, unvoiced speech is white noise
like the sounds produced by the lips and teeth. In human
speech, unvoiced speech and voiced speech are combined
to produce phonemes and words [57]. This process results
in a regular pattern of energy discharge. The result of such
arrangements is recorded as a clear periodic signal during the
opening and closing stages of the glottal.

As explained before, the effect of speech disability of
people with Alzheimer’s disease can bemore explicitly inves-
tigated as a group of disorders caused by abnormal brain
changes. Through the speech signals of patients, the negative
impact of such pathologies is also reflected. Because of the
loss of language skills reflected in talking, understanding, and
relationship with the natural environment, there can be signif-
icantly observed in the signal for a person with Alzheimer’s
during spontaneous speech. Therefore, the variations of some
quantities could be envisaged such as the entropy and the
energy of the signals. Although the distribution function of

these variations is not clearly established, such irregularities
certainly alter the characteristics of the speech signal. In other
words, it is not feasible to figure out a model to demon-
strate the characteristic changes in the signals of various
spectral sub-bands. However, it is worth mentioning that the
effect of the loss of language skills in Alzheimer’s disease,
while being examined in more detail in various spectral sub-
bands, may be significant in a set of extracted feature vec-
tor indices. In addition, while elicited for Alzheimer’s and
healthy subjects, the lowest levels of cross-correlation contain
for such optimal feature sub-sets. Therefore, with respect to
such optimal feature sub-sets, the distinction between energy
and entropy measures in terms of the spectral distribution in
the healthy subjects and those with Alzheimer’s would be
understandable.

The main reason for the successful result of the Shannon
entropy in the early diagnosis of Alzheimer’s disease is that
it can evaluate the measure of disorder in the signals’ wave-
form. Such disorders in AD speech can originate from brain
damages that cause the typical symptoms of frontotempo-
ral dementia containing variations in cognitive abilities and
problems with language use, there can be clearly observed
important poverty in his signal during spontaneous speech
[27], [58].

Another notable finding of the present study is that the
optimal feature subset selection method yields a set of spec-
tral sub-bands that are scattered all over the frequency ranges
of the speech signals, which is performed using NSGA-II.
In other words, the frequency range of such determinants
features exceeds the range of speech signals in several con-
ventional implementations. The frequency range of the fea-
tures utilized is not limited to the low and medium frequency
range of spontaneous speech signals in the early diagnosis of
Alzheimer’s disease. Note that the influence of the loss of lan-
guage skills reflected on change of speech signal properties
not only affects the low and medium frequency sub-bands of
the Alzheimer’s speech but also it severely induces variability
of such features in the high-frequency range of spontaneous
speech signals of subjects with AD.

As far as we know, this is the first study designed with
the aim of early diagnosing AD by examining the piece-
wise variation of some specific types of features, known as
energy and Shannon entropy using structural spontaneous
speech data. As discussed above, AD influences the language
skills leading to the reduced quality and feature variation
in speaking. The innovation of this approach is highlighting
the role of Shannon entropy features, in comparison with
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TABLE 7. Classification results of the proposed method using four classifiers.

TABLE 8. The proposed method in comparison with other studies.

energy, as a basis for shedding light on the speech differences
between the healthy subjects, and those with Alzheimer’s.
Overall, our findings show that Shannon entropy feature
can evaluate and measure such differences in spontaneous
speech. Furthermore, this feature is easy to calculate, and
highly accurate in discriminating Alzheimer’s and healthy
subjects. Table 8 summarizes the comparison between our
proposed method and the other provided systems in terms of
diagnosis and classification results. As shown, the proposed
method outperformed other studies regarding diagnostic per-
formance.

V. CONCLUSION
This study introduces a new method to optimize the
wavelet-based feature in spontaneous speech signals for early
diagnosis of AD in AD patients and control subjects, using
evolutionary computation methods for probing large and
complex search spaces. In fact, it was tried to develop a multi-
objective strategy that can maximize the discrimination capa-
bility and reliability of the overall system performance while
minimizing the number of features. The energy and entropy
features were extracted for six successive levels of wavelet-
packet decomposition. NSGA-II was used for the optimal
features selection at every level of decomposition reaching an
excellent trade-off between redundancy and dimensionality
for performing powerfulness in spontaneous speech classi-
fication. The experimental results indicated that the space
of the optimized features increased the separation of the
classes. Consequently, the proposed method, as an optimum
design methodology for selecting robust speech features, was
capable of boosting the classification performance showing
that it could provide a good choice for the early diagnosis of
AD. In future work, it would be interesting to analyze this
feature selection method with more datasets are required to
further demonstrate the reliability and potential power of our
proposed method.
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