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ABSTRACT Networked control systems (NCSs), in which controllers and actuators are connected by
communication networks, have been utilized in both industrial and consumer applications. In addition,
sleep-based energy-efficient network interfaces have been developed for constructing a green networked
society. The combination of the NCSs and energy-efficient network interfaces is a promising approach to
reduce the power consumption of NCSs. However, sleeping of the network interface results in loss of data
to be transmitted between a controller and an actuator. The sleep-induced data loss causes degradation of
control performance. Moreover, NCSs originally include network delay for both forward and feedback paths,
which also degrades control performance. This paper proposes a time-delay and data-loss compensation
method using amodified communication disturbance observer (MCDOB) for NCSswith sleep-based energy-
efficient interfaces. The proposed MCDOB can simultaneously compensate for not only the network delay
but also sleep-induced data loss as a disturbance, whereas a conventional communication disturbance
observer (CDOB) considers only network delay or network-induced data loss and cannot be directly
introduced into the NCSs with sleep-based energy-efficient interfaces. Experimental results show that the
proposed method with MCDOB outperforms the conventional method without the MCDOB in terms of
integral square error (ISE) and communication rate, which indicates the power consumption of network
interfaces.

INDEX TERMS Communication disturbance observer, data loss, energy-efficient network, networked
control system, time delay.

I. INTRODUCTION
Recently, remarkable developments have been made in infor-
mation and communication technology (ICT). For example,
based on its ability to connect various devices to the Inter-
net, Internet of things (IoT) is gaining broad popularity [1].
This technology allows us to remotely control devices and
measure their states. One of the basic technologies employed
is networked control systems (NCSs) [2]–[4]. In NCSs,
controllers are connected to sensors and actuators via the
Internet and remote entities can be controlled. This system
is used in various areas, such as unmanned aerial vehicles
[5], remote surgery [6], and distributed power generation
networks [7] because of its advantages such as low cost and
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great flexibility. However, the network traffic between con-
trollers and sensors/actuators is increasing with the increased
use of NCSs, which also causes an increase in the power
consumption of network interfaces. Reducing the network
traffic in NCSs and power consumption of network interfaces
is an important issue.

Various approaches to reduce the network traffic in
NCSs have been proposed. Farjam et al. [8] proposed a
timer-based distributed channel access mechanism for NCSs
including multiple different control subsystems to effectively
allocate the limited communication resource to each sub-
system. Rahnama et al. [9] proposed the passivity-based
design method for NCSs to realize finite-gain L2-stability
of event-triggered NCSs. Batmani et al. [10] proposed the
event-triggered method based on the state-dependent Riccati
equation (SDRE) approach to reduce the communication
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rate between the SDRE controller and actuator in various
classes of nonlinear discrete-time NCSs. However, the above-
mentioned methods focus on only the reduction of network
traffic in NCSs, and the energy-efficient operation of their
network interfaces have not been considered.

Nowadays, sleep-based energy-efficient network inter-
faces have been developed for developing a green networked
society. Sleep-based energy-efficient network interfaces have
been proposed for various network systems such as the
Energy Efficient Ethernet (EEE) [11]–[13] and sleep modes
for passive optical networks (PONs) [14]–[16]. The power
consumption can be reduced by entering a sleep period when
there is little traffic. In the EEE, transceivers are assumed to
take several microseconds to wake up. In contrast, in PONs,
the sleep period should be much longer to reduce the power
consumption effectively because optical transceivers need a
longer time to wake up [17]. However, in NCSs, the control
performance can be degraded if the sleep period is long.
Therefore, building the NCSs using energy-efficient network
interfaces which need more than several milliseconds to wake
up is a challenging task.

Iino et al. [18] proposed a novel concept of event-predictive
control to reduce the power consumption of wireless net-
work nodes in NCSs, which extended event-triggered con-
trol used for traffic reduction. A sleep control method
of optical transceivers for NCSs has been also discussed.
In [19], the controller determined when the network inter-
faces enter the sleep period by comparing the latest and pre-
viously transmitted data. However, the NCS with sleep-based
energy-efficient network interfaces generated loss of data
to be transmitted between a controller and an actuator. The
sleep-induced data loss causes the degradation of control
performance, and its compensation method has not been
clarified.

In general NCSs without energy-efficient network
interfaces, the control performance is degraded by network-
induced delay and data loss for both forward and feed-
back paths [20]. Various approaches have been proposed
to compensate for the network-induced delay, such as slid-
ing mode control [21], optimal control [22], and model
predictive control [23]. As delay compensators, the Smith
predictor [24], adaptive Smith predictor [25]–[27], and com-
munication disturbance observer (CDOB) [28]–[30] have
been used in many previous studies. The Smith predictor
can be used only for a fixed network delay, whereas the
adaptive Smith predictor can compensate for a time-varying
network delay by measuring the round-trip time (RTT) and
updating the delay model. However, these Smith predictors
cannot compensate for network-induced data loss. In contrast,
the CDOB can compensate for both the time-varying network
delay and network-induced data loss [31]. There have been
also other approaches to compensate for network-induced
data loss, such as model-based predictive control [32],
estimation of distribution algorithm (EDA) [33], and H∞
control [34]. However, these approaches cannot deal with
the sleep-induced data loss because they consider only

network-induced delay and data loss in NCSs without
energy-efficient network interfaces.

This research considers the NCS with sleep-based energy-
efficient network interfaces proposed in [19] as a basic sys-
tem configuration. The conventional system did not have
any compensation scheme for the sleep-induced data loss.
This paper proposes a time-delay and data-loss compensa-
tion method using a modified communication disturbance
observer (MCDOB) for the NCSs with energy-efficient net-
work interfaces. The MCDOB can simultaneously compen-
sate for not only the network delay but also sleep-induced
data loss as a disturbance. Though the MCDOB was inspired
by the CDOB, the novelty lies in modeling of the distur-
bance and modified implementation into the NCS by taking
the sleep-induced data loss into account. The feature of the
NCS with sleep-based energy-efficient network interfaces
is that the sleep-induced data loss on the forward path can
be precisely recognized by the controller. By taking advan-
tage of this feature, in the MCDOB, we remove the effect
of sleep-induced data loss only on the forward path from
the disturbance model while the CDOB cannot separate the
disturbance into forward and feedback parts. Experimental
results show that the proposed method with the MCDOB
outperforms the conventional method without the MCDOB
in terms of integral square error (ISE) and communication
rate, which indicates power consumption. We showed the
basic concept of the MCDOB and its preliminary results
in [35]. This paper further discusses the introduction of
energy-efficient network interfaces, their modeling, and addi-
tional experimental validation.

This paper is organized as follows: The following
section describes the NCS for robust motion control.
Section III describes a basic configuration of the NCS with
energy-efficient network interfaces. Section IV describes the
proposed time-delay and data-loss compensation using the
MCDOB. Section V shows experimental results. Finally, our
conclusion is described in section VI.

II. NCS
This section describes the networked motion control system
including the disturbance observer (DOB) for robust motor
control and CDOB for network delay compensation. This
research focuses on the networked motion control system as
an NCS.

A. NETWORKED MOTION CONTROL
The networked angle control system of a direct current (DC)
motor is shown in Fig. 1. In Fig. 1, θcmd , u, θ res, and θ̇ res

are the angle command, control input, angle response, and
angular velocity response, respectively. This system includes
a proportional-derivative (PD) controller Gc and the nominal
model of the DC motor, Pn, which is represented as (1)

Pn =
Kn
τns
, (1)

VOLUME 8, 2020 110083



T. Yamanaka et al.: Simultaneous Time-Delay and Data-Loss Compensation for NCSs With Energy-Efficient Network Interfaces

FIGURE 1. Networked angle control system of a DC motor.

where s, Kn, and τn denote the Laplace operator, nominal
steady-state gain of the motor, and nominal time constant of
the motor, respectively. In the NCS, there are transmission
delays for the forward path T1 and the feedback path T2.
In this research, the transmission delays are modeled as a
constant value because we assume that the delays can be kept
at a constant level by using a jitter buffer to absorb delay
variations [36]. The transmission delays are both longer than
a control period tc and set to a multiple of tc. The delay shorter
than a control period tc is treated as a sampling delay. In addi-
tion, the NCS does not include the network-induced data loss
because we assume that a wired and bandwidth-guaranteed
communication network is utilized. It is true that cyberse-
curity issues are very important in building NCSs, but their
impact is mitigated by using secure and reliable communica-
tion networks such as a virtual private network (VPN) in this
research.

An actual motor may include disturbances such as the load
torque and modeling error of the motor. The disturbance, vdis,
can be expressed as (2)

vdis = vload + (P−1 − P−1n )θ̇ res, (2)

where vload and P denote the effect of the load torque and
transfer function of the actual DC motor, respectively. The
motor dynamics P is expressed as (3)

P =
K

τ s+ 1
, (3)

where K and τ denote the actual steady-state gain of the
motor and time constant of the motor, respectively. To com-
pensate for the disturbance, vdis, the DOB [37] is used as
shown in Fig. 1. The disturbance estimated by the DOB, v̂dis,
can be expressed as (4)

v̂dis =
gdob

s+ gdob
vdis, (4)

where gdob denotes the cut-off frequency of the DOB. If gdob
is sufficiently large, the DOB can completely suppress the
disturbance, and robust control can be achieved.

FIGURE 2. Networked angle control system with CDOB.

B. CDOB
The CDOB estimates the time-delay effect on the system as
a network disturbance and compensates for it [28]. Figure 2
shows the networked motion control system using CDOB.
In Fig. 2, Gp, und , and θcmp are the transfer function of a
motor system including the DOB, network disturbance, and
compensation value, respectively. The transfer function of a
motor system including the DOB, Gp, is ideally expressed
as (5)

Gp =
Pn
s
. (5)

The network delays are considered as the network distur-
bance, und , expressed as (6)

und = (1− e−(T1+T2)s)u. (6)

The compensation value, θcmp, is calculated as (7)

θcmp =
gcdob

s+ gcdob
(Ĝpu− θ rese−T2s), (7)

where Ĝp and gcdob are the nominal model of the motor sys-
tem including the DOB and cut-off frequency of the CDOB,
respectively. When the cut-off frequency of the DOB is suf-
ficiently large and Ĝp is equal to Gp, (7) can be transformed
into (8)

θcmp =
gcdob

s+ gcdob
Gpund . (8)

When the cut-off frequency of the CDOB is sufficiently large,
the transfer function from θcmd to θ res, Tcmp, is calculated
as (9)

Tcmp =
GcGpe−T1s

1+ GcGp
. (9)

In contrast, when the CDOB is not implemented, the transfer
function from θcmd to θ res, Tnocmp, is calculated as (10)

Tnocmp =
GcGpe−T1s

1+ GcGpe−(T1+T2)s
. (10)

In (9), the network delay can be eliminated from the
denominator of the transfer function differently from (10),
which means that the controller can be designed without
considering the effect of network delay with respect to
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closed-loop stability. The relationship between the network
disturbance and stability has been discussed in [38]–[40]. The
cut-off frequencies of the CDOB and DOB affect the com-
pensation performance of the network disturbance, including
various constraints such as upper bound of time delay.

III. NCS WITH ENERGY-EFFICIENT NETWORK
INTERFACES
This section describes the system configuration of a
sleep-based energy-efficient NCS and its sleep mechanisms
to reduce the power consumption of network interfaces.

A. SYSTEM CONFIGURATION
Figure 3 shows the operation of a sleep-based energy-efficient
transmitter. In Fig. 3, Tactive and Tsleep are the periods during
which the transmitter is in active mode and sleep mode,
respectively. The power consumption of the transmitter in the
active mode, Pactive, is generally larger than that in the sleep
mode, Psleep. The power consumption of the network inter-
face can be reduced by the transmitter repeatedly entering the
sleepmode and returning from the sleepmode to activemode.
While the transmitter is in the sleep mode, it is powered off
and stops transmitting data.

FIGURE 3. Operation of a sleep-based energy-efficient transmitter.

FIGURE 4. Energy-efficient NCS.

Figure 4 shows the system configuration of the NCS with
the sleep-based energy-efficient network interfaces for for-
ward and feedback paths. In Fig. 4, us, ua, θ ress , and θ resa are
the control input transmitted from the controller side, control
input used in the motor side, angle response transmitted from
the motor side, and angle response used in the controller side,
respectively.

In the energy-efficient NCS, the communication frequen-
cies decrease on the forward and feedback paths, i.e., the path

FIGURE 5. Communication between controller side and motor side.

from the controller to motor sides and the path from motor to
controller sides, as shown in Fig. 5. In Fig. 5, Ts1 and Ts2
are the sleep periods for the transmitters on the controller
and motor sides, respectively. The sleep periods, Ts1 and
Ts2, are expressed as Ts1 = ks1tc and Ts2 = ks2tc, where
ks1, ks2, and tc denote the numbers of samples during Ts1
and Ts2 and control period, respectively. The network delays,
T1 and T2, are expressed as T1 = kt1tc and T2 = kt2tc,
where kt1 and kt2 denote the numbers of samples during
T1 and T2, respectively. On the controller side, when the
transmitter is shifted to the sleep mode, the transmitter is
powered off and stops transmitting data during Ts1. Similarly,
on the motor side, when the transmitter is shifted to the sleep
mode, the transmitter is powered off and stops transmitting
data during Ts2. While each transmitter is in the sleep mode,
the corresponding receiver utilizes the latest data received in
the previous sampling times because it cannot receive data
from the transmitter.

B. SLEEP MECHANISMS OF NETWORK INTERFACES
Algorithms 1 and 2 show the operation of the transmitter
on the controller side and operation of the receiver on the
motor side, respectively. In Algorithm 1, Sc, h1, k , kend , and
k0 denote the state of the transmitter on the controller side,
voltage threshold for the forward path, sampling time, ending
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Algorithm 1 Operation of the Transmitter on the Controller
Side
Sc ⇐ 1
for k ⇐ 0 to kend do
if Sc = 1 then

if |u(k)− us(k − 1)| < h1 then
k0 ⇐ k
Sc ⇐ 0

end if
else if k ≥ k0 + ks1 then
Sc ⇐ 1

end if
end for

Algorithm 2 Operation of the Receiver on the Motor Side
for k ⇐ 0 to kend do
if the Rx received no new data from the Tx then
ua(k)⇐ ua(k − 1)

else
ua(k)⇐ us(k − kt1)

end if
end for

sampling time, and beginning sampling time for the sleep
mode, respectively. The state, Sc, is set to 1when the transmit-
ter is in the active mode, while Sc is set to 0 when it is in the
sleep mode. The transmitter on the controller side compares
the variation between the latest data from the controller, u(k),
and the latest data transmitted to themotor side, us(k−1), with
the threshold, h1, when the transmitter is in activemode. If the
variation is smaller than h1, the transmitter is powered off and
is shifted to the sleep mode during the sleep period, Ts1. After
the sleep period, the transmitter is powered on, transmits
data, and compares the variation again. In Algorithm 2, if the
receiver on the motor side received no new data from the
transmitter on the controller side, the receiver continues to
utilize the latest data received from the corresponding trans-
mitter as ua(k). If the receiver receives new data, the receiver
uses the new data delayed because of the transmission delay
for the forward path, us(k − kt1), as the latest data used in the
motor side, ua(k).

Algorithms 3 and 4 show the operation of the transmitter on
the motor side and operation of the receiver on the controller
side, respectively. In Algorithm 3, Sm and h2 denote the state
of the transmitter on the motor side and angle threshold for
the feedback path, respectively. The state, Sm, is set to 1 when
the transmitter is in the active mode, whereas Sm is set to
0 when it is in the sleep mode. The transmitter on the motor
side compares the variation between the latest data from the
encoder of the motor, θ res(k), and the latest data transmitted
to the controller side, θ ress (k − 1), with the threshold, h2,
when the transmitter is in the active mode. If the variation is
smaller than h2, the transmitter is powered off and is shifted
to the sleep mode during the sleep period, Ts2. After the

Algorithm 3 Operation of the Transmitter on the Motor Side
Sm ⇐ 1
for k ⇐ 0 to kend do
if Sm = 1 then
if |θ res(k)− θ ress (k − 1)| < h2 then
k0 ⇐ k
Sm ⇐ 0

end if
else if k ≥ k0 + ks2 then
Sm ⇐ 1

end if
end for

Algorithm 4Operation of the Receiver on the Controller Side
for k ⇐ 0 to kend do
if the Rx received no new data from the Tx then
θ resa (k)⇐ θ resa (k − 1)

else
θ resa (k)⇐ θ ress (k − kt2)

end if
end for

sleep period, the transmitter is powered on, transmits data,
and compares the variation again. In Algorithm 4, if the
receiver on the controller side receives no new data from the
transmitter on the motor side, the receiver continues to utilize
the latest data received from the corresponding transmitter as
θ resa (k). If the receiver receives new data, the receiver uses
the new data delayed because of the transmission delay for
the feedback path, θ ress (k − kt2), as the latest data used in the
motor side, θ resa (k).

IV. TIME-DELAY AND DATA-LOSS COMPENSATION
This section describes the analytical model of the
energy-efficient NCS and proposes the MCDOB to compen-
sate for the network delay and sleep-induced data loss in the
energy-efficient NCS.

A. EFFECTS OF TIME DELAY AND DATA LOSS
To analyze the energy-efficient NCS theoretically, Fig. 4
is transformed into Fig. 6. The block Ls1 denotes the gain
calculated by the forward sleep trigger (FWST) representing
the operations of the transmitter and receiver on the forward
path as (11)

Ls1 =


us(k − 1)
u(k)

if Sc = 0

1 otherwise
. (11)

If the transmitter on the controller side is in the sleep mode,
the receiver on the motor side uses the latest data received
in the previous sampling times. Otherwise, the receiver uses
the received data at the time. The block Ls2 denotes the gain
calculated by the feedback sleep trigger (FBST) representing
the operations of the transmitter and receiver on the feedback
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FIGURE 6. An analytical model of the energy-efficient NCS.

path as (12)

Ls2 =


θ ress (k − 1)
θ res(k)

if Sm = 0

1 otherwise
. (12)

If the transmitter on the motor side is in the sleep mode,
the receiver on the controller side uses the latest data received
in the previous sampling times. Otherwise, the receiver uses
the received data at the time.

The transfer function of the controller, Gc, is expressed
as (13)

Gc =
τn

Kn
(Kp + Kd s), (13)

where Kp and Kd denote the proportional gain and derivative
gain, respectively.

The transfer function from θcmd to θ res, Hnocmp, can be
calculated as (14)

Hnocmp =
GcGpLs1e−T1s

1+ GcGpLs1Ls2e−(T1+T2)s
. (14)

Notably, we assumed that the cut-off frequency of the DOB
was sufficiently large. The denominator of (14) has the trans-
fer functions of network delay and sleep-induced data loss.
This means that the controller has to be designed by taking
the effects of network delay and sleep-induced data loss into
account.

B. COMPENSATION BY PROPOSED MCDOB
The MCDOB is proposed to compensate for the network
delay and sleep-induced data loss in the energy-efficient
NCS. The NCS with the MCDOB is shown in Fig. 7. The
MCDOB simultaneously considers the effects of network
delay and sleep-induced data loss as the disturbance, udisus ,
shown in (15)

udisus = (1− Ls2e−(T1+T2)s)us. (15)

The disturbance includes the effects of transmission delays on
both of the forward and feedback paths, i.e.,T1 and T2, and the

effects of sleep-induced data loss on only the feedback path,
i.e., Ls2. The MCDOB does not estimate and compensate for
the effects of the sleep-induced data loss on the forward path,
i.e., Ls1, as a disturbance since the timing of the data loss,
which is determined by the network interface on the controller
side, can be explicitly detected on the controller.

The compensation value θcmp is calculated as (16)

θcmp =
gcdob

s+ gcdob
(Ĝpus − θ resLs2e−T2s). (16)

When the cut-off frequency of the DOB is sufficiently large
and Ĝp is equal to Gp, (16) is transformed into (17)

θcmp =
gcdob

s+ gcdob
Gpudisus . (17)

When the MCDOB is implemented and its cut-off frequency,
gcdob, is sufficiently large, the transfer function from θcmd to
θ res, Hmcdob, can be calculated as (18)

Hmcdob =
GcGpLs1e−T1s

1+ GcGpLs1
. (18)

The transmission delays, i.e., T1 and T2, and sleep-induced
data loss on the feedback path, i.e., Ls2, can be eliminated
from the denominator of the transfer function, Hmcdob, while
the sleep-induced data loss on the forward path, i.e., Ls1,
remains in the denominator. This means that only the effect
of Ls1 has to be considered in controller design with respect
to closed-loop stability.

The steady-state value of unit step response for the system
with the MCDOB can be calculated as (19)

lim
t→∞

θ res(t) = lim
s→0

s · Hmcdob
1
s
= 1. (19)

From (19), there is no steady-state positional error when
the MCDOB is implemented. Therefore, the MCDOB can
eliminate the steady-state positional error while accepting the
increase in complexity of control parameter adjustment. The
controller and sleep parameters have to be designed partially
by a heuristic approach. Their design strategy is shown as
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FIGURE 7. Energy-efficient NCS with the MCDOB.

FIGURE 8. Gain characteristics of Hnocmp and Hmcdob when Ls1 = 1, and
Ls2 = 1.

follows: First, the controller gains,Kp andKd , are determined
based on (9) within its stable region without considering Ls1.
Then, the threshold h2 for the feedback path is determined
based on required control performance. Finally, the threshold
h1 for the forward path is determined by trial and error by
considering overall stability.

The closed-loop transfer functions without MCDOB and
with MCDOB, i.e., Hnocmp in (14) and Hmcdob in (18) are
compared in frequency domain. The transmission delays T1
and T2 were both set to 20 ms. The control gains Kp and Kd
were set to 225 and 30, respectively. The motor parameters
Kn and τn were set to 1.53 and 0.0254, respectively. Figure 8
shows the gain characteristics of Hnocmp and Hmcdob when
Ls1 = 1 and Ls2 = 1, which means no sleep-induced data
loss on the forward and feedback paths. The MCDOB sup-
pressed the peak gain at around 30 rad/s, which was caused
by the transmission delays. This indicates that the MCDOB
could compensate the effects of transmission delays. Figure 9
shows the gain characteristics of Hnocmp and Hmcdob when
Ls1 = 1 and Ls2 = 0, which means no sleep-induced data
loss on the forward path and an initial constant value on
the feedback path. The system with MCDOB maintained the

FIGURE 9. Gain characteristics of Hnocmp and Hmcdob when Ls1 = 1, and
Ls2 = 0.

gain at 0 dB in the low-frequency range whereas the system
without MCDOB increased the gain, which was caused by
the sleep-induced data loss on the feedback path. This indi-
cates that the MCDOB could compensate for the effects of
sleep-induced data loss on the feedback path. The MCDOB
does not compensate for the effects of the sleep-induced data
loss on the forward path, Ls1. Therefore, we need to experi-
mentally determine the voltage threshold h1 by considering
the required overall stability as indicated before.

In this research, the sleep-induced data loss was modeled
as (11) and (12). However, there are some variations of
the receiver operation when the transmitter is in the sleep
mode. The MCDOB considers the transmitter and receiver
operation on the feedback path as a disturbance. Therefore,
the MCDOB has the potential to compensate for the effect
of any receiver operation mechanisms on the feedback path.
On the other hand, the MCDOB does not compensate for
the effect of the transmitter and receiver operation on the
forward path. Therefore, the receiver operation should be
considered in designing the voltage threshold h1. Our future
works include the application of the MCDOB to the system
with other transmitter and receiver operation mechanisms.
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V. EXPERIMENT
This section shows the experimental results of the pro-
posed time-delay and data-loss compensation method for the
energy-efficient NCS.

A. SETUP
The experiments were performed to confirm the effectiveness
of theMCDOB in the energy-efficient networkedmotion con-
trol system. Figure 10 shows the experimental setup, which
includes a DCmotor and controller. Themotor control system
was programmed under LabVIEWenvironment. The network
delays and sleep-based energy-efficient network interfaces
were emulated in the controller. The parameters were set as
shown in Table 1. The relation between the proportional gain,
Kp, and derivative gain, Kd , was determined so that the unit
step response could be critical damping when the network
interfaces were always active. The thresholds for the forward
and feedback paths, h1 and h2, were set so that the ISE and
communication rate were as small as possible. The ISE was
calculated as (20)

ISE =
kend∑
k=0

(
θcmd (k)− θ res(k)

)2
tc, (20)

where kend was set to 5000 because the whole experimen-
tal period and control period were set to 5 s and 0.001 s,
respectively.

FIGURE 10. Experimental setup.

TABLE 1. Experimental parameters.

In the experiments, an angle step command of 1 rad was
input at 1 s. The effectiveness of the proposed method was
evaluated in terms of the ISE and communication rate when
the network delays, T1 and T2, and sleep periods, Ts1 and
Ts2, were changed. The communication rate was defined

as the time occupancy of active mode for each transmitter,
which indicates the power consumption of the transmitter.
The controller with MCDOB needs more memory compared
to the controller withoutMCDOB because the nominal model
of the motor system and the low-pass filter have integrators.
However, the controller worked with the control period of
1 ms and the increase in computational complexity did not
affect the control performance in the experiments.

B. RESULTS
The experiments were performed for the following three
cases; Ts1 = Ts2 = 10 ms, 20 ms, or 50 ms. It has been
reported that the wake-up time of an optical transceiver is
from 2 ms to 5 ms, and the power-saving effect is saturated
when the sleep period approaches 50 ms [17]. Therefore,
the sleep periods of the transmitters were set in the range
between 10 ms and 50 ms.

The experimental results of the ISE and the communication
rate when the sleep periods, Ts1 and Ts2, were set to 10 ms
for each network delay (T1 = T2) are shown in Figs. 11(a)
and 11(b), respectively. From Fig. 11(a), in the system with-
out MCDOB, the ISE increased by approximately 20 times
more compared to the case with MCDOB at a 30-ms delay.
From Fig. 11(b), the communication rate on the forward path

FIGURE 11. ISE and communication rate for each delay (T1 = T2,
Ts1 = Ts2 = 10 ms).
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FIGURE 12. ISE and communication rate for each delay (T1 = T2,
Ts1 = Ts2 = 20 ms).

increased by approximately 5 times more compared to the
case with MCDOB at a 30-ms delay, while the communi-
cation rate on the feedback path increased by approximately
6 times more compared to the case with MCDOB at a 30-ms
delay.

The experimental results of the ISE and the communication
rate when the sleep periods, Ts1 and Ts2, were set to 20 ms
for each network delay (T1 = T2) are shown in Figs. 12(a)
and 12(b), respectively. From Fig. 12(a), in the system with-
out MCDOB, the ISE increased by approximately 10 times
more compared to the case with MCDOB at a 20-ms delay.
Fig. 12(b) shows that the communication rate on the forward
path increased by approximately 4 times more compared to
the case with MCDOB at a 20-ms delay, while the communi-
cation rate on the feedback path increased by approximately
10 times more compared to the case with MCDOB at a 20-ms
delay.

The experimental results of the ISE and the communication
rate when the sleep periods, Ts1 and Ts2, were set to 50 ms
for each network delay (T1 = T2) are shown in Figs. 13(a)
and 13(b), respectively. From Fig. 13(a), in the system with-
out MCDOB, the ISE increased by approximately 5 times
more compared to the case with MCDOB at a 10-ms delay.
From Fig. 13(b), the communication rate on the forward path

FIGURE 13. ISE and communication rate for each delay (T1 = T2,
Ts1 = Ts2 = 50 ms).

increased by approximately 3 times more compared to the
case with MCDOB at a 10-ms delay, while the communi-
cation rate on the feedback path increased approximately
5 times more compared to the case with MCDOB at a 10-ms
delay.

From Fig. 11(a), 12(a), and 13(a), the ISE of the system
without MCDOB became larger as the sleep periods became
longer even if the delays were small because the system was
affected by the sleep-induced data loss for a longer time.
From Fig. 11(b), 12(b), and 13(b), the communication rate of
the system without MCDOB became larger as the sleep peri-
ods became longer even if the delays were small because the
increase in the data variation caused by oscillations prevented
the transmitters from shifting to the sleep mode. In contrast,
if the delays were enough small not to generate oscillations,
the communication rates of the system without and with
MCDOB became smaller as the sleep periods became longer
because the transmitters were in the sleep mode for a longer
time and more transmitted data decreased.

The step responses of the system without the MCDOB and
with MCDOB are compared in Figs. 14(a) and 14(b), respec-
tively. In the experiments, both network delays in the forward
and feedback paths, T1 and T2, were set to 50ms and the sleep
periods, Ts1 and Ts2, were set to 50ms. From Fig. 14(a), in the
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FIGURE 14. Step responses (T1 = T2 = 50 ms, Ts1 = Ts2 = 50 ms).

systemwithoutMCDOB, the step response provided a persis-
tent oscillation and could not converge with the command.
In contrast, from Fig. 14(b), in the system with MCDOB,
the step response could converge with the command. The
above results confirmed that the ISE and communication rate
could be smaller regardless of the delays and sleep periods by
introducing MCDOB into the energy-efficient NCS.

VI. CONCLUSION
This paper proposed a time-delay and data-loss compensa-
tion method using the MCDOB for NCSs with sleep-based
energy-efficient interfaces. The MCDOB could compensate
for not only the network delay but also for sleep-induced
data loss as a disturbance. The experimental results showed
that the proposed method with MCDOB outperformed the
conventional method without MCDOB in terms of ISE and
communication rate, which indicated the power consumption
of network interfaces.

Our future works include an approach to cybersecurity
issues in the NCS with sleep-based energy-efficient net-
work interfaces. For example, a false data injection attack
[41] may induce misjudgment of entering the sleep mode,
which results in destabilization of the system. The relation-
ship between a security mechanism and energy-efficiency
is also an open issue [42]. The MCDOB has a potential to

compensate for the effects of various kinds of sleep-induced
and network-induced disturbances including cyberattacks.
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