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ABSTRACT We propose a robust task learning method based on nonlinear regression model with mixtures
of ¢-distributions. The model can adaptively reduce the effects of complex noises and accurately learn the
nonlinear structure of targets. By introducing latent variables, the model is expressed into a hierarchical
structure, which helps explain the advantage of flexibility compared to the traditional Gaussian based
learning model. We develop a two-stage efficient estimation procedure to obtain penalized likelihood
estimator of the parameters combined an expectation-maximization algorithm with Lagrange multiplier
method. The learning performances of the model are investigated through experiments on both synthetic

and real data sets.

INDEX TERMS Task learning, robust nonlinear regression, outlier, EM algorithm, kernel method.

I. INTRODUCTION

Statistical regression is one of the important methods in task
learning. Traditional regression models are established under
the assumption of normality. However, the Gaussian regres-
sion models are insufficient when the noises deviate from
the normal distribution. Moreover, the statistical inference of
Gaussian regression is sensitive to outliers. The finite mix-
ture model based on mixture distributions can alleviate the
problem caused by misspecification of distribution to some
extent. For example, the mixture of Gaussians (MoG) [1]-[3]
has been proposed for the purposes of regression, clustering,
denoising, segmentation, recognition, learning and predic-
tion [4]-[10]. In order to enhance the robustness, the mix-
ture of 7-distributions (MoT) has been developed in [11],
and extensively studied from various perspectives (see in
[12]-[14], among others). The ¢-distribution is a kind of
heavy-tailed distribution, which can adaptively reduce the
influence of outliers to achieve desired robust inference. Also,
the 7-distribution can be viewed as an important member of
the distribution family called scale mixtures of normal (SMN)
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distribution [15]. Recently, SMN distributions have been used
in various regression models [16]-[19], which extending the
theory of Gaussian models from the framework of distribu-
tion family.

In this paper, we introduce a robust learning method for
both single task and multi-tasks within the MoT framework.
The complex noises in the tasks are adaptively described by
MoT. Since the noises in the tasks may come from multiple
sources and the data may contain outliers or local varia-
tion, the MoT models will be able to take full advantage of
adaptability and robustness. How to accurately estimate the
unknown nonlinear regression functions in task learning is
usually very challenging. To address the problem, we propose
a strategy by decomposing the MoT model into a hierar-
chical structure with three layers. In the bottom layer, the
t-distribution is expressed as a SMN distribution by a latent
scale variable. Through the latent scale variable, the heavy-
tailed feature is created and the weights of outliers in the
parameter estimation are reduced automatically. In the middle
layer, the mixture distribution is generated by latent labels,
which can adaptively allocate different patterns in tasks to
prevent overfitting. In the top layer, the nonlinear regression
functions in tasks are learned through a kernel method [20],
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which can avoid the computational complexity caused by
high dimensional approximation. When the degrees of free-
dom in MoT tend to infinity, the MoT model will degenerate
into the MoG [21].

Several works on multi-task learning are devoted to sharing
task information from different perspectives to improve learn-
ing performance [22]-[24]. In regression analysis, this can be
realised via shared parameters and task-specific parameters.
The shared parameters load the information of commonal-
ity while the individual parameters carry the information
of speciality. Our method is a parameter-based multi-task
learning [25] but via a decomposition. In the new MoT model,
the distribution parameters and hyper parameters are shared
among tasks which can effectively reduce the risk of over-
fitting. This design is particularly effective when some tasks
have insufficient information or there are outliers in sparse
areas. Through the three-layer hierarchical structure of the
model, we propose to use a two-stage estimation procedure
combined an EM algorithm with Lagrange multiplier method.
Specifically, the parameters in MoT are updated in the first
stage using EM-type algorithms. The high dimensional map
functions are calculated in the second stage using optimiza-
tion with penalties through Lagrange multiplier method.

The paper is organized as follows. Section II reviews
the task learning regression from likelihood framework.
Section III defines the MoT based regression for both single
task and multi-task learning. The hierarchical structure and
the estimation procedures are also discussed in this section.
Section IV includes the experimental results on both synthetic
data sets and real data sets. Section V concludes the paper
with some discussions.

Il. PRELIMINARIES

A. SINGLE TASK REGRESSION

Generally, a nonlinear regression for single-task can be
expressed as

y=f +e, (1

where f (x) is an unknown nonlinear regression function with
d-dimensional covariate x and ¢ is random noise. Standard
support vector machine (SVM) [26] approximates the regres-
sion by a linear function

f@x) =9 (W +b, 2

where ¢@(-) is a map function mapping the original input x
into h-dimensional feature space, w € R” is the regression
coefficient and b € R is the bias.

Usually, the noise term ¢ is assumed to follow Gaus-
sian distribution. Then, the maximum likelihood estimation
(MLE) with ridge penalty on w coincides with the least
squares SVM (LS-SVM) [27] by minimizing the following
objective function

.Y 2 1 2
min 2 lell3 + 5 Iwi3.
st.y= B'w+ bl, +e, 3)
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where y = (y1,...,y2)| € R" is the output, B =
(@(x1), ..., 9(xy) € R 1, stands for an n-dimensional
vector with all elements being one, & = (eq, ..., sn)T is the
noise vector consisting of slack variables and y is a positive
regularized parameter.

However, real world data often have non-Gaussian
noises or there are outliers. The Gaussian distribution based
learning is usually quite sensitive to outliers or distribution
misspecification. To develop a robust and adaptive approach,
we may use a heavy-tailed distribution; i.e., we assume that &
follows a heavy-tailed distribution with probability distribu-
tion function (pdf) p(e) and the regression coefficient w has
a prior (w). Then, a maximum a posteriori (MAP) estimate
of the coefficient can be obtained by

maz( log p(e) + log w(w),
w,

st.y=B"w+bl, +e. 4

The idea of MAP is consistent with least squares
approach. The pdfs p(e) in (4) corresponds to loss functions,
while different prior 7 (w) is associate with a penalty on w.
Different distributions can be used, for example, Laplace,
Huber, beta distribution [28], MoG [21] and hyperbolic-
secant distribution [29], among others. We propose to use
mixture of 7-distributions, or MoT, in this paper since MoT
can enhance the robustness while inherits most of the advan-
tages of Gaussian distribution.

B. MULTI-TASK REGRESSION

Suppose we need to learn m tasks simultaneously. For the
J-th task, we have n; training data {x;, y,-j};zi 1> Wherex;; € R4,
The multi-task regression model is given by

y;=Bwj+bl,+e. j=1...m, )
where y; = (1, ... ,yj,nj)T, Bj = (p(x1), ..., 00xn; /),
wie Rl e = (e1,..., enj,j)—r and g;; follows a distribution
with pdf p(g;;). Generally, we can solve the regression prob-
lem by minimize the minus penalized likelihood

{wj, bj

m
min  — " logp(e;) + AW,
j=1

sty;=Bwi+bl, +e. j=1....m  (6)

where W = (wy, ..., wy), the specific penalty terms A||W||
can determine the similarity between tasks, the sparsity of
coefficients or the smoothness of nonlinear regression, etc.
Alternatively, we can use prior information to explain penalty
terms from the perspective of Bayesian inference. The per-
formance of multi-task regression (5) depends on both the
efficiency of optimization and the learning ability. We will
show later the optimization algorithm and efficiency of the
MoT-based regression.

Multi task learning focuses on the sharing of informa-
tion or model structure, that is, the model space of each task
is not independent. The correlation between different tasks
can be reflected in many aspects, such as the commonness
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of regression function, the distribution of noises and so on.
However, the noise’s type and intensity of different tasks
may be different, which can not be well described by using
a simple distribution. We are therefore motivated to use a
mixture distribution.

Ill. MoT BASED TASK REGRESSION

A. MoT BASED SINGLE-TASK REGRESSION (MoT-STR)

We assume the noise term & in model (1) follows an MoT
distribution with pdf

K

pe) =Y mt(el0. o, v), )
k=1

where K is the number of components in the mixture distri-

butions, #(¢]0, akz, v) stands for the pdf of ¢-distribution with

zero mean, scale parameter ok2 and degrees of freedom v, 7y

is the mixing proportion under the constraint Zszl e =1

(ke = 0).

The log-likelihood of training data is

n K
L(e|®) =) log()_ mt(eil0, of, v)), ®)
i=1 k=1

where ® = {7y, ..., 7k, 012, el 012(, v, w, b} is the param-

eter set. Unfortunately, the calculation of MLE directly
through (8) is intractable. One problem is the optimization
does not have a closed form solution. Another problem comes
from the computation complexity of the high-dimensional
map function.

To address the first problem, we propose to use an EM
algorithm. We introduce a latent component indicator z; =
(zi1, -, zik) " such that

if noise &; comes from component k,

otherwise.

Then, we have an equivalent hierarchical structure of the
noises as

ind
gilui, zik = 1'% N(O, o /uy),
u " T(v)2,v/2),
jid . .
zi ~ Multinomial(1, ), i=1,...,n, (9)

wherewr = (mq, ..., g )T. The hierarchical structure (9) will
help us to develop an efficient EM algorithm which will be
detailed next.

To address the second problem, we use the Lagrangian
multiplier method in the optimize step through a kernel func-
tion. Since the map function always appears as @(x) " @(x),
we can replace the calculation by a kernel function

K@x,y) = o) o). (10)

We therefore don’t have to specify each map function. In this
paper, we employ the popular Gaussian radial basis function

(RBF) kernel K (x, y) = exp(—%).
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The log-likelihood of the complete data D, =
{&i, u;, z;}7_, is given by
n K
IO|D:) =) Y zillog mi + log plus; v)
i=1 k=1
L L og2ro? L e 11
+5 logui — 2 0g(2moy) — gkzuzﬁi}, (11)
where p(u;; v) is the pdf of u; which follows the distribution
C'w/2,v/2).
E-step: Let ©) be the current estimation of © in the z-th
step. We calculate the Q-function by

n K
1
0©10) =33 "y llog mi — > logof]
i=1 k=1
n K

2
- s a2
k

i=1 k=1

where
it (gi|0, 02, v)
vil' = Eiclei, ) = " 2 ‘ o ()
Sy Tt (eil0, o, v) 1@
and
2
) o (v + Doy
ny = Buiziklei, 0W) = Vik W‘@([)' (14)
l

M-step: Maximizing 0(0|0") with respect to @, we can
update the estimate @+ by

n
a+n _ 1 )
T == v (15)
i=1
n (t) 2(t)
21y 2oimt Mg & _
O'k —ln—l(;), k—l,,K (16)
Zi:l Yik

Following the ECME algorithm [30], the degree of free-
dom v can be updated in © alone from its marginal log-
likelihood, i.e.

n K
t+1) _ ®) @) 2(r)
n )_argméix E 10g{§ e 1(e; 710, 0,7, v} (A7)
i=1 k=1

Alternatively, we may update v together with other parame-
ters in the EM algorithm [11], [12], i.e.

n
D = arg maxZE(logp(u,-; v)lei, D). (18)
v
i1

The regression coefficients w and the bias b can be obtained
by minimizing the following objective function

in Xp 0 ell2 + 2wl
min — — ,
wb 2 1% €ll2 2W2

st.y=B'w+bl, +e, (19)
where 3 = (1,...,7m,)" is weight vector with n; =
Zszl 2’%"2 , © means the Hadamard product.
k
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Similar to LS-SVM, we employ Lagrange multiplier
method to solve the optimization problem (19). The
Lagrangian function can be expressed as

A 2, 1 2

Lw,b,e,a) = Ellﬂ Oel;+ Ellwllz
—a'(e—y+B'w+bl,), (20)
where ¢ = (a1, an, ..., oz,,)T € R” is a vector consisting

of Lagrange multipliers. According to the KKT conditions,
the solution of the problem (19) is determined by solving the
linear equations

JaL
— =0=w=Ba
ow
oL

oL . R 0.

38 = 0 — diag(e) = A~ "diag(n) “diag(x)
&

oL T

P =0=—¢e—y+B'w+bl,=0.
o

By eliminating w and &, one can obtain the solution by the
following linear system

0 1; bl |0
bowlle]-lbl e
where H = K + A~ 'diag(n)~2, K = B'B is defined by
the kernel function with elements k; = K(x;,x;). Let the

solution of (22) be b* and a*. Then the regression function
is obtained as

n
D oK x)+b*. (23)
Jj=1
Finally, the residuals & can be updated by
eV =y —f)|gn. i=1....n (24)

summaries the learning procedure of

F@) = @) Ba* + b* =

Algorlthm 1
MoT-STR.

B. MoT BASED MULTI-TASK REGRESSION (MoT-MTR)
Suppose the error term ¢g; in (5) follows the MoT distri-
bution (7). The hierarchical structure of model (5) can be
expressed as

ind
eijluij, Zijp = 1 £ N(O, okz/uij),
y
uj ~ T(v/2,v/2),

i . .
Zjj < Multinomial(1, ),
j=1...omi=1,... n, (25)

Where Zl] (Zl]] g ooy ZUK)T.
The log-likelihood of the complete data D, =
{eij, uj,zii=1,...,m,i=1,...,n;}is given by

m n K
[OD) =" "> zullogm + log pluyj; v)

j=1 i=1 k=1
1 1 1
~|—§loguij log(Znak) 352 uljsl]} (26)

k
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Algorithm 1 Learning Procedure of MoT-STR

Training

Input:

1. Training data {x;, y;}" [
2. Number of mixing components K;
3. Hyperparameters A, o2.

Output:

1. Optimal parameters of MoT v, g, akz *k=1,...,K),
2. Optimal parameters of STR b, a;

{Step 1} Initialize parameters v, mg, crkz k=1,...,K)

{Step 2} while [|a™" — &°|| > threshold do
Calculate yj and 1y by Eq. (13) and (14);
Update 7y, O’kz by Eq. (15) and (16);
Update v by Eq. (17) or (18);
Update the solution b, & of Eq. (22);
Update the regression function f (x) by
Eq. (23);
Update the error term € by Eq. (24).
Testing
Input: x*, b, «, o2,
Output: Calculate y* by Eq. (23).

Similar to the derivation process of single-task, we update
the parameters © by

i
LD 2jm1 2isy Yik

= =" , 27
¢ ZJ 17 ‘9(” 7
m 2
k = 7 "
eril Z,Ll Vijk "
where

i t(gii|0, o2, V)

vik = Bley) = g—————,  (29)
Y ke Tkt (gl0, 07, v)
v+ Do?

nijk = Ezijkuijle) = vijk k (30)

2 2
Vo, —l—eij

The regression coefficients w;’s and the biases b;’s could
be obtained by minimizing the following objective function
with constraints

A
min = Y " |ln; © &3 +
W]‘,bj 2j=]

1 m
5 2 Iwjl3,
j=1

sty =Blwi+bly+e. j=1...m (G
where )7] = (nlj, ey r}nj,j)T with nlj = \/@

In the objective functions (19) for MoT-STR and (31) for
MoT-MTR, 5 are the weight of noise &. From (14) and
(30), n is inversely proportional to the noise under the
t-distribution. Therefore, MoT based learning can adaptively
reduce the influence of outliers.
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The Lagrangian function for the problem (31) is
LAwi¥iL ALy ey Aty

A — 1 &
=52l oeli+5 3 Il
j=1 j=1

m
=D o e =y Blwi b1y, (32)
j=1
where a; = (ayj, azj, ..., oz,,_,.,j)T’s consist of the Lagrange
multipliers. According to the KKT conditions, we need to
solve the linear equations (j = 1, ..., m)
oL
3_Wj =0= wj = Bjaj
oL T
3_bj =0= (Xj 1".f =0

Y (33)
o = 0= diag(e) = A~ diag(n;)~*diag(e))
oL

30(j

=0=>¢—y;+B/wj+bl1, =0.

Eliminating {wj}}" , and {ey}}”z 1» one can deduce the linear

system
0o AT][p 0
NS
where y = IT,...,y;nr)T,Z = (b],...,bm)T,~& =
(,...,0})", A = blockdiag(ly,,...,1,,), B =

blockdiag(K| + A~ 'diag(n,)~2, ..., K,y + A~ 'diag(n,,) )
and K; = B]TBj is defined by the kernel function with
elements kg ; = K(xgj, xj5).

Let the solution of (34) be b" and &*. Then the regression
function is obtained as

j
fix) = o) Bjaf +bF =" afK(x,xy) + b} (35)
i=1

Hence, the residuals €;’s can be updated by

1 7 . .
e T =yi—fixp|gw. =1 ... omi=1.....n. (36)

The specific learning procedure of MoT-MTR is similar to
Algorithm 1, but the corresponding updating formulas should
be replaced by the ones above.

IV. EXPERIMENTS

In this section, we study the performance of the MoT-STR
and MoT-MTR using several synthetic data sets and bench-
mark data sets. The regularization parameter A and the kernel
parameter o2 is obtained by grid search from the set {2{|i =
—8,—6,...,0,...,6,8}. The mean absolute error (MAE)
and the root mean square error (RMSE) are used to evaluate
the effectiveness of all models.

VOLUME 8, 2020

A. SYNTHETIC DATA FOR SINGLE TASK
The first synthetic data is generated from the sinc function

sin T x

fx) = , (37)
X

where 100 training points, together with 100 test points of
x are randomly selected from the interval [—3, 3]. To inves-
tigate the robustness, one tenth of the training data are ran-
domly selected and the response y values are multiplied by 10.
Those data can be treated as outliers. In the same time,
half of the training data are contaminated by different types
of noises. The descriptions of all types of noises are listed
in Table 1.

TABLE 1. Descriptions of all types of noises on synthetic data for STR.

Case Noise Distribution Parameters Rate
1 Normal 0, 1) 0.25
Student ¢ (0,0.25; 4) 0.25

2 Laplace ©, 1) 0.25
Student ¢ (0, 0.25; 4) 0.25

3 Student ¢ (0,0.25;4) 0.25
Student ¢ (0, 0.64; 4) 0.25

4 Normal 0, 1) 1/6
Laplace (0, 0.64) 1/6

Student ¢ (0, 0.25; 4) 1/6

5 Laplace 0, 1) 1/6
Student ¢ (0,0.25;4) 1/6

Student ¢ (0, 0.64; 4) 1/6

6 Student ¢ (0,0.25; 4) 1/6
Student ¢ (0,0.64; 4) 1/6

Student ¢ 0, 1;4) 1/6

The test data is outlier-free and noise-free. The SVM,
LS-SVM [27], WLS-SVM [31], MoG-STR [21] and the pro-
posed MoT-STR are employed for comparisons. The MAE
and RMSE on test data are averaged on 5 trails and listed
in Table 2. It shows that the performance of MoT-STR is
significantly better than other models. It can largely improve
the accuracy of estimation in terms of MAE or RMSE.
Figure 1 show estimation curves of the sinc function under
the WLS-SVM, MoG and the proposed model. We find that
the WLS-SVM doesn’t perform well in most of the cases
especially in the areas near the extreme points and the tails.
The MoG performs a bit better, but the MoT improves the
results significantly in all the cases.

To evaluate the robustness of our model under distribu-
tion misspecification, 20, 40, 60, 80 and 100 percent of ran-
domly selected training data are contaminated respectively
in the case 2 noises. We also average the values of MAE
and RMSE under LS-SVM, WLS-SVM, MoG and MoT
on 5 trails. The results are presented in Figure 2. We can
clearly see that as the rate of noises increases, the perfor-
mance of all models is deteriorated as expected, but MoT
performs much better than the others. MoT-STR is therefore
the best choice in the presence of outliers or distribution
misspecification.
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FIGURE 1. The estimated curves of the sinc function under six types of noises.
(a) case 1, (b) case 2, (c) case 3, (d) case 4, (e) case 5, (f) case 6.

TABLE 2. Results of STR on synthetic data.

Regression model

TABLE 3. Descriptions of all real data sets for STR.

Case Error
SVM LS-SVM WLS-SVM MoG MoT
1 MAE 0.2062 0.4219 0.0570 0.0188 0.0026
RMSE 0.2611 0.4500 0.0689 0.0227 0.0063
2 MAE 0.3283 0.4776 0.1310 0.0512 0.0017
RMSE 0.3830 0.5778 0.1551 0.0627 0.0023
3 MAE 0.1010 0.1130 0.0519 0.0159 0.0057
RMSE 0.1217 0.1286 0.0653 0.0319 0.0212
4 MAE 0.5977 0.4636 0.1612 0.1331 0.0022
RMSE 0.6327 0.5443 0.2142 0.2458 0.0029
5 MAE 0.1140 0.3149 0.1310 0.0469 0.0023
RMSE 0.1482 0.3587 0.1535 0.0944 0.0034
6 MAE 0.2133 0.2815 0.1052 0.0115 0.0032
RMSE 0.2653 0.3142 0.1154 0.0147 0.0064
035 05
—6—MoT —6—MoT
03} |—8—MoG —B—MoG
—B—WLSSVM 041 | p—wissvm
0251 | —4—Lssvm —4—LssvM

Data set Samples  Attributes  Train = Test
Waterdynamic 308 6 200 108
Computer Hardware 209 7 150 9
Forecast 61 12 40 21
Bodyfat 252 14 200 52
Slump 103 7 50 53
TABLE 4. Results of STR on real data sets.
Regression model
Dataset BIMON —e5 15 5VM WLSSYM  MoG MoT
Bodyfat MAE 0.6683 0.436  6.3134e-04  0.0025  1.3600e-04
RMSE 0.7993 0.470 0.0016 0.0034  2.7932e-04
Bodyfatlap MAE 0.4703 0.4310 2.6968e-04 8.2381e-04 7.0283e-05
RMSE 0.6154  0.4709 3.1759¢-04  0.0011  8.9573e-05
Bodyfatmix MAE 0.6228  0.4653 0.0031 0.0192 0.0109
RMSE 0.6709  0.4684 0.0098 0.0273 0.0140
Waterdynamic MAE  30.2275 11.4884 3.2967 0.4096 0.3672
RMSE 36.1050 14.8883 4.7028 0.5801 0.5640
Hardware MAE 250.6603 99.9503 6.6296 2.4731 2.0827
RMSE 282.9691 130.3835 15.2411 5.2187 4.7462
Forecast MAE 303.0867 285.8558  4.6190 2.2582 0.4947
RMSE 319.3412 309.5571  7.6349 2.8578 0.7624
Slump MAE 51.1854 102.8247 13.5908 12.8298 10.6901
RMSE 53.7961 103.1623 17.0921 18.0443 13.7825

=
0.15 o 0.2
0.1
0.1
0.05
0 0
0.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1

Noise rate Noise rate

FIGURE 2. The predicted errors of STR on synthetic data with case 2
noises.

B. REAL DATA FOR SINGLE TASK

Next, we use some real data sets for comparison. The data
sets include Waterdynamic, Computer Hardware, Forecast,
Slump from UCI repository, and Bodyfat from Statlib collec-
tion. Descriptions of all data sets are shown in Table 3. For
each data set, the input and target variables are normalized

109840

into the interval [0, 1]. Synthetic outliers are added into the
training set by the same method in Section IV-A. The random
noises of Bodyfatlap are generated by Laplace distribution
LA(0, 0.15), whereas the noises of Bodyfatmix are generated
by the mixtures of LA(0, 0.15) and N(O, 0. 152) distributions.
Table 4 lists all the results under different models. SVM
and LS-SVM are clearly ineffective to cope with contami-
nated data. WLS-SVM, MoG and MoT improve the results
significantly, and overall MoT provides the best results.
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C. SYNTHETIC DATA FOR MULTI-TASK

We firstly focus on comparing the performance of MoT and
MoG in multi-task learning. We construct data under two
scenarios. In the first scenario, the inputs of all samples
are randomly selected from the interval [0, 2], the corre-
sponding outputs in two tasks come from the following two
functions

fi(x) =sinx +cosx, fo(x)=sinx —cosx. (38)

200 samples are generated for training and 20 samples for
testing. In all tasks, we randomly select one tenth points
and shift their outputs by 50 and contaminate all the points
by mixture noises 4/5 #(0,0.05; 4) + 1/5 ¢(0,0.25; 4). In
the second scenario, the outputs in three tasks come from the
functions

fix) =sinx +cos(3x)/3 + 7(x), j=1,2,3, (39

where 7;(x)’s are generated by Gaussian process using covari-
ance kernel

K (Xa, Xp) = vexp{—w(xa — xp)%/2}, (40)

withv = 0.04 and w = 1. Each task has 100 samples for train-
ing and 100 samples for testing which are randomly generated
from the interval [0, 277 ]. In the 100 training data of each task,
we randomly select two samples as outliers by times their
outputs by 10. We also contaminate 20 samples by mixture
noises 1/3 ¢(0, 0.16; 4) 4+ 1/3LA(0, 0.64) 4+ 1/3N(0, 1).

b 15

1

— 1,
== MoT-MTR
MoG-MTR

FIGURE 4. The estimated curves of MTR in Scenario 2. (a) f; (x), (b) f,(x),
(c) f3(x).

The estimated curves in Scenario 1 and Scenario 2 are
presented in Figures 3 and 4 respectively. Both show that the
estimated curves under MoT are closer to the true curves than
those under MoG. Table 5 show the numerical results on test
data. Compared with MoG, MoT can reduce the estimation
error by about 50% in both scenarios. It shows the robustness
of MoT against outliers and data contamination.
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TABLE 5. Results of MTR on synthetic data in Scenario 1 and 2.

Regression model

Synthetic data Error
MoG-MTR MoT-MTR
Scenario 1 MAE 0.0921 0.0548
RMSE 0.1235 0.0649
Scenario 2 MAE 0.0436 0.0275
RMSE 0.0628 0.0343

One of the major advantages of multi-task learning is its
ability of sharing information across different tasks via the
structural expression of the tasks and the error composition.
We now investigate the performance MoT-MTR in two sce-
narios. In Scenario 3, the inputs of 120 training samples are
selected from the interval [—10, 10], where the corresponding
outputs are computed by the following two functions

fi(x) = sinx + cos(3x)/3,
fo(x) = sinx 4+ cos(3x)/3 + x/3. 41

To investigate complementary information sharing from other
tasks, 100 points of x for task 1 are randomly selected from
the interval [—10, 0] while the other 20 points from [0, 10];
while the data points for Task 2 are the opposite, i.e. 20 from
[—10, 0] and 100 from [0, 10]. The x of 100 test data are all
randomly selected from [—10, 10]. In Scenario 4, the func-
tions in three tasks are the same as those in Scenario 2. The
training inputs of the tasks are sparsely located in [—1, 9]
except the first one. Specifically, task one have 120 training
samples while task 2 and task 3 each have only 20 training
samples.

TABLE 6. Results of MTR on synthetic data in Scenario 3 and 4.

Regression model

Synthetic data Error
MoT-STR MoT-MTR
Scenario 3 MAE 0.0981 0.0527
RMSE 0.1203 0.0956
Scenario 4 MAE 0.1052 0.0891
RMSE 0.1348 0.1106

The estimated curves in Scenario 3 and Scenario 4 are
shown in Figure 5 and Figure 6 respectively, and the numer-
ical results for test data are listed in Table 6. In Scenario
3, the two tasks can borrow information from each other
since the sparse sample locations of the two tasks are com-
plementary. Compared with the MoT-STR (i.e. treat each
task separately), the MoT-MTR can reduce the prediction
error by about 40%. In Scenario 4, the last two tasks can
share information each other and borrow information from
the first task. Consequently, the MoT-MTR can reduce the
prediction error by about 20%. Therefore, the MoT-MTR has
clear advantages over the MoT-STR through communication
among tasks.
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FIGURE 6. The estimated curves of MTR in Scenario 4.

TABLE 7. Descriptions of all real data sets for MTR.

Dataset Sample  Attribute  Target Train  Test

Polymer 61 10 4 41 20
EDM 154 16 2 110 44
Slump 103 7 3 50 53
Traffic 96 1 8 50 46

D. REAL-WORLD DATA FOR MULTI-TASK
The real data for multi-task include the Polymer, EDM,
Slump and Traffic data. These data are taken from ftp://ftp.
cis.upenn.edu/pub/ungar/chemdata/, http://mulan.source
forge.net/datasets-mtr.html, UCI repository, and http://tris.
highwaysengland.co.uk respectively. The descriptions of all
data are shown in Table 7. For the convenience of selecting
penalty parameters A and kernel parameters o2, both the input
variables and the target variables are standardised into the
interval [0, 1]. We synthesise outliers for randomly selected
one fifth data points from the training set by increasing their
values of outputs by 10 times. The noises added to the one
tenth of training samples from LA(0, 0.15). The experiment
results are shown in Table 8.

Table 8 shows clearly that the proposed model MoT-MTR
performs much better than MoG-MTR in the presence of
outliers and contaminations for multi-tasking data.

E. COMPUTATIONAL COMPLEXITY AND LEARNING CURVE
For single task regression, the computational complexity of

SVM regression is O(n®), where n stands for the sample
size. The complexity of both MoG-STR and MoT-STR is
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TABLE 8. Results of MTR on real data sets.

Regression model
Data set Error £

MoG-MTR MoT-MTR
Polymer MAE 3.3648 0.1798
RMSE 3.6556 0.1120
EDM MAE 0.0830 0.0658
RMSE 0.0997 0.0832
Slump MAE 0.0217 0.0189
RMSE 0.0281 0.0245
Traffic MAE 0.0083 0.0074
RMSE 0.0127 0.0102
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FIGURE 7. Running time of three regression models under different
training sample sizes.

O(n3+Kn), where K is the number of mixed components. The
airfoil data from UCI repository is used in this subsection.
The total sample size is 1500, in which, 1000 of them are used
for training and remaining 500 for testing. Figure 7 shows
the running time of SVM, MOG and MoT under different
training sample sizes. It shows how the running time in each
iteration increase with the sample size. The MoT has no
obvious disadvantage in running time compared with other
models even if the sample size increases to 1000. For multi-
task regression, we suppose that there are m tasks and all
tasks have n samples together. The computational complexity
of SVM regression is O((m + n)3). MoG will increase com-
plexity about O(Kn), while MoT will increase another O(Kn).
Because the number of K is far less than m and n, the total
complexity of MoT-MTR is still O((m + n)3). When n or m
is large, Nystrom method [32], Krylov method [33] or others
can help to reduce the amount of computation burden.

we now perform a study on convergence speed through
learning curve. The WLS-SVM, MoG and MoT are three
candidates for comparison. Figure 8(a) shows the predic-
tive RMSEs of the three models under different sizes of
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FIGURE 8. Learning curves of three regression models.

training samples. As the size of training samples increases,
the RMSEs of all models decrease as expected. The RMSEs
of MoT is slightly smaller than those of MoG under all sample
sizes. The curves of WLSSVM and two mixed models cross at
about 500, meaning that the mixed models have advantages
in this case when the training sample sizes become larger.
Furthermore, we randomly choose half of the training sam-
ples and contaminate them by mixtures noises 1/2LA(0, 8)+
1/2¢(0, 8; 4). Figure 8(b) shows the learning curves for the
contaminated data. Under all sample sizes, the RMSEs of
WLS-SVM is clearly larger than those of the two mixed
model, and MoT has the smallest RMSEs among all the
candidates. Overall, MoT is very competitive particularly for
contaminated data.

V. CONCLUSION AND FUTURE WORK

Finite mixture distributions or models are particularly effec-
tive in modeling multi-structures or complex noises data.
In this paper, we established a loss function (via likelihood)
based on the mixture of 7-distributions, and developed esti-
mation procedures using EM algorithms, for both single
and multi task learning. The robustness of the regression
models are greatly improved due to the heavy-tailed feature
of z-distribution and the flexibility of the mixture structure.
Although only the regression problem on task learning is
discussed, the classification problem could be studied from
a similar perspective.

We need to select the number of components in mix-
ture models. In our work, it was handled by model selec-
tion criteria under the framework of likelihood. A penalized
method [34] was proposed to simultaneously select the num-
ber of mixing components and estimate the mixing propor-
tions with other unknown parameters of mixture regression
model. Future work on relevant research in the field of task
learning needs to be considered.

For statistical learning based on ¢-distribution, the robust-
ness is related to the degree of freedom v. Generally speaking,
the robustness of the model and the corresponding inferences
could be increased gradually as v decreases. For real data,
we need to find the appropriate value of v to keep the balance
between the goodness of fit and robustness. In our model,
the degree v can be updated with other parameters in each
iteration step, or be estimated through marginal likelihood.
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Based on our experience, the estimate of the degree of free-
dom v may be unreliable in three ways: ¥ is very small, ¥ is
large, or ¥ is unstable. Possible reasons for these three cases
are respectively, (1) the data has extreme outliers, (2) the data
has a near normal distribution, and (3) the sample size is not
sufficiently large. For the cases (1) and (3), we may pre-fixed
the values of v (e.g. v = 4) [35], and choose it by BIC,
cross validation or other criteria; for the case (2), when the
estimation of v is quite large, say larger than 100, the accuracy
of v is no longer important, since the underline distribution is
very close to the normal distribution. In order to reduce the
computational burden, we can limit the value of v in a certain
range, e.g., [2, 100] in practice. The parameter of interest in
task learning is w, and v is a nuisance parameter. The accuracy
of the nuisance parameters’ estimation has limited influence
to the whole learning procedure based on our experience.
For mixture model and other models with latent variables,
the EM algorithm is popular on the calculation of the MLE
since conditional likelihood or distribution can be simplified
via the hierarchical structures of the models. When the con-
ditional distribution of latent variables is complex, we may
use Bayesian approach through Markov chain Monte Carlo
(MCMC). However, MCMC usually converges slowly and is
very time consuming. The hierarchical likelihood [36] and
variational inference [37] could be explored on task learning,
which respectively, estimates the latent variables directly and
approximates the posterior densities through optimization.
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