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ABSTRACT To realize a computerized autonomous recognition of human-computer interface graphics
and autonomously interface an interface graphic model with a simulation analysis program of a systems
operation, a human-computer interface topology identification algorithm based on quadratic space map-
ping (QSM) is proposed, which includes three mapping spaces and two mapping methods. The three
mapping spaces are defined as the interface modelling graphics space, the primitive information space
and the abstract topology space. The first mapping method uses hierarchical topology mapping based on
coordinate properties, and the second uses abstract topology mapping based on breadth first search. The
QSM algorithm converts a visual graphical physical model on a human-machine interface into a computer-
recognizable abstract model. Then, a simulation analysis of the system is performed automatically by a
computer using the converted abstract model. Finally, taking the distribution network system as an example,
the proposed topology recognition algorithm realizes the conversion of the interface modelling graph to
the abstract model of the distribution network. Furthermore, the simulation of the power flow algorithm
is performed by interfacing perfectly with the abstract model, and the feasibility and practicability of the
algorithm are verified.

INDEX TERMS Computerized autonomic identification, human-machine interface graphical modelling,
quadratic space mapping, graphical topology recognition, abstract topology.

I. INTRODUCTION
With the continued development of science and technology,
many complex systems have higher requirements for safe
and reliable operation, especially for expensive systems such
as power grids, aerospace applications, military equipment,
and so on. Once operational failures occur, they can cause
considerable economic losses. It is generally not permissible
or practical to perform operational tests directly on these
actual systems. Before computer-aided analysis technology
was developed, to ensure the safe operation of these complex
systems, it was only possible to divide a system into several
small systems and conduct local tests, which resulted in
the inefficient use of time, finances and material resources.
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With the development of computer-aided analysis technol-
ogy, these complex systems can be assessed by comput-
erized simulation-aided analysis, which saves considerable
manpower, material and financial resources and indirectly
promotes the development of these systems to a more com-
plex and larger scale, such as power systems, communica-
tion systems and so on. The application of computer-aided
analysis technology has also been continuously expanded
to industry, agriculture, medical health, economic analysis,
social services, and the currently rapidly developing robotics
field [1]–[6].

The topological analysis method is one of the most com-
monly used computer-aided analysis methods for identifying
the connection relationships of complex systems. The topol-
ogy analysis methods of system modelling can be divided
into static topology analysis and dynamic topology analysis.
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Computerized static topology analysis is an off-line analysis
method that has a high accuracy for the steady-state analysis
of a system, but errors can occur in the dynamic analysis of
the system. Using computer-aided dynamic topology analy-
sis is more accurate for analysing the dynamic changes of
complex systems in real time. Literature [7] identified a distri-
bution network topology based on system operation measure-
ment data; literature [8] obtained a topology structure based
on system monitoring parameters; literature [9] identified
nontree topologies based on system data for single-source
networks; literature [10] realized smart grid topology identifi-
cation based on graph theory combined with sparse recovery
technology; literature [11] restored the topology of an entire
feeder in a power grid based on the detected voltage value by
installing detectors on all nodes, and literature [12] obtained
the topology of a distribution network through the probability
relationship between different voltage measurements. The
above studies were used to obtain the real-time topology
relationship of a constructed actual system. The topological
relationships were obtained from already constructed systems
in real time, and then system simulation operation and opti-
mization were performed according to the topology relation-
ship. However, these methods of real-time online simulation
analyses are not combinedwith visualization. The topological
structure of a system is obtained by analysing the measured
data using probabilistic methods that will lead to some degree
of deviation between the topology model and the actual sys-
tem, and it is difficult to expand the scale of the system more
conveniently and intuitively due to the lack of visualization.
With the development of computer object-oriented graphics
technology, many systems have begun to use computers for
graphical visualization modelling and simulation analysis.
This approach realizes that the components of the system
are drawn on the human-machine interface to form a visual
system model based on the topological relationship of the
actual system; thus, it can use the computing power of the
computer to simulate the operation of the system, which can
not only realize the visualization of the system topology but
can alsomore accurately andmore quickly analyse the system
operation. If the visualization and system operation data are
combined to obtain the topology model in real time, it will be
more accurate and closer to the actual system.

Visual computer-aided analysis combined with a visual
system model on a human-machine interface can more intu-
itively reflect the dynamic changes of a system and allow
engineers to obtain the topological structure more quickly
and accurately. Literature [13] proposed a visual analysis
method of inertial particle force-induced dynamics by an
integrated topological analysis method. Literature [14] pro-
posed a topology visual analysis method of community com-
plex networks, which can analyse community dynamics and
fusion problems in real time. Literature [15] used the topo-
logical extraction method to identify images and visualize
the recognition process. These studies on system topology
identification can address the needs of complex system topol-
ogy modelling and achieve system visualization but have

not realized an interface with system simulation algorithms.
To analyse and study the operation of these system more
accurately, it is necessary not only to construct a visual system
model consistent with the actual system but also to automat-
ically interface with a system simulation running program.
However, to realize a system visual simulation operation
analysis, the following key technologies need to be involved:
1. It is necessary to establish a human-machine interface

visualization system model (HMIVSM) that can accu-
rately reflect the connection relationship of various com-
ponents in an actual system (CRCS). This key technology
establishes an HMIVSM by using easy-to-understand and
consensus-driven graphics, which enables operators to
more clearly understand the structure and composition
of the system and the interconnection of the system
components.

2. Information processing techniques are needed to address
the operational characteristics of the actual system (OCS)
and the physical characteristics of each component of the
actual system (PCCS). The established HMIVSM only
represents the CRCS but does not express the OCS and the
PCCS. Therefore, it is necessary to study the information
processing technology that interfaces the OCS and the
PCCS with the HMIVSM and that can be autonomously
recognized by the computer.

3. An abstract topology transformation technique needs to
be established. Using abstract topology, information that
includes the topological connection information of the
HMIVSM, the OCS and the PCCS can be directly called
by the programs of the system operation simulation anal-
ysis algorithm (PSOSAA).
Though the above key technologies, the HMIVSM is estab-

lished, the OCS and the PCCS are interfaced to theHMIVSM,
and then CRCS, OCS and PCCS information is interfaced
to the PSOSAA. Through the close cooperation of these
three key technologies, the simulation operation analysis
of the HMIVSM can be truly completed. At present, most
of the existing research has focused on the combination of
key technology 1 and key technology 2 or the combination
of key technology 2 and key technology 3. The former,
as seen in previous literature [13]∼[15], studied computer
visualization but did not realize the interface with the system
simulation algorithm. There are also many studies on the
latter: literature [16] studied a real-time simulation platform
of a 400 V-50 KVA digital physics hybrid power system;
literature [17] studied a real-time simulation technology for
power system design, testing and analysis; literature [18]
proposed an integrated modelling and simulation analysis
of engineering complex systems; and literature [19] applied
the DecompositionJ framework and co-simulation platform
to power grid research. These studies only examined system
simulation models and did not realize system visualization.
Most topology studies only identify the topology of graphs
but do not directly interface the graph topology with the
PSOSAA. When the topology graphics change, a profes-
sional is required to modify the programs of the simulation
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algorithm, which will lead to certain application limitations.
That is, in many current research methods, system graph-
ics visualization and system simulation analysis are actually
separated, and even the HMIVSM is only used as a display
function. The CRCS, OCS and PCCS cannot be identified by
the computer autonomously. Few studies provide a complete
and effective solution that can simultaneously complete the
construction of an HMIVSM, a computerized autonomous
identification of an HMIVSM and a system operation sim-
ulation analysis synchronized with an HMIVSM. Therefore,
it is necessary to study a conversion method of an abstract
topology model, which can realize computerized automatic
identification of an HMIVSM and complete the interface
of an HMIVSM with the programs of a system operation
simulation algorithm.

The application of space mapping theory has advantages
in topology analysis and problem optimization: for example,
a self-organizing mapping method of a topological clustering
polar was proposed for the cluster analysis of unmarked data
sets [20]; a self-organizing mapping method of topological
data was proposed for hierarchical clustering analysis [21]; a
mapping matrix and NSGA-II achieved multiobjective topol-
ogy optimization of the Internet of Things [22]; a map-
ping algorithm was used to analyse virtual networks [23];
a topology mapping algorithm was applied to an intelligent
cloud test platform [24]; a topological mapping method was
researched for a multiscale fusion network simulation [25];
and spatial mapping was used to optimize energy conversion
in electromagnetic equipment [26].

In terms of the previous research, the computerized auto-
matic identification of an HMIVSM is very complex, and it is
difficult to realize by direct mapping. This paper proposes an
algorithm that uses quadratic spacemapping (QSM) to realize
the computerized automatic identification of an HMIVSM.
The mapping spaces are defined, the mapping methods are
given, and the HMIVSM is converted into an abstract model
that can be automatically identified by the computer. The
proposed algorithm realizes that the visualization graphics
topology of the system is automatically identified by the
computer and then directly interfaces with the programs of
the system operation simulation algorithm.

The preliminary work of this paper researches the method
of establishing an HMIVSM based on Microsoft Foundation
Classes (MFC) primary development [27]. The highlights of
this work are as follows:
1. A method based on the human-machine interface graphic

coordinates and the establishment of multidimensional
arrays is proposed to realize the autonomous identification
of an HMIVSM. Using this method can ensure that the
connection relationship between the components of the
HMIVSM is consistent with that of an actual system, and
the information of the OCS and the PCCS is consistent
with that of the actual system, which ensures modelling
and recognition accuracy.

2. A QSM method is proposed. This method uses the sec-
ondary transformation method of multidimensional array

space, in which the first transformation realizes the inter-
face of the information between the actual system and the
HMIVSM, and the second transformation completes the
interface of the information between the HMIVSM and
the PSOSAA: the information includes the CRCS,
the OCS, and the PCCS.

3. An abstract topology method based on the breadth
first search is proposed. By this method, the computer
can autonomously identify the data information of the
HMIVSM and construct an abstract topology that can
be directly identified and used by the computer system
operation analysis program. That is, the method can allow
the computer to directly interface the HMIVSM with the
PSOSAA.

This paper is organized as follows: Section II provides an
overview of the theory and application of QSM. Section III
proposes the QSM method and describes its specific imple-
mentation method. Section IV verifies the effectiveness of the
QSM method by taking a distribution network system as an
experimental example. Finally, the conclusions and further
research are described.

II. TOPOLOGY RECOGNITION BASED ON QSM
A. QSM
Mapping enables the conversion from one space to another
space or from a real space to an abstract space. The mapping
method must truly reflect the characteristics of the model
being transformed. QSM can provide a theoretical method for
the computerized autonomic identification of an HMIVSM
and for the interface of information that includes the CRCS,
the OCS, and the PCCS between the HMIVSM and the
PSOSAA.

For a complex system such as a power system, it is diffi-
cult to directly transform the interface visualization topology
space to the computer calculation space of a system opera-
tion simulation algorithm. The QSM refers to the process in
which the complex problem is simplified by quadratic spa-
tial conversion [28]. Therefore, the application of QSM can
play a role in buffering and simplification. Its mathematical
expression is shown in equation (1).

C1
g
→ C2

f
→C3

F1 (C1) = F2 (C2) = F3 (C3) (1)

where Ci(i = 1, 2, 3) is the performance form of the problem
in the i-th space, Fi(i = 1, 2, 3) is the description function,
and g and f are mapping functions.

The three topology spaces are defined as the interface
modelling graphics space (IMGS), the primitive information
space (PIS) and the abstract topology space (ATS). The map-
ping process is shown in Fig. 1.

The three spaces in Fig. 1 correspond sequentially to
C1,C2and C3 in formula (1), and mapping mode 1 and map-
ping mode 2 in Fig. 1 correspond to g and f respectively in
formula (1).
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FIGURE 1. Schematic diagram of the mapping process.

B. SPACE DEFINITION
1) IMGS
The interface modelling graphics space is an interface work-
ing area formed by the pixels of the computer human-machine
interface. A global coordinate is set in the interface working
area, and it can be assumed that the point at the top left of
the interface area is the starting point (0,0) of the coordinate.
The HMIVSM can be drawn in this interface working area
which shows the user an intuitive system. The computer
human-machine interface is only used to display the graphical
model of the actual system, but the topology relationship
and physical properties of the system cannot be identified
automatically by the computer itself.

2) PIS
The primitive information space is an intermediate transition
space, which is layered according to the property of the
primitive. The same property of different primitives in the
HMIVSM is defined as a layer. There are a total of four layers.
The first layer is the coordinate property layer, the second
layer is the base property layer, the third layer is the base
property layer of the out-connection primitives, and the fourth
layer is the physical property layer. A hierarchical structure
schematic of the PIS is shown in Fig. 2.

FIGURE 2. Schematic of primitive information space.

The front three layers reflect the position of the primitive
itself and its topology connection relationship with other
primitives. Therefore, the content of the front three layers is
stored in the primitive topology information array (PTIA).
The content of the fourth layer is individually stored in the
primitive physical information array (PPIA). Through the
intermediate transition space, the types, functions, physical
properties and structural connection relationship of different

primitives can be sorted in an orderly manner, which provides
favourable conditions for the subsequent more accurate and
quicker conversion of the PIS to the ATS using mapping
mode 2.

3) ATS
The abstract topology space includes the topology point infor-
mation array (TPIA) and the topology line information array
(TLIA). The TPIA includes physical information of all points
extracted from the PPIA in the PIS. The TLIA includes the
physical information and the connection relationships of all
lines extracted from the PPIA in the PIS. Thus, an abstract
topology is built that can be interfaced directly with the
PSOSAA. The point of the abstract topology contains the
physical property information of each primitive in the IMGS,
and the line of the abstract topology represents the actual
connection relationship of each primitive in the IMGS.

Through mapping mode 1, the information about the loca-
tion, physical properties and topology connection relation-
ship of the primitive in the IMGS is collected and stored
into two arrays in the PIS. Then through mapping mode 2,
the information of two arrays in the PIS is extracted and
normalized into an abstract topology form that can be directly
called by the PSOSAA. In this way, the computer can auto-
matically realize the interface of the HMIVSM with the
PSOSAA. The QSM method enables the computer to auto-
matically recognize the HMIVSM and then automatically
perform an operation simulation analysis of the identified
system. The specific implementation method is described as
follows.

C. THE MAPPING METHOD AND MAPPING PROCESS
According to the mathematical model of the QSM in for-
mula (1), the conversion relationship among the IMGS,
the PIS and the ATS can be expressed in mathematical
expression as shown at the bottom of this page, where
CInterface modeling (Graphics), CPrimitive information (Property array)
and CAbstract topology (Point line relationship array) represent the
topologies in the IMGS, PIS and ATS, respectively.
Fi (i= 1,2,3) is the description function of the topology in

the corresponding space.
g is the mapping function from the IMGS to the PIS, which

corresponds to mapping mode 1 in Fig. 1, so mapping mode 1
is also called g mapping. f is the mapping function from the
PIS to the ATS, corresponding to mapping mode 2 in Fig. 1,
so mapping mode 2 is also called f mapping.

1) MAPPING MODE 1
The topology in the HMIVSM is the physical topology graph
drawn by the user according to the actual system. The role

CInterface modeling(Graphics)
g
→ CPrimitive information (Property array)

f
→CAbstract topology(Point-line relationship array)

F1
(
CInterface modeling (Graphics)

)
= F2

(
CPrimitive information(Property array)

)
= F3

(
CAbstract topology (Point-line relationship array)

)
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of g mapping is to extract the property information of each
primitive in the HMIVSM and convert them into the PIS.
The primitive identification and transformation rules of the
g mapping include the following four parts.

(1) Coordinate property mapping of the primitives. The
coordinate identification method is used to realize com-
puterized autonomous recognition of the connection rela-
tionship for the primitive in the HMIVSM. The top left
corner of the interface is defined as the starting point (0,0)
of the global coordinates, and the upper left coordinate
information and the lower right coordinate information
of each primitive can be obtained by the global coor-
dinates. Therefore, the location information and region
range information of the primitives in the HMIVSM can
be mapped to the PIS.

(2) Base property mapping of the primitives. According to
the function in the actual system operation, the primitives
in the HMIVSM are divided into different function types
that can be automatically marked when they are drawn or
input. The base property mapping of primitives achieves
primitive type identification and serial number identifiers
of the same type of primitives and then converts this
information to the PIS.

(3) Base property mapping of the out-connection primi-
tives. The HMIVSM is a visual model that reflects
the connection relationship of various components in
the actual system. A graph representing a component
is called a primitive. There must be interconnections
between the primitives. To realize an automatic interface
of the HMIVSM with the PSOSAA, it is necessary to
identify this kind of connection relationship. To prevent
confusion, reduce memory usage, and increase conver-
sion speed, only out-connection primitives are recorded.
Therefore, it is also necessary to record the function type
and the sequence number of the out-connected primitives.

(4) Physical property mapping of the primitives. Each primi-
tive of the HMIVSM has a corresponding physical mean-
ing in the actual system, and its physical parameters can
be input by a mouse or by a specified file in advance.
Then, the physical parameters are automatically searched
by the computer based on its coordinate properties.

2) MAPPING MODE 2
Mappingmode 1maps the property information of each prim-
itive to the PIS, but the orderly interconnection between the
primitives is not fully reflected. That is, it only completes the
collection of the primitive information, but this information
is disorderly and cannot be directly identified and used by
the PSOSAA. Therefore, f mapping is needed to classify the
scattered primitive information of the PIS and then convert
it into overall ordered topology information. The rules of the
f mapping are described as follows.

(1) Point-line relationshipmapping of the system. According
to the specific requirements of the specific system analy-
sis, the points and lines are classified from the primitives

to form a point-line relationship topology [29], [30], and
the topology identification can be performed by this kind
of the point-line relationship. In general, the equipment,
devices and connected components in the system are
taken out as points, and the physical or logical connec-
tions between the various points are taken out as lines.
In this way, the abstract topological relationship of the
entire system is obtained.

(2) Network topology mapping. The methods commonly
used in network topology recognition are mainly tree
search methods, including breadth first search (BFS) and
depth first search (DFS). Both tree search methods per-
form network topology analysis by searching for neigh-
bour points of the target point [29]. DFS search will
repeatedly search for some points, so it has to backtrack
the previous point repeatedly, which makes the overall
search speed slower than BFS, and its search process
takes up more memory.

The steps of the BFS search method are shown as follows.
(a) A starting point is arbitrarily selected as a target point

from the topology of the PIS.
(b) All points adjacent to the target point are searched from

the PIS and stored in the adjacent point set in turn.
(c) The points in the adjacent point set obtained by search-

ing in (b) are taken out in turn which is denoted as Ai; the
target point is updated to Ai simultaneously, and the loop
step (b) is updated until all points are searched completely.

Take the point-line diagram extracted from the topology of
the PIS shown in Fig. 3 as an example. The starting point is
taken as A0. The search sequence of the BFS is as follows:
A0 →A1 →A2 →A3 →A8 →A4 →A10 →A9 →A5 →

A6→A11→A7.

FIGURE 3. Point-line topology diagram.

3) MAPPING PROCESS
The target of space mapping allows the computer to automat-
ically interface the HMIVSM with the PSOSAA.

The IMGS is a two-dimensional planar space, the PIS is
a high-dimensional array space containing four layers prop-
erty of the primitives, and the ATS contains two arrays—the
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TPIA and the TLIA. Each primitive drawn in the HMIVSM
has a corresponding coordinate range, and various property
information of the primitive can be determined through the
coordinate property. Therefore, mapping mode 1 is a hier-
archical topology mapping based on coordinate properties.
Although mapping mode 1 is a complex topology process,
it can finally solve and simplify topology recognition and help
the computer fully understand the topological relationship of
the primitives in the HMIVSM.

Mapping mode 2 is an abstract topology mapping based
on BFS. This is a topology simplification process in which
the high-dimensional array in the PIS is converted into two
two-dimensional arrays which can be called directly by the
PSOSAA.

Through the QSM mentioned above, the HMIVSM can be
converted into an abstract topology recognized autonomously
by the computer. Using the abstract topology, the com-
puter can implement an operation simulation analysis of the
HMIVSM with analysis algorithms.

III. AUTONOMIC IDENTIFICATION METHOD FOR THE
HMIVSM
To realize the autonomic recognition of the HMIVSM,
the first step is to map the IMGS to the PIS. The computer
needs to identify each primitive by the coordinate property.
It identifies not only the function type of each primitive but
also the connection relationship between the primitives [31].

To realize the coordinate recognition and the connection
relationship identification of the primitives in the HMIVSM,
a bounding box is set for each primitive. The bounding box
is the smallest rectangle that can frame the primitive [32].
A schematic of the bounding box is shown in Fig. 4.

FIGURE 4. Primitive setting bounding box.

The red dashed line in Fig. 4 is the boundary box for
placing the primitive. After the boundary box is set, the type
identification function of the primitive can be performed.
To further identify the interconnected relationship between
the primitives, it is necessary to set the connection identifi-
cation point of the primitive on the boundary box in Fig. 4.
The black dots at the midpoints of the four sides are set as
connection identification points. One primitive usually has
in-connection points and out-connection points, and their
number may be one or more. The out-connection point of the
primitive is set as the property of the primitive connection
identification point in this paper.

After the boundary box of the primitive is set, the topology
relationship identification of the primitives in the HMIVSM
is realized by computer programming. The flow chart of the
programming is shown in Fig. 5.

FIGURE 5. The program flow chart for real-time searching of the topology
relationship of the primitives.

FIGURE 6. The PPIA program flow chart.

The program flow chart of the primitive physical informa-
tion array is shown in Fig. 6.

The properties of the front three layers in Fig. 2 are stored
in the PTIA, and the fourth layer property is stored in the
PPIA. The relationship between the two arrays is built by
the second layer property. By mapping model 1, the two-
dimensional array space of the HMIVSM is converted into
the high-dimensional dynamic array space of the PIS.

1) PTIA
The PTIA is a three-dimensional array. It is shown in
formula (2).

A =
{
A1 A2 A3

}
(2)
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where A1, A2 and A3 are the first dimension, the second
dimension and the third dimension, respectively.

The first dimension array is shown in formula (3):

A1 =
(
a1 a2 · · · ai · · ·

)
(3)

where ai is the sequence number of the i-th primitive in the
HMIVSM, and the dimension of the first dimension can be set
to an appropriate value according to the scale of the system.

The i-th row vector in the second dimensional array is
shown in formula (4):

A2ai =
(
ai1 ai2 · · · aik

)
ai

(4)

where A2ai is the i-th row vector including k property ele-
ments in the second dimensional array, and aik is the k-th
property identifier of the i-th primitive ai.
The dimension of the second dimension is k ≥3+n, where

3 represents the three properties of the i-th primitive ai itself
that include the coordinates of the upper left corner of the
i-th primitive, the coordinates of the lower right corner of
the i-th primitive, and the base property of the i-th primitive.
n represents the number of out-connection points of the i-th
primitive. Considering that number of out-connection points
may be different for different primitives, n takes the maxi-
mum value of all the numbers.

The coordinate information of the PTIA will be updated
and modified in real time when the position of the primitive
moves or be deleted in the working area of the interface;
moreover, it must ensure that other relevant information is
also updated and modified synchronously. Using the coordi-
nate information of the primitives, their physical information
can be searched, and the PPIA is completed by mapping
mode 1. When the physical property parameters of the prim-
itive are changed and corrected, the location stored in PPIA
is also found through the coordinate information of the prim-
itive, and the real-time modification is executed correspond-
ingly. Therefore, the PIS is also a high-dimensional dynamic
array space.

The base property of the PTIA is used to identify the
functional property of the primitive. It is used to complete the
point and line classification of the primitive in the conversion
process of mapping mode 2.

The base property of the primitive out-connection in
the PTIA is used to obtain the interconnection relationship
between the primitives. It is conducive to the formation of
abstract topological connections in the process of abstract
topological space mapping (mapping mode 2).

The third dimensional vectorA3aikdefines the two proper-
ties of aik , which are the elements of the i-th row and the k-th
column in the second dimensional array, and it is shown as
follows:

A3aik =
(
bk1 bk2

)
aik

(5)

where A3aik is also called the k-th property vector of the i-th
primitive.
bk1andbk2record the real-time values of the k-th property

corresponding to the i-th primitive.

The coordinate property is two-dimensional, which
includes the abscissa and the ordinate. The base property of
the primitive is two-dimensional, which includes the func-
tion type identifier and sequence number of the primitive.
The base property of the out-connected primitive is also
two-dimensional, which includes a function type identifier
and sequence number; therefore, the dimension of the third
dimension is 2.

2) PPIA
The PPIA is a three-dimensional array which is shown in
formula (6).

P =
{
P1 P2 P3

}
(6)

where P1, P2and P3 are the first dimension, the second
dimension and the third dimension, respectively.

The first dimension array is shown in formula (7):

P1 =
(
p1 p2 · · · ps · · ·

)
(7)

where ps is the s-th function type of the primitive, and the
dimension of the first dimension is the total number of prim-
itive function categories.

The s-th row vector in the second dimensional array is
shown in formula (8):

P2ps =
(
ps1 ps2 · · · pst · · ·

)
ps

(8)

where P2ps is the s-th row vector including the sequence
number of all primitives belonging to the s-th function type.
pst is the sequence number of the t-th primitive in the s-th
function type. The dimension of the second dimension can
be set to an appropriate value according to the scale of the
system.

The third dimensional vector P3Pst defines the physical
property of pst , which is the element of the s-th row and the
t-th column in the second dimensional array, and it is shown
as follows:

P3pst =
(
qt1 qt2 · · · qtu · · ·

)
pst

(9)

where P3pst is also called the physical property vector of
the t-th primitive in the s-th function type. qtu records the
values of the u-th physical property of the t-th primitive in the
s-th function type, and the third dimension is set according to
the maximum number of physical properties among all the
primitives.

After the primitive boundary box and the connection iden-
tification point are completed by the programming, the com-
puter can automatically recognize the primitives placed in
the HMIVSM and then store the topology connection rela-
tionships and physical information of each primitive into the
two arrays mentioned above. In this way, the mapping from
the IMGS to the PIS is completed, and it is also prepared to
finally realize the abstract topology that can be identified by
a computer.
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A. IMPLEMENTATION METHOD OF MAPPING MODE 2
After the computerized autonomous identification of the
HMIVSM is completed by mapping mode 1, the interface
primitive connection relationship and the physical property
value are stored into the PTIA and the PPIA, respectively,
in real time. By mapping model 1, the classification identi-
fication of the primitives in the HMIVSM is also completed.
However, the classification is disordered and cannot be called
directly by the PSOSAA. Therefore, mapping mode 2 is
needed to convert the PIS into the ATS. It can realize the
ordering and sorting of the primitive information. The ordered
abstract topology can be autonomically identified by a com-
puter and interfaced perfectly with the PSOSAA.

Mapping method 2 uses the BFS search method to obtain
the abstract topology. The abstract topology includes two
arrays—the TPIA and the TLIA.

(1) The TPIA is a two-dimensional array. The first dimension
is the serial number, and the storage content in the sec-
ond dimension includes the point search serial number,
point information number and physical information of
the point in the system.

(2) The TLIA is a two-dimensional array. The first dimen-
sion is the serial number, and the storage content in
the second dimension includes the line search serial num-
ber, the search sequence number of the first point in the
connection line, the search sequence number of the end
point in the connection line, and the physical information
of the connection line in the system.

The steps for the abstract topology implementation are
described as follows.

(a) Only the primitives with out-connection properties (or
the system model specified primitives) form a critical
point set, and the first primitive is taken as the target
primitive in the critical point set.

(b) All the primitives connecting the out-connection points
of the target primitive are searched, and the searched
primitives are stored in the TPIA in turn. The line
between the target primitive and its connection primitive
is stored in the TLIA.

(c) A primitive in the TPIA is removed in turn and marked
as Ai, and the target primitive is updated toAi; then loop
step (b) is updated until all the primitives in the TPIA are
traversed completely.

The abstract topology implementation flow chart is shown
in Fig. 7.

In Fig. 7, p is the first-dimensional sequence number of
the TPIA, q is the first-dimensional sequence number of the
TLIA, and z is the first-dimensional sequence number of the
target point in the TPIA. Because the first number of arrays
in the computer is stored by default from 0, the initial values
of p, q and z are set to 0.
k is the column number of the second-dimensional out-

connection property in the PTIA. In the second-dimensional FIGURE 7. Flow chart of the abstract topology extraction.
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TABLE 1. The third-dimensional numerical table of the topographical information array of primitives 1∼12.

out-connection property, the front three columns are the upper
left corner coordinates of the primitive, the lower right corner
coordinates of the primitive, and the base property identifi-
cation of the primitive. Therefore, the column number of the
out-connection primitive property is from the 4th column, that
is, k starts from 4.

B. MODEL TOPOLOGY RECOGNITION RESULTS
Through the above two mapping modes, the computer can
complete the autonomous recognition of the HMIVSM and
automatically interface the HMIVSM with the PSOSAA.

To further illustrate the effectiveness of the proposed
method, the point-line topology diagram in Fig. 3 is taken as
an example. The point-line topology identified using the pro-
posed QSMmethod is shown in Fig. 8, and the corresponding
abstract topology results and search order are also shown.

FIGURE 8. Point-line topology diagram after using QSM.

In Fig. 8, numbers 1-12 are point numbers, and numbers
¬-11© are line numbers. After the primitive identification,
the dimension of formula (3) is 12. The second dimension
in the PTIA is set to 5, that is, k = 5 in formula (4).
The values of primitives 1-12 in the third dimension are

shown in Table 1, where \ represents empty.

When the topology information of the primitive is searched
in real time, the PTIA is completed simultaneously. Then the
PPIA is completed according to the coordinate property of
the primitive. After the mapping of the PIS is completed, ATS
mapping is performed, and two two-dimensional arrays of the
abstract topology are obtained; TPIA and TLIA. According
to the point-line topology diagram shown in Fig. 8, the TPIA
is shown in formula (10).

G = {0(1, 1, c1), 1(2, 2, c2), 2(3, 3, c3), 3(4, 4, c4),

4(5, 9, c9), 5(6, 5, c5), 6(7, 11, c11), 7(8, 10, c10),

8(9, 6, c6), 9(10, 7, c7), 10(11, 12, c12), 11(12, 8, c8)}

(10)

where the integer set (0-11) is the first-dimensional serial
number of the TPIA. The first integer set (1-12) in the second
dimension is the sequence number of the searched points, and
the second integer set (1-12) in the second dimension is the
information number of the searched primitive. c1 − c12 in
the second dimension correspond respectively to the physical
information of the primitive marked using point (No.1-12)
in Fig. 8.

The TLIA is shown in formula (11).

L

= {0(1, 1, 2, d2), 1(2, 1, 3, d1), 2(3, 3, 4, d3), 3(4, 3, 5, d8),

4(5, 4, 6, d4), 5(6, 4, 7, d10), 6(7, 5, 8, d9), 7(8, 6, 9, d5),

8(9, 6, 10, d6),9(10, 7, 11, d11),10(11, 10, 12, d7)} (11)

where the integer set (0-10) is the first dimension serial
number of the TLIA. The first integer set (1-11) in the second
dimension is sequentially arranged in order of the line search
sequence number, and the second integer set and the third
integer set in the second dimension are the first primitive
point search sequence number of the searched line and the end
primitive point search sequence number of the searched line,
respectively. The primitive point search sequence numbers
correspond to the first integer set of the second dimension
in the TPIA that is G in formula (10). d1 -d11 in the sec-
ond dimension correspond to the physical information of
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eleven lines. The serial numbers of eleven lines correspond to
Nos. ¬-11© in Fig. 8.

For example, the second dimension array (7, 5, 8, d9) cor-
responding to the first dimension serial number is 6, and d9 is
is the physical information corresponding to line ´ in Fig. 8.
The first number 7 is the search number of line ´ in Fig. 8,
that is, the search order of line ´ is ranked seventh. The sec-
ond number 5 is the first primitive point search sequence
number of the line, and the primitive information number
is 9 in Fig. 8. Formula (11) shows that the search sequence
number of primitive information number 9 is 5. The third
number 8 is the end primitive point search sequence number
of the line, and the primitive information number is 10 in
Fig. 8. Formula (11) shows that the search sequence number
of the primitive information number 10 is 8.

In the process of forming the abstract topology, the TPIA
and the TLIA are simultaneously performed. The point and
line search sequence diagram is shown in Fig. 9. The red
numbers 1-12 are the search sequence numbers of the abstract
topology points, and the red numbers ¬-11© are the search
sequence numbers of the abstract topology lines.

FIGURE 9. Point line search sequence diagram.

IV. DISTRIBUTION NETWORK SYSTEM MODELLING
GRAPHIC TOPOLOGY AUTONOMIC IDENTIFICATION
A. IMGS
The MFC application framework based on Microsoft Visual
Studio is used to develop an operation analysis simula-
tion platform of the distribution network system [33]–[35].
The distribution network modelling system can be built on
the human-machine interface of the platform. The physi-
cal properties of the primitives can be assigned. There are
11 kinds of primitives according to their function type: grid,
bus, circuit breaker, switch, double winding transformer,
threewinding transformer, wire, inductor, capacitor, load, and
ground. The HMIVSM of the distribution network system is
shown in Fig. 10.

B. PIS
When the operator draws the HMIVSM on the working
area of the human-computer interface, the boundary box of
each primitive and its connection identification point have
also been defined, that is, primitive recognition has been
implemented.

First, the dimensions of the PTIA need to be set as follows.
(1) The first dimension of the PTIA is set to 100 according

to the scale of the example distribution network system.
That is, the dimension of formula (3) is 100.

(2) Since there may be multiple connections at the bus end,
generally up to four, the dimension of the second dimen-
sion of the PTIA is set to 7. The dimension of formula (4)
is 7, that is, k = 7.

(3) The dimension of the third dimension in the PTIA is set
to 2.

Next, the dimensions of the PTIA need to be set as follows.
(1) The dimension of the first dimension in the PTIA is the

same as the number of primitive function types; hence,
it is set to 11. That is, the dimension of formula (7) is 11.

(2) The second dimension records the primitive number of
each function type; hence, it is set to 100. That is,
the dimension of formula (8) is 100.

(3) The third dimension records the number of physical prop-
erties of the primitive. Because the number of properties
varies with type, the dimension must be set to the max-
imum value of all of them. The parameters of the three
winding transformers have 6 properties whose number is
maximum. Therefore, the dimension is set to 6. That is,
the dimension of formula (9) is 6.

Finally, after the dimensions of the primitive information
array are set as mentioned above, the visual graphic model
of the distribution network system in the interface is con-
verted into the primitive information array by the method of
mapping mode 1 described in Section II.B.1. This conversion
process is completed automatically by computer C/C++ lan-
guage programming.

C. ATS
The conversion described in Section VI.B only completes
the recognition of primitives in the HMIVSM of the distri-
bution network system. However, the converted PIS cannot
be directly interfaced with the programs of the distribution
network analysis algorithms by the computer [36]–[40].
Therefore, mapping mode 2 in Section II.B.2 is used to
convert the PIS into the ATS that can autonomously interface
with the operation algorithm programs of the distribution
network. The details are as follows:

The definition of points and lines in the point-line topology
in this example refers to the definition of points and lines in
the power system topology, that is, points in the power system
topology are called nodes, and lines are called branches. For
the specific needs of distribution network power flow analysis
in the power system, the bus primitive is set as a node, and
the branch is a combination of a logical connection and a
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FIGURE 10. The interface graphic modelling diagram of the distribution network system.

physical connection; that is, a combination of the primitive
other than the bus with its logical connection is regarded as
a line. For example, the line connection between point 1 and
point 2 in Fig. 11 is a combination of the logical connection of
bus 1 and the three winding transformers, the three winding
transformers, and the logical connection of the three winding
transformers and bus 2. The point-line diagram obtained
from the interface graphic model of the distribution network
system in Fig. 10 is shown in Fig. 11.

FIGURE 11. Point-line topology diagram of the distribution network
system.

The TPIA and the TLIA are formed by using mapping
mode 2 in Section II.B. There are special components such
as circuit breakers and switches in the distribution network
system, which will directly change the system topology.
Therefore, it is necessary to specifically obtain information
from the switch components to form a switch information
array. When the topology change caused by this switch status
changes, the TPIA and the TLIA are adjusted in time by the
switch state change in the switch information array, and the

switch information can be separately obtained to improve
the speed of the node and branch information obtained.
Furthermore, the conversion efficiency of the interface graph-
ics topology is improved.

1) THE DIMENSION SETTING OF TPIA
The dimension of the first dimension of the TPIA in
Section VI.B is set to 100. According to the physical informa-
tion required for the distribution network power flow analy-
sis, the dimension of the second dimension is set to 9. The
stored information in the second dimension array includes
the node search serial number, node information number,
node type, reference voltage, node input active power, node
input reactive power, node output active power, node output
reactive power, and node susceptance.

2) THE DIMENSION SETTING OF TLIA
The dimension of the first dimension of the TLIA in
Section VI.B is set to 100. The dimension of the second
dimension is set to 5 according to the physical information
required for the power flow analysis of the distribution net-
work system. The storage information of the second dimen-
sion includes the search serial number of the branch, the
search serial number of the branch input node, and the search
serial number of the branch output node, branch resistance,
and branch reactance.

3) THE DIMENSION SETTING OF THE SWITCH
INFORMATION ARRAY
The first dimension represents the switch number, and its
dimension is set to 100. The dimension of the second dimen-
sion is set to 4 according to the physical information of the
switch. The storage information of the second dimension
includes the information number of the switch, the on/off
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TABLE 2. Bus parameters.

TABLE 3. Wire parameters.

state of the switch, the search serial number of the switch
input node, and the search serial number of the switch output
node.

The physical parameters of each primitive in the distribu-
tion network model are assigned through the interface dialog
as shown in Fig. 10, and each primitive in the model is
consistent with the number shown in FIG. 11.

The bus parameters are shown in Table 2.
The wire parameters are shown in Table 3.
The transformer parameters are shown in Table 4.
The power loss of load M1 is (15+j2.1)MVA, the power

loss of load M2 is (20+j2.9)MVA.
The conversion process is automatically completed by

computer C\C++ language programming. The node infor-
mation array and the branch information array in abstract
topology space converted from the interface modelling
space are output to the TXT file. The results are shown
in Fig. 12 and Fig. 13, which verify the feasibility and cor-
rectness of the proposed QSM method.

D. THE AUTOMATIC INTERFACE IMPLEMENTATION WITH
SYSTEM OPERATION SIMULATION ALGORITHM
Using the proposed method, the HMIVSM in Fig. 10 is
autonomously identified and converted into an abstract topol-
ogy information array shown in Fig. 12 and Fig. 13 in
Section VI.C.

FIGURE 12. Node information array.

FIGURE 13. Branch information array.

To further verify the effectiveness of the proposed method
in realizing the operation simulation analysis of the system
visualization model and verify the correctness of the auto-
matic interface, the converted abstract topology is verified
with the programs of the system operation algorithm. The
C/C++ language is used to program the forward push-back
iteration power flow calculation method of the distribution
network system [41]–[43]. The converted abstract topology
information arrays can be directly read as the input data of
the power flow calculation algorithm.

The results of the system power flow calculation simu-
lation are shown in Fig. 14. It is shown that the proposed
QSM method is effective and feasible for converting the
visual interface model into an abstract topology that can be
autonomously interfaced with the programs of the system
operation simulation algorithm. It has a certain effect on the
realization of the human-machine interface visualization sys-
tem operation analysis platform and plays a key role in pro-
moting computer development in terms of human-machine
interface graphic self-identification technology.

TABLE 4. Transformer parameters.
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FIGURE 14. The results of forward push-back iteration power flow calculation.

V. CONCLUSION
This paper studies an autonomous identification method
of human-machine interface modelling graphics topology.
The definition of QSM is formulated, and a mathematical
model is derived. The paper also explains in detail three
topological spaces, two mapping methods and their imple-
mentation methods in the automatic identification process
of an HMIVSM and its conversion into an abstract topol-
ogy by a computer. Combining machine language program-
ming, the proposed QSM method can perfectly interface the
HMIVSM with the PSOSAA. The QSM method is more
intuitive and convenient for the visualization and operational
analysis of the system. Finally, taking the distribution net-
work system as an example, the effectiveness and correctness
of the proposed QSM method are verified for the automatic
identification of the HMIVSM by a computer. Its effective-
ness and correctness are also verified by an autonomous
interface with the programs of the power flow algorithms.

The proposed algorithm in this paper provides a certain
reference point in the computerized autonomic identification
of interface modelling graphics topology, and it has certain
universality. The proposed algorithm can be extended to com-
plex systems that need to develop graphical modelling using
a computer visualization interface, identify the HMIVSM by
the computer itself, and then interface with the programs of
the system operation algorithms to analyse system operation.
Further research will focus on the optimization of topology
identification procedures and the efficiency of data process-
ing when the system has great scale and the data are large.
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