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ABSTRACT In recent years, Location-Based Social Networking (LBSN) sites such as Foursquare,
Facebook Places, and Twitter have become extremely popular due to the extensive usage of location-enabled
smart phone technologies. These LBSNs allow users to post their check-ins that provide important set of
information about users’ activities and preferences. Several existing research works predict users’ activities
from social media check-ins data considering various aspects such as time, venue, and occurrences. However,
none of the earlier studies investigate the influence of weather on users’ preferences of activities and mode
of transportation preferences. Psychological studies show that weather has a strong influence on human
activities. In this paper, we predict users’ travel mode, day/night time activities and future visit from weather
condition derived from social media check-ins. In particular, we develop several classification models to
predict users’ preferable mode of transportation, day/night activities, and future visits from the users’ check-
ins based on different weather conditions. We use two real datasets: Tokyo and New York city to validate our
models. Our classifiers achieve substantial strength (on an average AUC of 72.77%) to predict users’ mode
of transportation, day/night activities and their future visit preferences for Tokyo dataset. We also compare
performance of the classifiers developed by these two datasets.

INDEX TERMS Foursquare, check-ins, weather, correlation, classification.

I. INTRODUCTION
In current times, social media sites such as Foursquare,
Flicker, Facebook Places, and Twitter have become popular
with the proliferation of smart phones and location aware
technologies. Users share information of their visiting venues
(i.e., park, restaurant, and beach), locations (i.e., latitude,
longitude, and name), and events (i.e., workshop, seminar,
etc.) in these social media sites by using check-ins features.
Check-ins provide important set of information about users’
activities and preferences. Therefore, we can derive new
knowledge about users’ personalized preferences by ana-
lyzing these check-ins of different places, venue types, and
visiting times. In this paper, we predict users’ mode of trans-
portation, day/night activities, and future visit preferences
from weather condition derived from check-ins of the social
media platform, i.e., Foursquare.

The associate editor coordinating the review of this manuscript and
approving it for publication was Hongjun Su.

According to the social media statistics, Facebook1 and
Twitter2 have monthly active users of 2,320 and 326 millions,
respectively. Posts (i.e., status updates, tweets, photos, etc)
of these sites are interesting source of research [1]–[4]
as these information help to identify users’ explicit and
implicit behaviors. Users expose a diverse set of human
attributes in social media during interactions. Besides, users
share location information via check-ins by using GPS fea-
tures of their smart mobile phones in location-based social
networking (LBSN) sites. Therefore, we can extract inter-
esting insights (i.e., users’ preferences and habits) by ana-
lyzing these diverse and massive amount of social media
check-in data. For example, researchers identify users’ daily
routine [5], life-style pattern [6], urban activity pattern [7],
and their mobility patterns [8]. Researchers also conduct
behavioral studies by using geo-location data such as future
activities [2], [9], [10] and finding socially relevant venues

1https://newsroom.fb.com/company-info/
2https://bit.ly/2UgVo8R
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of a city [11]–[13]. Though several studies have been con-
ducted on users’ activity analysis by investigating users’
check-in data, till date no work has been done that inspects
the influence of weather condition on users’ behavior and
activities. Studies on environmental and meteorological psy-
chology [14] describe the importance of weather in rela-
tion to human decision making. People may experience the
best at a specific place in a certain weather condition [15].
For example, an individual may prefer to visit a sea beach
in a sunny weather, whereas she may prefer for an indoor
entertainment in a rainy weather. Similarly, a person may
prefer to go to coffee shops frequently on cold weather
in compare to hot weather. A number of studies [16]–[19]
also show that weather condition has strong effect on users’
choices and decision making process. However, most prior
literature employ only a limited number of weather related
parameters to predict human behaviors [20], [21]. There-
fore, those models often suffer from low level of prediction
capabilities.

Weather influences how entertaining an experience is and
therefore peoples’ satisfaction is likely to depend on weather
condition. Thus, identifying preferences of places and activi-
ties based on weather conditions has many potential real life
applications. For example, marketers can decide their poli-
cies to attract customers and promote their products. Travel
agents can predict the future trend of people’s visiting area
and they can offer different packages to attract customers’
attention. Government and policy makers can also take steps
regarding preferable transport mode on a given weather
condition.

In this paper, we build several classification models to
predict users’ preferable mode of transportation, Day/Night
activities, and future visit from users’ check-ins and given
weather condition. To the best of our knowledge, we are
the first to propose such approach for weather aware pre-
diction of users’ activities based on social media check-in
data. We first collect Yang’s Foursquare datasets [9] of
Tokyo and New York city. Tokyo and New York city have
check-in instances of 573,703 and 227,428, respectively.
Each check-in contains information ofmode of transportation
(i.e., Bus, Train, and private transport, etc.), activity pattern
(i.e., Traveling, Shopping, etc.), and traveling venues (i.e.,
Park, Harbor, etc.). We cross link these check-in datasets by
using a weather forecast service, Dark Sky API.3 The service
extracts weather information with 13 different attributes such
as weather summary, precipitation intensity, wind bearing,
wind speed, humidity, etc. in response to a latitude and lon-
gitude at a specific time. Thus, we collect accurate weather
information against each check-in. In this way, we create a
new dataset that contains weather information corresponding
to each check-ins. Then, we compute correlation between
weather information and location categories by using
Chi-Square (χ2) [22] and Fisher’s linear discriminant

3https://darksky.net/dev/

analysis(LDA) [23] techniques. In this paper, we consider
weather information as our independent variables and loca-
tion information as our dependent variable. We find signif-
icant correlations between weather information and users’
mode of transportation, activities, and future visit. Later,
we observe that majority of the class labels of all models
suffer from the class imbalance problem. Thus, we remove
the class imbalance problem by applying Synthetic Minor-
ity Over-sampling Technique (SMOTE) [24] re-sampling
technique. Finally, we build different classification mod-
els to predict users’ preferable mode of transportation,
activities, and future traveling venues from weather con-
dition derived from Foursquare check-ins. These models
obtain an average accuracy (AUC-72.77%) in predicting
users’ activity/venue/transportation mode from weather
parameters.

II. LITERATURE REVIEW
A. WEATHER AND ITS IMPACT ON HUMAN BEHAVIOR
We conduct a literature review on the possible connec-
tion between weather and users’ preferences. These studies
mainly cover the broader research areas of meteoro-
logical and environmental psychology, transportation and
tourism, and human behavior, among others. Weather has
impact on a number of dimensions in our real life pref-
erences. Cassidy [20] discusses in his environmental psy-
chology book that weather affects our lives in many ways.
Koetse et al. [25] show that weather has strong associa-
tion with trip generation, transport mode, and destination,
i.e., venue. Warm and dry weather condition influence out-
door leisure, i.e., visiting beach and park. Rain, snow, windy,
cold, and hot weather have impact on selection of transporta-
tion mode and decreased number of destination [21], [26],
[27]. Tao et al. [28] find that changes in particular temperature
and rainfall induce significant number of bus riders. Extreme
weather (i.e., heavy precipitation and low temperature) is
known to have an impact on the quality of public transport
services. Guo et al. [29] find that use of public transport
(i.e., bus or rail) is negatively influenced by precipitation.
Böcker et al. [30] find that precipitation may influence peo-
ple’s daily activities. Spinney et al. [31] report that neg-
ative precipitation influences sport and outdoor activities.
Chan et al. [14] also find that negative precipitation affects
on physical activities. Brandenburg et al. [32] find that
recreational events and activities such as visiting bar, and
night club have strong relation with weather. Weather expo-
sure sometimes dominate to predict individual travel, other
outdoor and indoor activities [25]. Though a number of
parameters can be linked with individual behavior, combi-
nation of weather parameters dominate our daily activities
in reality [30]. A few studies show that temperature is one
influencing factor with people’s behavioral pattern, but inte-
grated weather indices may demonstrate people’s behavioral
response better [20], [21].
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B. PREDICTING USERS’ DAILY ROUTINE AND LIFE-STYLE
PATTERNS
The study of human activity patterns from check-ins is gain-
ing attention rapidly. Several studies [5]–[7] have appeared
in the literature. These studies largely rely on the continuous
tracking of user location.

Pianese et al. [5] predict user’s daily routine from her
check-ins. The authors investigate when and where the user
used to take breakfast, lunch, and where does she go every
day. Instead of considering growing sensor data, the authors
analyze data from multiple social networks. They use auto-
mated techniques for filtering, aggregating, and processing
social networking traces to extract regular occurring user
activities. Geo-location data from social media offers new
ways to understand users’ preference of interests and actions.
In this regard, Hasan et al. [6] explore the idea of inferring
individual life-style patterns from activity-location choices,
revealed in social media. The authors discover the contextual
information or location categories of check-ins performed by
users. They infer individual geo life-style patterns through
building probabilistic topic models.

Location-based social network generated data contains rich
information on the whereabouts of urban dwellers. Such data
reveals who spends time where, when, and on what type
of activity. Çelikten et al. [7] make a probabilistic model
with minimal assumptions about the data using Foursquare
check-in data. They extract many interesting information
about urban activity pattern from users’ check-ins of visiting
locations. These interesting information are about the places
or regions of the city, which places are similar to each other in
the city, what are the features that distinguish one region from
another. Zadeh et al. [33] conduct a study on flu outbreak in
the US from Twitter location aware dataset. They compute
both spatial and temporal analyses and observe that flu related
traffic over social media is similar to the actual outbreak.

It is possible to study individuals’ mobility patterns at
a fine-grained level from social media data. In [8] authors
analyze the check-in patterns of users in LBSN. They find
that users’ mobility pattern is correlated with social inter-
actions. They observe significant temporal clustering within
check-in activities. Human mobility exhibits structural reg-
ularities though they change over time. The authors include
three approaches to describe these check-in dynamics. They
find that, (1) users’ behavior is strongly influenced by
his/her own recent activity, (2) social influence for example,
a visit by a user triggers future visits by his friends and
(3) exogenous effects, which include external events. In this
work the authors are interested in assessing the effect of social
influence on visiting patterns of users. They conduct the study
using Gowalla dataset.

C. PREDICTING FUTURE ACTIVITIES OR INFERRING
ACTIVITY PREFERENCES
In LBSNs, users interact with different points of inter-
est (POIs) by physically being present there in real-time and

leaving their comments. These large-scale user generated dig-
ital footprints bring an opportunity to understand the spatial
and temporal features of user activity. Yang et al. [9] propose
an approach to predict users’ activity preferences by mining
the spatial and temporal features of user activities. First, they
model the spatial and temporal activity preference separately,
and then use a uniform way to combine these data to infer
activity preference. Rahimi et al. [34] recommend users’ pre-
ferred location based on their behavior and temporal pattern
by using Gowalla dataset.

Chong et al. [10] propose another way to predict venues
that a user tends to visit based on historical information of
his/her other or previously visited venues using Foursquare
data. The approach generates a rank that predicts a number of
places where a user likes to visit based on his priority. They
explore Latent Dirichlet Allocation (LDA) topic models for
venue prediction. Huang [2] introduces a newmethodology to
predict individual’s next location based on sparse footprints
accumulated over a long time period by using Twitter data.
Laniado et al. [35] find an association between geographi-
cal distance and social tie among social media friends. The
authors analyze the relationship among 10 million active
users of Tuenti4 social media site. Wu et al. [36] propose a
new dynamic model to predict user’s evolving behavior from
social media interactions.

D. CLUSTERING SOCIALLY RELEVANT VENUES
Understanding individual and collective mobility patterns is
important for many applications. Cho et al. [11] examine
the similarity of users based on the venues they have visited
in the past. They use network structure information to clus-
ter venues so that a venue’s group reflects its functionality.
Based on the functionality of the venues’ group they can
find the similarity of the users. Qu et al. [12] conduct trade
area analysis from user generated mobile location data. The
identification of places with similar usage in urban region
is an interesting topic for authorities, urban analysts and
residents. For example, Rösler et al. [13] present an approach
to segment city areas into clusters based on users’ activities
from LBSN’s data.

In the light of above discussion, we observe that no study
till now presents users’ activity based on weather condition.
Especially, prior literature did not use a comprehensive list of
weather parameters to predict people’s preferences. Indeed,
Horanont et al. [16] explore the effects of weather on people’s
everyday activity by using GPS traces of mobile phone users
and considering 3 weather parameters (temperature, rain-
fall and wind speed). Though Horanont et al. [16] consider
weather issue, they do not use social media data. In addition
they ignore other important weather parameters. Therefore,
to the best of our knowledge, our work is the first study that
builds machine learning based classifiers to predict users’
preferences from social media data based on a comprehensive
list of weather parameters.

4https://www.tuenti.es/
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FIGURE 1. Architecture of our weather aware prediction model.

III. METHODOLOGY
In this section, we present our approach to develop classifica-
tion models to predict users’ mode of transportation, visiting
places, and future activities from users’ check-ins and given
weather condition. First, we extract users’ location based
dataset (i.e., check-ins) and weather information of those
check-ins. Then, we select features for our model by com-
puting various statistical significance tests between weather
conditions and check-in places. Next, we build the classifi-
cation models based on the selected features and investigate
the prediction potential of our classification models. Finally,
we predict transport mode, day/time activities and future
visits of users by using our models.

In this paper, we largely follow the similar approaches
for building all models. For example, we use two differ-
ent statistical techniques for categorical and numeric fea-
ture selections for all models. To avoid repetitive content,
we explain elaborately these approaches in this section. The
whole process can be summarized in the following steps.

i. Extracting location based dataset. We collect Yang’s
Foursquare datasets [9] of Tokyo and New York city.
Both datasets contain check-ins of individual users of
different venues of the cities. Each check-in data is asso-
ciated with its time stamp, its GPS coordinates and its
semantic meaning (represented by fine-grained venue-
categories).

ii. Extracting weather information. We extract weather
information of every single check-in from aweather fore-
cast service,Dark Sky API. In the location based dataset,
every check-in data contains the latitude and longitude
of every checked-in location along with the timestamp.
Dark Sky API provides the weather information of that
particular location and time.

iii. Data Pre-processing. In our dataset there are two types
of variables: i) weather information and ii) check-in
places. We consider weather information as independent
variables and check-in places as dependent variable. The
attribute, weather summary has 38 different values. For
building accurate classification models, we reasonably
narrow down the 38 weather categories into 6 broader
categories.

iv. Feature Selection. To build potential classification
models, we select relevant features. For feature selec-
tion, we perform different statistical significance tests
between weather attributes i.e., temperature, humidity,
wind speed, condition summary, etc. and location
categories from check-ins. In our dataset, we have
13 different independent variables related to weather.
The weather attributes are weather summary, weather
icon, precipitation intensity, precipitation probability,
temperature, apparent temperature, dew point, humid-
ity, wind speed, wind bearing, visibility, cloud cover-
age and air pressure. Among the weather attributes,
weather summary and weather icon are categorical vari-
ables while the rest of the 11 attributes are continu-
ous variables. For feature selection, we follow two dif-
ferent approaches. Since our independent variable is a
mixed, having both categorical and numerical attributes,
we follow multiple statistical significance tests for fea-
ture selection.

• Feature selection for categorical weather
information.We conduct Chi-Square (χ2) test [37]
to check the correlation between categorical weather
attributes (i.e., summary and icon), and dependent
variable (i.e., transportation mode, day/night time
activities, etc.).

• Feature selection for numerical weather infor-
mation. Our weather condition has 11 numerical
independent variables. They are precipitation inten-
sity, precipitation probability, temperature, apparent
temperature, dew point, humidity, wind speed, wind
bearing, visibility, cloud coverage and air pressure.
For selecting important predictors, we use Fisher’s
linear discriminant analysis (LDA) [23]. Discrimi-
nant analysis finds correlation between independent
variables and dependent variable having more than
two class labels.

v. Building classificationmodels.We apply different clas-
sification techniques such as NaiveBayes [38], Ran-
domTree [39], RandomForest [40] and REPTree [41]
to predict mode of transportation, users’ activity, and
visiting place based on given weather attributes. We use
WEKA [42] machine learning toolkit to run these classi-
fiers. Then, we select the best classifier for building our
model. We calculate the performance of our classifiers
by using AUC values under the 10-fold cross validation
with 10 iterations.

vi. Handling Class Imbalance Problem. We notice that
majority of our built models are biased that might pre-
dict wrong class label due to the imbalance of class
distribution. Therefore, we follow an approach to solve
such class imbalance problem by using over-sampling
technique. In our experiment, we use Synthetic Minority
Over-sampling Technique (SMOTE) [24] re-sampling
technique that uses a subset of data from the minority
class and creates new synthetic similar instances.
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FIGURE 2. Extracting weather information.

vii. Re-Building the Classification Model. We again
apply different classifiers by using our dataset with
WEKA [42] machine learning toolkit.

IV. DATASET PREPARATION
As mentioned earlier, we have collected Yang’s Foursquare
dataset5 [9] of New York city and Tokyo city. The
New York dataset contains 227,428 check-ins of 1,083 indi-
vidual users and the Tokyo dataset contains 573,703
check-ins of 2,293 individual users of 251 different venues.
Each check-in data is associated with anonymized user
id, Foursquare venue id, Foursquare venue category id,
Foursquare venue category name, latitude and longitude of
the venue, timezone offset in minutes between when the
check-in occurred and the same time in coordinated universal
time (UTC).

Then we cross-link our check-in dataset with a weather
forecast service, Dark Sky API,6 to collect the weather
information of every single check-ins. We collect weather
information by feeding latitude, longitude, and timestamp of
every single check-ins by using the API. The API provides
summary, weather icon, precipitation intensity, precipitation
probability, temperature, apparent temperature, dew point,
humidity, wind speed, wind bearing, visibility, cloud cover-
age and air pressure. Figure 2 briefly presents the weather
information extraction process.

To get data from the weather forecast service, Dark Sky
API, we use python-forecast.io 1.4.0, a thin python wrapper.7

The dark Sky API provides us the weather information of
anywhere on the globe. The API serves two types of requests:
i) weather forecast for the next week, and ii) weather condi-
tions for a date in the past. We use the second type of API
request to get the weather information of all the check-in data
points. The API offers various kind of weather information
in 39 different languages including apparent (feels-like8) tem-
perature, atmospheric pressure, cloud coverage, dew point,
humidity, liquid precipitation rate, moon phase, nearest storm
distance, nearest storm direction, ozone, precipitation type,
snowfall, sunrise and sunset, temperature, text summaries,
wind gust, wind speed and wind direction. The API requests

5https://sites.google.com/site/yangdingqi/home/foursquare-dataset
6https://darksky.net/dev/
7https://pypi.org/project/python-forecastio/
8https://www.home-assistant.io/integrations/darksky/

TABLE 1. Initial dataset and the dataset after applying SMOTE of Tokyo
for preferable transport mode.

return weather condition in a JSON format. Then we parse
the response directly and collect the required weather infor-
mation. Later, we write these information in a .csv file.
We find several studies [43]–[45] that use forecast.io Python
wrapper for collecting weather information in their research.
Zhang et al. [46] also build a location aware dataset for their
study by making a fusion from different sources.

V. BUILDING MODELS
In our study, we build four different models to predict user’s
mode of preferred transportation, day activity, night activity,
and visiting places from different weather conditions. We use
Tokyo dataset as default dataset in this experiment. Later,
in Subsection V-E, we briefly explain about the models for
New York dataset.

A. TRANSPORT MODE PREDICTION
Our first model predicts preferable mode of transport on
various weather condition. Our model has five different class
labels: Bus, Light rail, Private transport, Subway and Train.
Table 1 shows the Tokyo city dataset for building the model.
The dataset contains 254,335 instances. The class Train is
the majority class having 78.4% of instances, where Private
Transport is the minority class having only 1% of instances
in our dataset.

We select the appropriate features for building model.
We follow the feature selection process that we describe
in item (iv) of Section III (Methodology). In our dataset,
we have 13 different independent weather variables and trans-
port mode is our dependent variable. Our dependent variable,
i.e., transport mode, is categorical.

For feature selection of categorical weather information
and transport mode, we conduct Chi-Square (χ2) test to
check the correlation between preferable transport mode and
weather attributes, i.e., summary and icon. We find that users’
preferable transport mode and weather conditions are corre-
lated. For the attribute weather summary, we find the value
χ2
= 81.808 and the degrees of freedom (df) = 20. For the

attribute weather icon, we find the value χ2
= 166.065 and

the df = 32.
For feature selection of numerical weather information

and transport mode, we use Fisher’s LDA. Our dependent
variable, i.e., preferable transport mode, has 5 different class
labels. We find that the 3 attributes temperature, apparent
temperature (or feels like) and dew point are highly corre-
lated with each other having correlation coefficients larger
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TABLE 2. Fisher’s linear discriminant function coefficients between
weather attributes and transport mode.

than 0.8. Therefore, we discard temperature and dew point
attributes from the feature list for our model building.

Table 2 shows Fisher’s linear discriminant function coef-
ficients between weather attributes and transport mode.
These coefficients are helpful in deciding which variable
affects more in classification. From these features, we select
8 numeric attributes: precipitation intensity, apparent temper-
ature, humidity, wind speed, wind bearing, visibility, cloud
coverage and air pressure. As mentioned earlier, we also use
2 categorical variables, weather summary and weather icon,
as predictors.

Next, we applyNaive Bayes, Random Forest [47], Random
Tree [48] and RepTree [41] classifiers in our dataset by
using WEKA [42] machine learning toolkit. We calculate
the performance of the classifier by using AUC values under
10-fold cross validation. We observe that the performance
of Random Forest Tree Ensemble9 is the best. Therefore,
we finally choose Random Forest Tree Ensemble as our
classifier. We find that on an average the AUC value of our
classifier is 66.6%.We also find that our model has MAE and
RMSE values of 0.1279 and 0.2628, respectively.

The classification result shows that the AUC values are
moderate. Classifiers tend to predict class label that has large
number of training instances. In our built model, we observe
that TPR rate of Train class label is strong (0.948) and the
rest of the class labels are poor. We investigate that the incon-
sistency among the performance of different class labels are
due to class imbalance problem in our dataset. From Table 1,
we find that Train and Subway class labels have 78.4%, and
16.3%, respectively (see initial dataset). Instances of the rest
of the 3 classes are low.

In our experiment, we use SyntheticMinority Over-sampling
Technique (SMOTE) [24] re-sampling technique that uses a
subset of data from the minority class and creates new syn-
thetic similar instances. SMOTE avoids to make exact repli-
cas of minority class instances to overcome the over-fitting
problems. The technique is powerful and widely used in high
dimensional imbalanced dataset [49]–[52]. We increase the
number of instances up to 6 times than previous for 3minority
classes of our dataset. For example, previously the class
Private Transport had 1% of instances of the full dataset.
We up-sample this class 6 times and finally we get this class
having 6.4% of instances of the total dataset. Table 1 shows

9https://sebastianraschka.com/Articles/2014_ensemble_classifier.html

TABLE 3. Classification results for preferable transport mode after
applying SMOTE.

TABLE 4. Dataset of Tokyo for building the classification model for
preferable day-time activity.

the class distribution we find after applying SMOTE (follow
last two columns).

We again apply Random Forest classifier with our dataset
by using WEKA machine learning toolkit. Table 3 presents
the classification results of our newly built model. We find
that on an average the AUC value of our classifier is 85.1%.
We also find that MAE and RMSE scores of our model are
0.1371 and 0.2581, respectively. In the resmapled dataset,
we find an average TPR of 0.67% though Subway has
low TPR.

B. DAY-TIME ACTIVITY PREDICTION
Our second model predicts user’s preferable day-time activity
on various weather conditions. Day-time activity has four
different class labels: Traveling, Shopping at mall, Watching
movie in theater, and Staying at home. Table 4 shows the
dataset that we used for building the model. The dataset
contains a total of 21,755 instances. Majority of the classes
have similar number of instances except the class of Staying
at home. The class has only 13.2% of the total instances. All
other 3 classes have around 30% of instances of the total
dataset.

We select the appropriate features for building the clas-
sification model. We follow the same process of item (iv)
of Section III. We find that weather conditions and users’
day time activity are correlated. We find that χ2 values for
weather summary and weather icon are 38.683, and 225.064,
respectively. These χ2 values are statistically significant.

For feature selection for continuous weather information,
we use Fisher’s LDA to prioritize among the predictors.
We find that 3 attributes (i.e., temperature, apparent temper-
ature and dew point) are highly correlated with each other
that has correlation coefficient larger than 0.8. We get simi-
lar observation from the previous model. We compute LDA
3 times by using each of the 3 predictors along with the other
8 predictors each time. We find that the predictor apparent
temperature affects most in the classification.
From Table 5, we observe that the attribute cloud coverage

has a very low coefficient value, so we discard the variable
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TABLE 5. Fisher’s linear discriminant function coefficients between
weather attributes and day-time activity.

TABLE 6. Classification results of the model preferable day-time activity
build using Random Forest algorithm.

TABLE 7. Tokyo city dataset for building the classification model for
preferable night-time activity.

from our feature set. Finally, we select 8 attributes from
11 numeric attributes as features for building our classifi-
cation model.The selected attributes are precipitation inten-
sity, precipitation probability, apparent temperature, humid-
ity, wind speed, wind bearing, visibility and air pressure.
To build the classification model, we again apply Naive

Bayes, Random Forest, Random Tree and RepTree classifiers
in our dataset by using WEKA machine learning toolkit.
Table 6 shows the best performance of users’ preferable
day-time activity by using Random Forest classifier. We find
that on an average the AUC value of our classifier is 65.1%.
We also find that MAE and RMSE scores are 0.3239 and
0.4215, respectively.

C. NIGHT-TIME ACTIVITY PREDICTION
Our third model is the prediction of user’s preferable night-
time activity based on different weather condition. Our train-
ing dataset for night-time activity has two different class
labels: Visiting nightlife spot and Staying at home. Table 7
shows the number of instances of our dataset.

For categorical feature selection, we find that χ2 val-
ues of weather summary and icon are 27.752 and 35.933,
respectively. Weather summary and icon have df of 5 and
32, respectively. We also find both the attributes weather
summary and weather icon are statistically significant. For
feature selection of continuousweather information, we again
use Fisher’s LDA.We find that same outcome as the previous
2 models, 3 attributes (temperature, apparent temperature
and dew point) are highly correlated with each other having

TABLE 8. Fisher’s linear discriminant function coefficients between
weather attributes and night-time activity.

TABLE 9. Classification results of preferable night-time activity using
Random Forest algorithm.

TABLE 10. Tokyo city dataset for building the classification model for
preferable visiting places.

correlation coefficients larger than 0.8. Thus, at this point we
choose only apparent temperature.

Table 8 shows Fisher’s LDA function coefficients between
weather attributes and night-time activity. Based on this,
we select 8 attributes from 11 numeric attributes as features
for building our classificationmodel. The 8 numeric attributes
are precipitation intensity, precipitation probability, apparent
temperature, humidity, wind speed, visibility, cloud coverage
and air pressure. We also use 2 nominal or categorical vari-
ables weather summary and weather icon.
Table 9 shows that the Random Forest classifier performs

the best in predicting night-time activity. Thus, we choose
Random Forest Tree Ensemble as our working classifier.
We find that on an average the AUC value of our classifier
is 72.9%. We also find that MAE of our model is 0.3931.
The AUC value shows moderate performance (average AUC
is 65.7%).

D. FUTURE VISIT PREDICTION
Our last model for the Tokyo dataset is the prediction of user’s
preferable visiting place on different weather conditions. Our
model has four different class labels: Park, Harbor/Marina,
Indoor Museum and Sea Beach. Table 10 shows the dataset
for building future visit prediction. All the three classes
except the class Sea Beach have similar number of instances.
Sea Beach has few instances (0.2%) that makes our dataset
imbalanced.
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TABLE 11. Fisher’s linear discriminant function coefficients between
weather attributes and visiting place.

We observe that users’ preferable visiting place and
weather conditions are related. For the attributes, weather
summary and weather icon have χ2 scores of 26.793
(df = 15), and 723.629 (df = 24), respectively.
Table 11 shows Fisher’s linear discriminant function coef-

ficients between weather attributes and visiting place. From
this, we select 7 attributes from 11 numeric attributes as
features for building our classification model.

To build the classification model, we finally choose
9 independent variables and one dependent variable. Our
independent variables are: weather summary, icon, precipi-
tation intensity, precipitation probability, apparent tempara-
ture, humidity, wind speed, visibility, and air pressure. Then
we apply Naive Bayes, Random Forest, Random Tree and
RepTree classifiers in our dataset by using WEKA machine
learning toolkit. We see that Random Forest Tree Ensemble
classifier performs the best. Thus, we select the Random
Forest Tree Ensemble classifier as our working model. Our
classifier shows an average AUC andMAE scores are 67.1%,
and 0.2871, respectively. The obtained AUC value indicates
moderate performance. The TPR rate of all the classes except
Sea Beach is moderate. According to the Table 10, the Sea
Beach class is our minority class due to 0.2% of instances
among all the class labels. Therefore, we handle the class
imbalance problem of our dataset to improve the accuracy of
our model.

We again apply SMOTE re-sampling technique to remove
data imbalance problem.We increase the number of instances
of the minority class Sea Beach by 3 times. Then,
the instances of Sea Beach class increases from 0.2% to
1.5% of the total instances. We again apply Naive Bayes,
Random Forest, Random Tree and RepTree classifiers in our
dataset by using WEKA machine learning toolkit. Finally,
we choose Random Forest Tree Ensemble as our working
classifier. Table 12 shows the performance of our model.
We find that on an average the AUC value of our classi-
fier is 68.0%. We also find that MAE score of our model
is 0.286. All classes have moderate TPR rate and low FPR
rate. The class Sea Beach has good correlation with Clear
weather. Indoor Museum has a correlation with Cloudy
weather.

TABLE 12. Classification results of preferable visiting place after
up-sampling the dataset using SMOTE algorithm.

TABLE 13. Classification results of the model preferable transport mode
by using Random Forest classifier.

TABLE 14. Classification results of preferable day-time activity model by
using Random Forest algorithm on New York city dataset.

E. PERFORMANCE OF THE MODELS OF NEW YORK
DATASET
We apply similar techniques with the New York Dataset that
we use with the Tokyo Dataset during experiments. In the
following paragraphs, We briefly explain the results only.

1) TRANSPORT MODE PREDICTION
New York city dataset has a total of 23,608 instances.
We apply Naive Bayes, Random Forest, Random Tree and
RepTree classifiers on these dataset. We again see that Ran-
dom Forest Tree Ensemble shows the best performance.
Table 13 shows the performance of our model. Subway is
the majority class having 39.6% instances of total dataset.
Unlike to the Tokyo city Subway is the main public transport
in NewYork city. Then the second largest class is Train. Here,
Light Rail is the minority class having 3.1% of instances.
Other two classes Bus and Private Transport have 18.9% and
11.2% of instances respectively.

2) DAY-TIME ACTIVITY PREDICTION
We observe that among different classifiers, Random Forest
Tree Ensemble shows the best performance. Table 14 shows
the performance of our model. On an average the AUC value
of the classifier is 69.6%. All the classes have moderate AUC
values. Similar to the previous models, we find that the class
Traveling has good correlation with clear weather summary.
The class Staying at home is more common in rain and snow
weather summary.
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TABLE 15. Performance of the Random Forest classifier for preferable
night-time activity of New York City.

TABLE 16. Classification results of preferable visiting place by using
Random Forest algorithm on New York dataset.

3) NIGHT-TIME ACTIVITY PREDICTION
We apply Naive Bayes, Random Forest, Random Tree and
RepTree classifiers on night-time activity of New York city
dataset. Table 15 shows the performance of our classifier
(Random Forest).

4) FUTURE VISIT PREDICTION
We observe that performance of the model (see Table 16) is
not good though the AUC value is showing moderate result
of 62.7% on an average. Only the class Park has good TPR
rate of 71.1%, though its FPR rate is also high (56.5%). All
other classes have low TPR rate.

VI. DISCUSSION
We conduct this study to investigate whether weather has
impact on our real life activities. First, we conduct experi-
ments with Tokyo dataset, then we also run the same experi-
ments over New York City dataset.

For mode of transportation, we observe that majority of the
instances are from Train class label (78.4%). We also observe
that Train class label has better accuracy than other class
labels. We observe that weather icon has greater correlation
with transport mode selection. People usually consider very
high level observation of the weather by seeing weather
icon only so that they can take quick decision of selecting
a transportation mode. From our analysis, we notice that
people also tend to select mode of transportation (i.e., Train,
Bus, or Light Rail) based on apparent temperature (or feels
like). We again notice from our analysis that precipitation
probability, visibility, wind bearing (i.e., the direction of the
wind comes from), and cloud coverage have less effect on
people’s Transportation selection. Our findings on the higher
correlation with the weather icon and lower correlations with
other weather parameters are supported by the dual process
theory [53], which suggests that humans have two systems for
decision making. System 1 is automatic (often unconscious)
and consumes less cognitive capacity, while system 2 is the
rational or analytic process and therefore, requires more cog-
nitive processing. People have the tendency to use system 1
more often when possible. Our findings imply that people
use system 1 to get the high level observation by using the

weather icon most of the times. Checking precipitation prob-
ability, visibility, and wind bearing requires more cognitive
processing. Therefore, people tend to avoid it when possible.

We find that Tokyo dataset shows slightly better perfor-
mance for Train, Subway, and Private Transports than the
New York city dataset. We justify our findings based on the
following reasoning. In a news report [54], Sisson describes
some positive issues about Tokyo rail and subway systems.
Another report [55] describes that Tokyo is efficient in terms
of many aspects (i.e., Rail and Transport systems) than
New York city. Therefore, it may be that the people living in
Tokyo rely more on Train and Subway during certain weather
conditions.

In our study, we also reveal interesting association between
Day-time activities and weather condition. We observe from
our results that Humidity, precipitation intensity, and appar-
ent temperature (or feels like) are the most influencing fac-
tors in users’ day-time activities. We observe four different
activities that people perform at day time. People usually
give less check-ins in their own residence unless there are
events such as birthday, anniversary, and cooking special
food items, etc. Therefore, we also get less instances of
staying at home. We find from our results that the class
label of staying at home has less prediction potential than
that of other class labels. We notice that other three class
labels for day-time activities: Traveling, Shopping at mall,
and Watching movie in theater have moderate prediction
potential (on an average AUC-66.67%). It is also intuitive
that these three day-time activities are strongly linked with
weather as these are outdoor activities. For example, in a
study [28], researchers find that traveling has direct associ-
ation with weather conditions. We also observe that Travel-
ing and shopping day time activities are better predictable
with Tokyo city dataset than New York city dataset. On the
other hand, we obtain better prediction potential with those
day time activities that need less mobility such as watch-
ing movies and staying at home by using New York city
dataset.

For our another model, Night-time activity has two differ-
ent class labels: visiting night life spot and staying at home.
We observe from the data that both of the classes are evenly
distributed in Tokyo dataset. Thus, we find from our results
that our classifiers show strong prediction potential (on an
average AUC-74.9%). From correlations of Tokyo dataset,
we see that humidity is the most influential factor that affects
our Night-time activity. Humans are susceptible to humidity.
Our body attempts to balance its temperature by sweating.
If humidity is too high, humans cannot evaporate in the
air [56], therefore people feel discomfort. Hence, it makes
sense that humidity plays an important role in our daily activ-
ity. Our finding is in line with the findings of prior studies as
well. For example, in a study [57], researchers show that most
people prefer to stay in shaded spaces when the humidity is
high in Asia. On the other hand, we find moderate prediction
potential (on an average AUC-65.2%) for New York city
dataset, which is 15% less than that of the Tokyo Dataset.
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A study [58] shows that New York city has more average
tourists than that of Tokyo city. Since more number of visitors
come to New York, it is reasonable to find weak prediction
model due to the visitors’ diversified behavior depending on
their own culture and origin.

Our final prediction model is on future visiting venues.
From the data, we see that Sea Beach class label has only
0.2% of the total instances. People usually remain busy
with water activities when they visit sea beach and find
less scope to share check-ins. Therefore, the class label has
less instances. We find from our analysis that precipitation
intensity and humidity have strong association for future visit
prediction. We find that sea beach class label is strongly pre-
dictable (AUC-98%) from weather information. We observe
that Tokyo dataset has better prediction potential (on an aver-
age AUC-75.25%) than New York city dataset (on an average
AUC-65.75%). We also notice that majority of the future
venues have similar prediction potential, but Sea beach class
label makes a huge difference due to completely different
characteristics of the venue. According to a review [55],
Tokyo has higher average temperature throughout the year
and lower humidity, therefore we may better predict when
people visit the sea beach.

VII. CONTRIBUTIONS
The contributions of our work are as follows.

We create a new dataset by using the check-ins of the
two popular datasets of Tokyo and New York city contain-
ing instances of 573,703 and 227,428, respectively. Then,
we cross link each of the check-ins with the corresponding
weather information. We find correlations between users’
activity, visiting place, and transportation mode with a
variety of weather parameters to identify the most impor-
tant attributes that predict people’s preferences. Therefore,
we contribute to the literature on weather and its impact
on human behavior by identifying a comprehensive list of
weather parameters that can be used to predict future user
activities [20], [21]. We continue to build four different
classification models: i) users’ modes of transportation, ii)
users’ activities at day-time, iii) users’ activities at night-
time, and iv) users’ preferences of visiting places. Our mod-
els obtain an average accuracy (AUC-72.77%) in predicting
users’ activity/venue/transportation mode from a comprehen-
sive list of weather parameters. We note that while prior
literature [20], [21], [26], [27] employ only a few weather
parameters (e.g., temperature, precipitation) or weather
in general (e.g., rain, snow) for prediction, we have
used 13 weather parameters in our experiments. Fur-
thermore, while a prior study [16] has been conducted
to identify users’ activities from GPS dataset based on
weather, our study makes fusion of datasets between
social media, i.e., Foursquare and weather. Our study
shows better accuracy (avg. AUC-72.77%), in compare to
Horanont et al.’s [16] regression model that has a weak
average prediction of 25%.

VIII. CONCLUSION
In this paper, we have developed techniques forweather-aware
prediction of users’ activities from user generated geo-tagged
data created by Foursquare. We have identified correlation
between users’ activity and weather condition from user
generated social media data. To find correlation, we have cre-
ated two new datasets containing check-in data and weather
information. We have built the datasets by cross-linking two
websites: i) Foursquare and ii) Dark Sky. We have created
eight different datasets for building four models from the
original two datasets of New York and Tokyo city. We have
built four different machine learning models: day and night
time activities, future vising places, and preferable modes of
transport on a given weather condition. These models have
shown ranging from moderate to strong prediction potential.

Our models have wide range of real life applications
including target marketing, traveling place recommenda-
tion and policy making for tourism management. In future,
we plan to integrate our model with a real life recommenda-
tion system for running tourism business.
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