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ABSTRACT In the past decades, cognitive computing and communication densely used in lots of networking
areas. Current improvement in deep learning (DL) and big data analysis create great potential to analyze
cognitive intelligence (CI) for many applications such as human activity monitoring and recognition through
wireless communication. Cognitive intelligence and wireless communication are using to establish smart
healthcare systems. Healthcare monitoring systems turn into interesting research subjects where monitoring
post-operative surgical patients are the current focal point to the researcher. In this paper, we argue that
deep learning along with the wireless communication technique introduces cognitive intelligence for the
healthcare monitoring system.We present a deep learning based convolutional neural network (CNN) model
to classify image data and a convenient and multi-functional software-defined radio (SDR) platform to detect
movement of the ankle of patients who underwent ankle fracture surgery. Capturing wireless channel state
information (WCSI) in the presence of the human body and classifying using CNN to observe distinct
movements is the key idea of this study. A universal software radio peripheral (USRP) platform used to
capture WCSI data and used for classification. AlexNet and ZFNet both are the famous architecture of CNN
and used in a parallel way to classify captured WCSI-based images that converted from numeric data. The
classification established on the ankles movements after surgery and classification results show that CNN
provides satisfying results where test accuracy is 98.98%.

INDEX TERMS Cognitive intelligence, DL, CNN, USRP, WCSI, AlexNet, ZFNet, post-surgery.

I. INTRODUCTION
In the last few years, huge development in AI, software,
and hardware technologies make cognitive intelligence (CI)
famous in academics and industry. Terms of cognitive com-
puting or intelligence stand for hardware and software sys-
tems that follow the functions of the human brain and enhance
decision-making [1]. A cognitive system, i.e., Waston, devel-
oped by IBM Corporation, which learns from documents
without any supervision. Adaptive, interactive, iterative,
stateful, and contextual are considered as features of cog-
nitive intelligence [2]. The concept of cognitive intelligence
used to build applications like smart city [3], smart health-
care [4], smart transportation [5]. It also earned serious

The associate editor coordinating the review of this manuscript and

approving it for publication was Min Xia .

attention in modern networking and communication. Nowa-
days, researchers focused on the use of cognitive systems to
utilizewireless channel information properly. In this research,
we use the concept of cognitive intelligence for monitoring.
Cognitive intelligence used in health monitoring because of
its several aspects and more found in [6]–[8].

Currently, researchers have exposed their interest in the
health area, as there is a huge chance to support human lives
by monitoring or detecting diseases. Monitoring post-surgery
patients is a positive research area because regular monitoring
of the patient’s health status is compulsory to prevent any
loss [9], [10]. Ankle fracture is one of the most common in
bone and joint injuries. Sometimes surgery is necessary to fix
ankle fracture. After ankle surgery, 30% to 70% of patients
will experience chronic ankle instability [10]. To avoid
chronic ankle instability after ankle surgery, patients go to
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the physical therapists for best ankle exercises to improve the
condition. By doing the exercises and monitoring the ankle
movements, it is possible to ankle rehabilitation [11], [12].
It is not always possible to go to the therapists for the checkup
of the improvement of ankle movements after performing
exercises. In this research work, we try to solve this issue
by using the monitoring technique. Nowadays, various sorts
of excellent hardware and approach used for monitoring pur-
poses in real-time.

Camera, infrared sensor, light sensor, accelerometer, pres-
sure sensor, and many more hardware systems used for
monitoring movements though all are not always convenient
to use in all positions [13]. Improvement of wireless sig-
nal technology helps wireless sensing to be famous as a
device-free technology and solve problems that are related to
hardware [14], [15]. Wireless signals useful for monitoring
and can detect the activities of humans at the hospital, home,
and bedrooms. Humanmovements create perturbation, which
affects the WCSI of the wireless signals. It has advantages
over the camera, sensors to detect human movements. In this
study, we are using WCSI for monitoring patient’s post-
surgery ankle movement. Lots of hardware-based platforms
used to capture WCSI. I this research, we used an SDR based
platform like prior research works [16], [17]. To upgrade the
monitoring efficiency of hardware devices, different kinds of
classification algorithms developed.

In this paper, we note that the improvement of DL creates
possibilities of cognitive ability of wireless technology for
proper identification. DL is known as a subset of machine
learning (ML). In deep learning, a deep architecture buildup
with multiple layers, and every layer executes a non-linear
transformation on the outputs of the previous layer [18], [19].
Supervised and unsupervised, both types of data can classify
by using deep learning. Convolutional neural network (CNN)
is one of the famous models of deep learning, which is also
known as a multilayer feedforward artificial neural network,
and it widely uses in image processing, computer vision,
video detection, and natural language processing [20]–[22].
The convolution network consists of shared weights and to
achieve high translation invariance, only weighty features of
the data use [23]. Prior research works like [24]–[27] used
simple CNN model instead of complex model to classify
wireless data. In this paper, we are using AlexNet and ZFNet,
two renowned architecture of CNN in a parallel manner to
classify data. The use of two architecture makes the CNN
model complex to build. We convert WCSI data into images
and fed into the CNN model to detect ankle movements of
post-surgery ankle fractured patients.

DL has seen its popularity during the last few years
because its applications spread every industry and research
area [28]–[30]. The main reason is the development of the
correct and multipurpose system, which enables algorithm
design to work with information theory and signal processing
along with better performance. The availability of robust
DL libraries and special hardware like graphic processing
unit (GPU) and field-programmable gate array (FPGA) is

another reason. For real-time signal processing applications,
those reasons are necessary for the training and assumption of
DL models. Currently, different research teams started explo-
ration beneath DL based applications in signal processing and
communications such as compressed sensing [31], detection
for multiple-input multiple-output (MIMO) systems [32],
detection algorithms for molecular communications [33].

Our research work has feasibility in clinical and practical
situations. In the clinical situation, doctors can monitor the
ankles movement and can understand the ankle’s situations.
In the practical situation, it helps a patient to acknowledge
the current situation of ankles after doing exercises without
visiting any doctors or physicians. While doing exercise, our
system can notify patients which exercise they are performing
and how well they are performing exercises, which make our
system user friendly.

Contribution of this research work given below:

1) This research work used cognitive intelligence for
monitoring and detecting multiple activities.

2) We apply two separate CNN architecture in this
research in a parallel manner to increase the classifi-
cation accuracy.

3) In this research work, we classify images instead of
numerical data, which are more reliable.

4) This work assists post-surgery ankle fractured patients
to know the status of the ankles movement with the help
of monitoring.

5) This research work helps to contribute to many health
care monitoring systems via the USRP platform.

The outline of this paper as follows, Section 2 describes
the motivation of the work, Section 3 discusses related works,
Section 4 describes the systemmodel, Section 5 describes the
methodology of the work, Section 6, contains the experimen-
tal result and discussion and Section 7 concludes the paper.
In the following Table 1, we summarize all the used acronyms
and abbreviations in this work to assist the reader.

II. MOTIVATION
In prior works, the use of cameras, radars, and wearable
devices are familiar with monitoring human activity, though
lots of difficulties come out to use them [34], [35].Monitoring
ankles movements of post-surgery ankle fractured patients
are possible with the help of wireless signals. WCSI and
received signal strength (RSS) are the components of wireless
signals and WCSI based on orthogonal frequency division
multiplexing (OFDM), which broadly used to gain elegant
multipath information [14], [36]. The human body build-up
with water and wireless signals reflect the human body
easily; that why the human body motion easily detectable
by WCSI [37]. These reasons motivate us to use the WCSI
technique than cameras, radar, sensors, and wearable devices
technique for monitoring purposes. One major concern in
classification is to increase accuracy; that why data pre-
processing is necessary before classification. Raw numeral
data from WCSI always contain noise, but instead of using
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TABLE 1. List of used acronyms and abbreviations with the definition.

numeral data, plotted WCSI numeral data converting into
image data is a good solution. In the WCSI based image
data, no need to use data preprocessing methods which moti-
vate to use image data instead of numeral data. Machine
learning algorithms used to classify data to recognize human
activity but accuracy not always satisfactory [13], [38].
CNN models largely used in image classification-based
research and earned vast fame in increasing accuracy which

is another motivation to use CNN instead of the ML-based
algorithm.

Researchers are focus on developing systems by using
SDR based special hardware like USRP and image pro-
cessing methods. Among lots of platforms, SDR based
platforms famous for using capturing accurate WCSI
data [16], [17], [24]–[27], which motivated us to use. How-
ever, preparing an SDR platform is always challenging
because hardware error and data error can show up at any
moment. Our main concern on image classification that
why we focus on building a proper CNN model to achiev-
ing better accuracy results. In a few prior research works
like [16], [17], [24]–[27], SDR based hardware platform used
to classify wireless signals using the CNN model. However,
their designed CNNmodel is simple and not let them achieve
high accuracy. The complex CNN model always helps to get
high accuracy that motivates us to design our CNN model in
a complex way, but designing a complex model is always a
key challenge. A complex model always time-consuming and
face high training and validation error. Our article has signif-
icance in communication and computational efficiency. One
significance in communication and computational efficiency
stays in the SDR platform based USRP hardware because
it can communicate and transfer data more efficiently than
other wireless techniques as well as compute data accurate
way for further processing. Another significance in compu-
tational efficiency lies in the CNN model. The computation
time of our CNN model for training is lower and can pro-
vide an acceptable result. Our article has significance than
other approaches like no need to wear like wearable sensors,
no need to fix special places like floor sensors, no need to con-
cern about lighting or blocking staff like camera techniques,
can easily set up than radar technology.

III. RELATED WORKS
Previously, researchers performed different sorts of experi-
ments formonitoring human activities using different types of
schemes and techniques. In this section, we concisely discuss
related works on camera-based, sensor-based, radar-based,
hardware-based, Wi-Fi-based, and classification-based.

A. CAMERA BASED
Because of the concept of computer vision, image process-
ing, object detection using camera make monitoring human
activity famous to the researcher [39]. In [40], a camera-based
technique used with the USF Human ID database and earned
91% accuracy. In [41], they recorded human movement using
a camera to analyze human silhouette for recognition and
monitoring and earned 93% accuracy. Using the camera is
a good technique but still has some complications such as
no noise in the experimental area, the proper facility of good
lighting, and concerning camera-blocking staff. In our study,
we use wireless signals for monitoring, which is better than
camera-based techniques because there is no need to concern
about lighting, noise, and blocking staff.
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B. SENSOR BASED
Sensors are famous for using monitoring purposes because of
their availability. In [42], a wearable sensor used to monitor-
ing activity and achieved 80% to 90% accuracy. In [43], the
used floor sensor to recognize a single human in an empty
area and achieved 90% to 97% accuracy. Sensors need to set
up in a specific way to achieve good accuracy results, and
peoples always not feel comfortable wearing sensors, so those
considered as limitations. In our WCSI based work, no need
to concern about wearable staff, and setup is easier than
sensors.

C. RADAR BASED
Radar technology is famous among researchers for moni-
toring human activity because human motions possible to
identify by using the Doppler shift of the reflected signal with
the help of frequency modulated continuous wave (FMCW)
radars [13]. In [44], they used continuous wave (CW) radar,
which depends on the Doppler signature for monitoring
human activity and gained 95% accuracy. In [45], they used
FMCW radar to monitoring humans behind the wall, and
they gained 88% accuracy. Our scheme based on wireless
signals, which are easier to use than radar signals, and we
used 5.32 GHz, which is lower than 10.525 GHz of CW
radar [46]. The setup of the wireless signal devices is easy,
and the operation cost is lower than the radar signals.

D. HARDWARE BASED
Improvement of hardware technology increases the
researcher’s interest in using them in monitoring human
activity. In [47], they earned 88% accuracy to monitor
human activity by designing an analog circuit. In [48], they
detected human involuntary movements by using the PHAN-
ToM Omni device and earned 90% accuracy. In comparison
with [47], [48], we used the USRP device to collect WCSI
data, which is faster, easy to use, and provides better accuracy.

E. WI-FI BASED
In the field of device-free sensing, researchers use Wi-Fi sig-
nals for sensing human activity [49]. Wi-Fi sensing possible
to apply for both LOS and NLOS environments. In [50],
they used the Intel 5300 wireless network interface card
and applied the Orthogonal Frequency Division Multiplex-
ing (OFDM) modulation technique to monitoring human fall
and achieved 87% accuracy. In [51], they used the same net-
work interface card like [50] and captured WCSI histogram
to monitoring human walking and earned 92% accuracy.
Compared to other schemes, we used a USRP device based on
the SDR platform and capture WCSI to monitor the ankles of
post-surgery ankle fractured patients, which is more sensitive
and provides good results.

F. CLASSIFICATION BASED
Researchers justify the accuracy of their used schemes
by classifying collected data using several algorithms.

In [12]–[14], they classify WCSI data using principal com-
ponent analysis (PCA), support vector machine (SVM),
k-nearest neighbor, and decision tree (DT) algorithms and
gained accuracy result in between 93% to 97%. In [34], they
designed a CNN model to classify WCSI data to monitoring
human respiration and earned 94% accuracy. In this work,
we used two renowned architecture of CNN and ran them in
a parallel way to classify WCSI based image data.

IV. SYSTEM MODEL
In this section of this paper, we discussed our system model.
We present a typical design of our proposed system model
in Figure 1. We divided our system model into five parts.
The relevance between the five parts and cognitive computing
presented here.

FIGURE 1. Typical design of the proposed system model.

A. ACTIVITIES OF ANKLE
In the human body, the ankle joint is one of the main
weight-bearing structures. Ankle’s function and structure are
different, and people’s ankle often injured because of careless
jumping, landing, or vehicle accidents. It estimated that two
million people get admission to hospital by ankle fractures
every year [52]. Generally, in sports, the most common injury
is ankle sprain and the risk of an ankle sprain is increase
for the athlete if he/she already experienced it [53]. Athletes
can face serious chronic pain and disability because of an
ankle sprain. Ankle joint makes up with three bones, and they
are the tibia (shinbone), the fibula (the smaller bone in the
human leg), and the talus (a bone in human foot). Injury can
damage the lower tibia, lower fibula, or talus, and because of
injury, only one of three bones might break or might have a
fracture in two or three bones. In the types of fractures, one
types in a human bone break into pieces and it’s possible to
line up correctly; another type is because of injury human
bone fragments move out of its alignment. Ankle fractures
commonly categorized as lateral malleolus fracture, bimalle-
olar ankle fracture, trimalleolar ankle fracture, and pilon frac-
ture [54]. An ankle fractured or sprain patient can feel several
symptoms and they are severe pain, swelling, bruising, tender
to touch and deformity [55]. Patients can recover injury by
using the nonsurgical treatment and surgical treatment. Most
ankles fractured patients need to go through open reduction
and internal fixation (ORIF) surgery to stabilize and heal
fracture [56]. After surgery patients need physical therapy
to regain strength and flexibility in the muscles. There are
chances of full recovery by doing exercises as prescribed
regularly. Physical therapists help patients to choose the best
ankle exercise to improve the condition. It is not always pos-
sible to meet the physical therapists to show the improvement
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of the ankle by doing regular exercises. To solve this problem
of post-surgery ankle fractured patients, we proposed our
work, which will help them tomonitor their ankle movements
without the presence of the physical therapists. Monitoring
the patient’s ankle activity can be possible based on the
repetition of the movement of the ankle and using wireless
sensing techniques. In [12], they suggest seventeen exercises
for ankle and in this paper, we used ten common exercises
of the ankle. After surgery, rehabilitating the ankle should
be done slowly and carefully. Before starting any exercise,
consultation with a doctor or physical therapist is necessary.
In Table 2, we present a list of exercises with their actual
names, short names and actions with images.

B. COLLECTING WCSI USING USRP
With the help of AI, cognitive intelligence is valuable for
wireless sensing technology to improve various kinds of
technical challenges. At the same time, wireless technologies
and network systems need to upgrade with new features,
including 5G network services, which assisted by cognitive
intelligence, wireless signal processing using deep learn-
ing, adaptive wireless resource management using cognitive
power, and so on.

Wireless sensing technology used for monitoring purposes
in the healthcare sector because of its reliability [18]. In this
research, we used wireless sensing technology at 5.32 GHz
and captured WCSI data. Human movements produce a dis-
tinct kind of signature in the wireless channel, it allows
subcarriers to explain the channel measurement in WCSI
scheme, and the received signal is known as,

y = Hx + n (1)

In Equation 1, y, H , x, and n stand for the received sig-
nal, channel information, transmitted signal, and the noise,
respectively. Activities performed in the line-of-sight (LOS)
to interrupt the wireless signals and the collected data contain
subcarrier frequency to symbolize WCSI [51].

In this research, we captured WCSI data using the SDR
platform based USRP device. SDR platform puts software
closer to the antenna and provides design flexibility and
up-gradation possibility. In the research work, several kinds
of SDR platforms are using, and USRP is one of them which
is developed by Ettus Research (a National Instruments Com-
pany) [57]. USRP is famous for using in various sorts of
research work [58]–[61] and education [62]–[67]. We used
the USRP B210 bus series Ettus Research with two indepen-
dent transceivers, which allow implementing a multiple-input
and multiple-output (MIMO) system. It covers frequency
from 70 MHZ to 6 GHz with the bandwidth of 200 kHz
to 56 MHz, and they can easily run in Frequency Division
Duplex (FDD) or Time Division Duplex (TDD)modes. In the
transmit path, RFICs AD9361 used, which increases the
output power over the wireless channel for sending the sig-
nal. The transmit power of this USRP device is changeable,
and above 20 dBm is the maximum transmit power, and
−15dBm is the receive input power. The maximum gain for

TABLE 2. List of selected exercises with name, action, and pictures.

transmitting frontends is 89.8 dB and the maximum gain for
receiving frontends is 76dB. In Figure 2, we present a typical
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scenario of detecting human movements using wireless sig-
nals and the USRP device.

FIGURE 2. A typical scenario of detecting movements using USRP and
wireless signals.

Like Figure 2, human subjects performed ankle activity
within the line-of-sight path by following activities of ankle
exercise in Table 2. We captured WCSI values from 64 sub-
carriers. In Figure 3, we presentedWCSI values of 64 subcar-
riers of Non-Weight Bearing Dorsiflexion activity of ankle.

FIGURE 3. WCSI waveform of 64 subcarriers.

FIGURE 4. Captured WCSI waveform of resisted strengthening
dorsiflexion in 60 seconds.

FIGURE 5. Captured WCSI waveform of non-weight bearing flexion
in 60 seconds.

All the activity of the ankle performed in 60 seconds, and
we collected 64 subcarriers for all. In Figure 4 to 13, we pre-
sented WCSI values of one subcarrier of all activities of
ankle exercise followed by Table 2, and all the presented fig-
ures help to understand the differences between each activity.

FIGURE 6. Captured WCSI waveform of non-weight bearing inversion
in 60 seconds.

FIGURE 7. Captured WCSI waveform of non-weight bearing eversion
in 60 seconds.

FIGURE 8. Captured WCSI waveform of resisted strengthening
dorsiflexion in 60 seconds.

FIGURE 9. Captured WCSI waveform of resisted strengthening planter
flexion in 60 seconds.

C. FORMULATION OF IMAGES FROM WCSI
We generated images by using WCSI numeral data and clas-
sify them using the CNN model. After finished the experi-
ment, we usedMatlab software to plot every single subcarrier
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FIGURE 10. Captured WCSI waveform of resisted strengthening inversion
in 60 seconds.

FIGURE 11. Captured WCSI waveform of resisted strengthening eversion
in 60 seconds.

FIGURE 12. Captured WCSI waveform of partial weight-bearing seated
calf raises in 60 seconds.

FIGURE 13. WCSI waveform of full weight-bearing single leg stance
in 60 seconds.

of all the ankle activities and save them as images in jpg
format. In the image, we did not put any word, number except
waveform.

In Figure 14, we presented a sample of an image which
kind used for classification. After formulated all the images,
we collected a total of 32,000 images and split all the images

FIGURE 14. Image of activity for classification.

into the train, validation, and test section depend on the per-
centage where the percentage is 60% train, 20% validation,
and 20% test. The process of collecting images describe in
the data accumulation section.

D. CLASSIFICATION USING CNN MODEL
Using the thinking mode of the human, we can make a
solution for real-world problems. Computer applications are
getting sophisticated day by day because of the concept of
cognitive computing, and the researchers start using those
applications to solve complicated problems. Deep learning is
an example of proper cognitive computing because in deep
learning, the process works like the human brain. Lots of deep
learning based available nowadays, and researchers use them
to solve several tasks.

In deep learning, the convolutional neural network (CNN)
used to learn a convenient portrayal from images that con-
sidered as its ability, and nowadays, it is using in moni-
toring purposes in lots of research papers [22], [68]–[70].
Besides monitoring, deep learning also famous for using
in the biomedical sector. In [71], they used CNN with
position-specific scoring matrices (PSSM) to recognize elec-
tron transport proteins and achieved an accuracy of 92.3%.
Their proposed technique can help biologists to understand
the function of the electron transport proteins. In [72], they
used two-dimensional CNN and PSSM to recognize clathrin
proteins from high throughput sequences. The architecture of
CNN establishes on computational factors and fundamental
mathematical functions. CNN based on two central com-
putational networks, and they are feature learning network
and classification network [73], [74]. The feature learning
network consists of the convolution layer, pooling layer, and
flattening layer and the classification network consists of
a bunch of hidden layers and output layers. The classifi-
cation network sometimes acts as an artificial neural net-
work (ANN). To know more about CNN and its layers,
readers can follow [75]–[79] works of literature. In this
research, we used two famous architecture of CNN to clas-
sify images and they are AlexNet and ZFNet. We run both
architectures in a parallel manner to classify all the images.
More about AlexNet and ZFNet architecture clarified in the
following subsections, which will help to understand our
method.
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FIGURE 15. The architecture of AlexNet.

FIGURE 16. Architecture of ZFNet.

1) AlexNet
AlexNet is a renowned architecture of CNN for image clas-
sification. This architecture entered in ImageNet LSVRC-
2010 and ILSVRC-2012 contest and won the ILSVRC-2012
contest by classifying 1.2 million high-resolution ima-
ges [77], [78]. To avoid overfitting problems in the fully
connected layer, they used the dropout regularizationmethod.

AlexNet consists of eight layers where the first five
are convolution and three fully connected layers. Three
max-pooling layers used after the first, second, and fifth con-
volution layers. Originally, the developers of AlexNet split
the architecture into two parts in the time of classification, but
in our research, we run the whole architecture without split-
ting. In Figure 15, we presented the architecture of AlexNet.

2) ZFNet
ZFNet comes after AlexNet and also popular in research
because of the layers visualization technique [77]. This archi-
tecture won the ILSVRC-2013 contest and its better ver-
sion of AlexNet. The architecture of ZFNet is the same as
AlexNet, with some differences in Figure 16, we presented
the architecture of ZFNet.

Like AlexNet, it consists of eight layers. The first five are
the convolution layer, along with three max-pooling layers
and three fully connected layers. The differences between
AlexNet and ZFNet are, in the first convolution layer of
AlexNet, kernel size is 11, and stride value is 4; in contrast,
kernel size is 7, and stride value is 2 in the first convolution
layer of ZFNet. From the second to the fifth convolution of

the AlexNet, the stride value is 1; however, the stride value
of the second convolution layer is 2 in ZFNet, and the rest is
the same as AlexNet. Deconvnet Techniques for visualization
introduced by ZFNet, which help to visualize layers status.
In this research, we used ZFNet architecture without decon-
vnet. As the classification network of both architectures is the
same, that’s why in this research, we run the feature learning
network in a parallel manner then marge both results.

After marge, we fed the result of the feature learning
network into the classification network. In Figure 17, we pre-
sented the architecture of our convolution neural network.

In our architecture, the number of neurons for the output
layer is 10 because we have ten ankle activities, and 10 is
our class number. Based on the class number, the number
of neurons of the output layer is decide. In the output layer,
we used the softmax activation function, and in the hidden
layer, we use the rectified linear unit activation function
(ReLU). At the output of the convolution layer, we also use
the ReLU function. Summary of our CNN model presented
in Table 3 and summary will help to understand the parame-
ters of the architecture along with how every layer work.

From Table 3, we can observe that both architectures run
in a parallel manner and concatenate the value of both layers
after the last max-pooling layer then fed into the hidden
layer. Name of each layer given by the model automatically.
Five convolution layer of AlexNet named with ‘‘Convolu-
tion1 to 5’’ and five convolution layer of ZFNet named with
‘‘Convolution6 to 10’’. Three max-pooling layers of AlexNet
named with ‘‘Max-pooling1 to 3’’ and three max-pooling
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FIGURE 17. Proposed architecture of the convolution neural network.

TABLE 3. Summary of the CNN model.

layers of ZFNet named with ‘‘Max-pooling4 to 6’’. We con-
catenate the result after max-pooling layers 3, and 5 then
processes for the further layers.

E. MOVEMENT IDENTIFICATION
For classification, we trained the CNN model with images of
ten ankle exercise activities together. The ankle activity image
with the high probability value identified as the correct out-
put. So, we used a test dataset to test the trainedmodel. All the
used images identified by the trained CNN model correctly.

The accuracy rate of our proposed CNN model described in
the results and discussion section.

V. METHODOLOGY
A. USRP HARDWARE SETUP
The hardware operation divided into two parts, and they are
the transmitter side and the receiver side. Transmitter side
consists of digital up-conversion (DUC), digital to analog
conversion (DAC), low pass filtering (LPF), mixer, and trans-
mit amplification (TA) to set the transmitter gain. On the
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other side, the receiver side consists of low noise amplifica-
tion (LNA), analog to digital converter (ADC), digital down
converter (DDC), mixer, and log-periodic antenna (LPA).
Lots of USRP devices available where we used the USRP
B210 bus series, which was developed by Ettus Research
and more about the device is available in [57]. We used
two PC for the transmitter and receiver, where both have the
same configuration, and they are Lenovo with Intel(R) Core
(TM)i5-7500, 8 GB RAM, Windows 10 operating system.
In our experiment, two USRP devices used and in experiment
time, both attached with PC with the cable. In Table 4,
we presented the hardware specification of used USRP.

TABLE 4. Hardware specification.

B. SOFTWARE SETUP
In this research, we usedMATLAB/Simulink version R2018a
as a software to perform along with the USRP device for
activity detection. The software part build of twomain blocks,
and they are the transmitter block and the receiver block.
In Figure 18, we presented the transmitter and the receiver
block of the software.

FIGURE 18. Block diagram of the Simulink model.

In prior research works [16], [17], several types of param-
eters used to build the software part. In our research, based

on the literature [27], we finalize the software parameters.
Binary random bits used as input to the OFDM transmitter
block, and it creates the OFDM symbols then apply the USRP
transmitter block to send the signals. The transmitted signal
received by the USRP receiver block then using the frequency
response by utilizing the FFT at the receiver end to extract
WCSI. In Table 5, we presented the software parameters used
in the experiment.

TABLE 5. Software parameters.

1) TRANSMITTER PROCEDURE
In Figure 19, we presented a transmitter operation where
bits created and information maps in a vector of bits. This
vector of bits converted to a corresponding vector of integer
values and modulated utilizing the quadrature phase-shift
keying (QPSK) modulation technique. QPSK block accepts
column or scalar vector input signal, and the input signal must
be bits or integers.

FIGURE 19. Block diagram of the transmitter process.

If the setting of the ‘Input Type’ is ‘Bit,’ then width needs
to be an integer multiple of the total of bits of each symbol.
De-mux block used to separate vector signals to a scalar or
smaller vector and then used for convert series to parallel.
After that to produce a continuous output signal, DC and Null
subcarrier added. IFFT block added, which used to perform
orthogonality between the subcarriers and to convert complex
frequency domain signals to the time domain. In the end,
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the cyclic prefix is added to prevent inter-symbol interfer-
ence (ISI) and then forwarded it to the USRP hardware block
for up-conversion and digital to analog conversion (DAC).

2) RECEIVER PROCEDURE
In Figure 20, we presented receiver operation where after
down-sampling and analog to digital conversion (ADC),
the first cyclic prefix removed from the USRP receiver block.
Then FFT used to change the time domain into the frequency
domain signal and phase andmagnitude of the received signal
calculated in the frequency domain. De-mux block used to
separate vector signals to a scalar or smaller vector and then
used for convert series to parallel. DC and Null subcarriers
removed and demodulate the signal using QPSK then finally
map a vector of bits. Above discussion, it can be said that the
receiver procedure is the reverse of the transmitter procedure.

FIGURE 20. Block diagram of the receiver process.

C. EXPERIMENTAL SETUP
For this research, we performed our experiments at Xidian
University in the ‘‘Internet of Things’’ Lab, China. We used
two desktop PC along with two USRP device. Both
USRP devices equipped with one Omni-directional antenna.
Selected subjects performed all activities of ankle exercises
between the transmitting and receiving antenna. Subjects
instructed to perform each ankle exercise five times, accord-
ing to Table 2. Our used lab fully furnished where the table,
sofa, and shelf were available. The length and the width of
the experimental area are 7m and 5m, respectively, and the
distance between transmitting antenna and receiving antenna
is 120cm. Both USRP device placed on two separate small
tables and the height of those tables are 50cm. One person
always stays behind the pc to control software and collecting
data.We allowed other students to enter the lab for workwhile
experimenting. The typical scenario of the experimental setup
presented in Figure 21.

D. DATA ACCUMULATION
In the research, we used WCSI based ankle activities images
to classify using the CNNmodel. To collect data on activities,
we select ten human subjects with IRB approval. From the

FIGURE 21. A typical scenario of the experiment setup.

ten subjects, six are males, and four are females, and their
ages between 25 to 35. All the subjects instructed to perform
activity five-time between the transmitter and the receiver in
the proper way according to ankle exercises (refer to Table 2).
Ten subjects performed ten activities of ankle exercises five
times so, a total of 500 times activities performed. Our used
WCSI technique has 64 subcarriers, and we plot each subcar-
rier and convert it into images, which means 64 subcarriers
equal to 64 images. Now, if we multiply the 500 total number
of times ten activity performed with 64 subcarriers, then we
can get 32,000 subcarriers, which means 32,000 images used
for classification. All the images divided into the train, valida-
tion, and test part then fed them into the CNNmodel.We used
60% images for the train, 20% images for the validation, and
20% images for the test so, randomly 19,200 images selected
for the train, 6400 images for the validation, and 6400 images
selected for the test.

VI. RESULT AND DISCUSSION
A. EXPERIMENTAL RESULT
In this section of this paper, we presented the result of the
experiment of ten activities of ankle exercises after classifica-
tion.We have ten activities, which means we have ten classes,
and we used the short name of all the classes according
to Table 2. We mainly focus on the classification result of
our used CNN model. We provide the classification result
of machine learning algorithms to describe the comparisons.
To classify images, we used Python 3.7 version as a pro-
gramming language; Anaconda to create and run the project;
Keras, Tensorflow, and Scikit learn library to build CNN and
CUDA enabled NVIDIA GPU to increase the performance.

1) RESULT OF CNN
With the help of layers of CNN, the classification rate goes
high. We used AlexNet and ZFNet in a parallel manner to
increase the accuracy rate high because both architectures
have a certain number of layers. The input shape of the
image is 224 × 224 pixels, and the number of epochs is 20,
where every epoch defines the number times that the learning
algorithm worked with the full training dataset. We used
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TABLE 6. Confusion matrix of test accuracy result.

32000 images and split then into train, validation, and test
(60% train, 20% validation, and 20% test) then classify
using the CNN model. After classifying all the images of
ten classes, we earned 98.98% test accuracy. In Table 6,
we presented the confusion matrix of ten classes based on
test accuracy result and in the confusion matrix, we used the
short name of all ankle exercises according to Table 2.

From Table 6, we can see that 8 data of RSD mismatched
with PWBSCR. Total 23 data of RSPF mismatched with
two other activities where 6 mismatched with NWBD and
17 mismatched with RSE. 9 data of RSI mismatched with
PWBSCR activity and 25 data of RSE mismatched with
RSPF. There is no mismatched in the data of NWBD, NWBF,
NWBI, NWBE, PWBSCR, and FWBSLS. In prior research
(like [79], [80]), different kinds of methods used to measure
the prediction performance. To evaluate classification results
and the model properly, we exploit wildly used metrics and
they are sensitivity, specificity, Mathew’s correlation coeffi-
cient (MCC), precision (PR), recall (RE) and f1-score (F1).
Sensitivity defined by Sensivity = TP/(TP + FN ) = TPR;
specificity defined by Specificity = TN/(TN + FP) = TNR;
Mathew’s correlation coefficient defined by MCC = ((TP ∗
TN )− (FP ∗FN ))/

√
((TP+FP) ∗ (TP+FN ) ∗ (TN +FP) ∗

(TN + FN )); precision defined by PR = TP/(TP + FP);
the recall defined by RE = TP/(TP + FN ) and f1-score
defined by F1 = 2 × (PR × RE)/(PR + RE). TP, TN, FP,
and FN stand for true positive, true negative, false negative,
and false negative respectively. In Table 7, we presented
the sensitivity, specificity, Mathew’s correlation coefficient,
precision, recall, and f1-score of the ten ankle exercises.

In Figure 22, we presented a ROC curve with the AUC
score of ten classes. ROC curve and AUC score help to
figure out the significant performance of a model. From
Figure 22, we can say that our ROC curve of ten classes
reached the ideal point. The AUC score stays between 0.96,
0.97, and 0.98. Class 2, 3, 8 and 9 has AUC score 0.98;

TABLE 7. Software sensitivity, specificity, MCC, precision, recall, and
F1-score of ten classes.

FIGURE 22. ROC curve for multi-classification of ten classes.

class 0 and 1 has AUC score 0.97 an class 4, 5, 6 and 7 has
AUC score 0.96. From the ROC curve and AUC score, it is
showing that our CNN model achieved a significant level.

2) RESULT OF ML
In prior research works [12], [13], different types of
machine learning algorithms used for signal classification
tasks [81]–[83]. We used four machine learning algorithms to
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TABLE 8. Accuracy result using machine-learning algorithms.

classify WCSI data. They are support vector machine (SVM)
with rbf kernel function, k-nearest neighbor (k-NN) with the
value of k = 5, decision tree (DT), and principal component
analysis (PCA). We run SVM and k-NN along with PCA.
We presented the accuracy result using machine learning
algorithms in Table 8.

From Table 8, we see that DT performs better than other
algorithms, and the accuracy is 96%. In contrast, PCA with
SVM and k-NN performed low where PCA with SVM has
88% accuracy, and PCA with k-NN has 89.33% accuracy.
After DT, k-NN with the value of k = 5 achieved 94.56%
accuracy, and then SVM with rbf kernel function achieved
92.67% accuracy. To understand more about the performance
of the used algorithms, we presented algorithmwise accuracy
results and Mathew’s correlation coefficient (MCC) result of
every single class in Table 9.

From Table 9, we can observe that the accuracy of class
NWBD, NWBF, NWBI, NWBE, RSD, RSI, PWBSCR, and
FWBSLS is very high in each algorithm. In contrast, the accu-
racy result of class RSPF and RSE is relatively lower than
in other classes. Similarly, the correlation of class RSPF and
RSE not high, like other classes. However, class NWBD,
NWBF, NWBI, NWBE, RSD, RSI, PWBSCR, and FWBSLS
have a higher and very strong positive correlation.

B. DISCUSSION
In this section, we discuss the classification accuracy results.
We used two architecture in a parallel manner in the CNN

model then used for classifying color images. We decided the
number of epochs is 20. We split the 80% data to train and
validate the model, where 60% used to train the model, and
20% used to validate the trained model. After that, we used
the rest 20% images to test the trained model and get the
test accuracy (98.98%), which used as an accuracy result.
We get training accuracy and validation accuracy and training
loss and validation loss after trained the model. In Figure 23,
we presented the training accuracy and validation accuracy of
every 20 epochs.

FIGURE 23. Training accuracy and validation accuracy in 20 epochs.

From Figure 23, we can observe that training accuracy
in epoch 1 is 88.77% then it decreases at epoch 2. After
epoch 2, from epoch 3 till the end, the training accuracy stays
above 95%. At epoch 20, the training accuracy is 98.30%.
On the other side, validation accuracy is 60.84% at epoch 1,
and then it increases gradually until epoch 6. At epoch 7,
validation accuracy dropped to 70.78%, and after that from
epoch 8 to till the end validation accuracy stays above 97%.
At epoch 20, the validation accuracy is 98.98%. In Figure 24,
we presented the training loss and validation loss of every
20 epochs.

From Figure 24, we can observe that the training loss
at epoch 1 is 0.29, and then it increases little at epoch 2.

TABLE 9. Algorithm wise accuracy result (Acc) and MCC result of 10 class.
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FIGURE 24. Training accuracy and validation loss in 20 epochs.

After that, it decreases slowly until the end with little fluc-
tuation. In the end, the training loss of epoch 20 is 0.036.
In contrast, validation loss at epoch 1 is 2.52, and then it
gradually decreases until epoch 6. At epoch 7, the validation
loss increased to 1.26, and after that, it decreases slowly until
the end. At epoch 20, the validation loss is 0.04. Training
loss and the validation loss helps to understand the overfitting
problem of the model.

C. COMPARISON
We used CNN, which is built on two architecture to classify
WCSI based image data and performed classification using
ML algorithms to compare the accuracy result of CNN. After
observing the classification result, we see that the accuracy
result of CNN is better than ML algorithms. We gained a
98.98% accuracy result using CNN,where the accuracy result
of ML algorithms stays below 96%. We classify the same
dataset using AlexNet and ZFNet individually and compare
the result. In Table 10, we presented the training accuracy,
validation accuracy, test accuracy, training loss, and valida-
tion loss of AlexNet, ZFNet individually, and in a parallel
manner of both architectures to make the comparison.

TABLE 10. List of training accuracy, test accuracy, training loss, and
validation loss for comparison.

From Table 10, we can observe that with the same dataset,
AlexNet, and ZFNet performed well though in a parallel
manner both architecture performed better than individually.
The difference between training loss and validation loss of
individual AlexNet and ZFNet is not satisfactory because it
leads the model to overfitting or underfitting. In contrast, in a
parallel manner of both architectures, the difference between
training loss and validation loss is so low. We compare our
accuracy result with prior research works where the SDR
platform based USRP device and CNNmodel used to classify

images converted from signals (wireless signals, radio sig-
nals) data. In Table 11, we presented prior works to make the
comparison.

TABLE 11. List of prior works for comparison.

From Table 11, we can say that our proposed method
gained better accuracy (98.98%) than given previous research
works. In [16], they used embedded system (Deep Radio),
which built with USRP N210 device to transmit and receive
signals and used simple CNN model to classify and identify
signals. In [17], they used USRPN210 device with LabVIEW
and used 1D CNN model to classify and identify signals.
In [25], they used USRP N210 device with LabVIEW and
used CNN and LSTM model together for classification and
identification. In [21], [84], [85], they implement GNURadio
using USRP device for transmit and receive signals, and to
classify signals they develop simple CNN model. In con-
trast, instead of embedded system like [16], we used USRP
B210 individually for transmitting and receiving. We imple-
ment software part in the Matlab software instead of using
complex platform like LabVIEW and GNU Radio. In prior
works like [16], [17], [85], simple CNN model where we
build a complex CNN model where two architecture works
in a parallel manner. We did not add any extra supporting
model like [25], [21], [84] with our CNN model to enhance
the accuracy.

VII. CONCLUSION
In this research paper, we proposed a healthcare system based
on the convolutional neural network using two architectures
in a parallel way to classify images and monitoring fractured
ankle activity after surgery. We used WCSI based images to
classify using CNN. WCSI based monitoring is a popular
application for cognitive computing and communication. The
principal novelty of this research work stays in the design
of healthcare system to monitor fractured ankle movements
after surgery, uses of USRP technology to captureWCSI data
from wireless signals, and uses of two tested architectures
in a parallel manner to build the CNN model. We used ten
human subjects to perform the experiment, and then collated
WCSI for classification using the CNN model. The classifi-
cation result of our CNN model satisfies us, where the test
accuracy is 98.98%, training accuracy is 98.30%, validation
accuracy is 98.98% and we consider test accuracy as con-
cluding result. This paper compares the accuracy results of
the proposed CNN model and ML algorithms and compare
with used models of prior works. Therefore, based on the
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classification result, we can say that the use of CNN and
USRP can make a good contribution to design healthcare
monitoring systems. More use of USRP in healthcare appli-
cation and design of the proper CNN model to detect the
wrong exercise; to informing to do exercise at correct speed;
to monitor how well patients are doing exercises considered
as future work.
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