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ABSTRACT Colorization of the thermal infrared image is an unsolved problem because usually there is
no one-to-one relationship between an object’s color and its temperature. In this paper, we propose a new
colorization scheme to address this problem.We first create a coarse colorization image that maintains cross-
correlation between its RGB channels. Then the matrix of shift, rotation, and scaling between the coarse
colorization image and a source natural color image is constructed. Finally, the transformations act on the
coarse colorization image to obtain the resultant image, which has the appearance of the source image.
Experiments demonstrate the effectiveness of the new scheme and show its superiority to other state-of-the-
art methods. The new scheme can be easily extended to the colorization of low illumination images and
near-infrared images.

INDEX TERMS Infrared image, color night vision, colorization.

I. INTRODUCTION
Camera and video surveillance systems shouldwork perfectly
even in poor lighting and weather conditions. However, poor
capture quality under these special conditions often prevents
the system from being used for critical applications. The
infrared imaging system can overcome some of the natural
limits of light and weather conditions. Working properly
under these special conditions can deeply benefit from the
exploitation of such data. And infrared imaging systems
have become more popular than ever before due to their
lower prices. It has been more and more closely related
with people’s daily lives and widely used in all fields of
life [1]–[3]. Figure 1 provides an example. It can be seen
that many details have been almost buried in the dark and
color information has been completely lost in an infrared
image. There are two challenges for the infrared imaging
system. One is that the imaging quality is usually poor, which
generally has a low signal-to-noise ratio, low contrast, blurred
edges and poor detail. It is important to enhance infrared
images, and the enhanced images could be more useful for
computer analysis and processing. The other is that infrared
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FIGURE 1. An infrared image (Left) is colorized (Right) by the new
scheme presented in this paper. Better perception in color and details.

images are monochromatic and are usually presented as a
grayscale image. Thousands of colors can be distinguished
by the human visual system, while only about 100 levels of
grayscale can be perceived. This is a serious drawback in real-
world applications.

To make the buried information and color discrimination
visible again, the enhancement and colorization technology is
demanded. It shares some ideas with those approaches devel-
oped for grayscale image colorization or color transfer func-
tions. In recent years, several approaches of image coloriza-
tion have been proposed [4]–[11]. The existing techniques
can be categorised according to the ways of obtaining and
treating the data for modelling the correspondences between
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an input image and a color image. Reinhard et al. [12] pro-
posed a global approach that allowed you to obtain sunset
images without waiting for dusk. This technique matches
the mean and variance between the two images. Inspired by
Reinhard et al., Xiao and Ma [13] treated the RGB value of a
pixel as a three-dimensional random variable. The mean and
covariance matrix are calculated along three axes of RGB.
They demonstrate that the parameters of the target image’s
colorization can be obtained by the covariance between the
three components. Inspired by Xiao et al.’s work, we can
infer that the correlations between the three components of
the RGB space imply the color appearance characteristics of
the image.

The biggest challenge of the infrared image’s colorization
is that there is no corresponding relationship between an
object’s color and its temperature. This inherent distinction
is a major challenge when one goes to colorize an infrared
image. Hence, it is necessary to turn to other features that
imply the color appearance rather than its grayscale. The
correlation between the three components of the RGB space
is a new perfect breakthrough to extract and gather overall
color information. In this paper, we try to generate clear
details and natural RGB representation like daytime images.
The methodology considers the infrared image as an R chan-
nel in RGB space. Then apply the correlations between the
three components to construct B channel and G channel.
This process is called coarse colorization, turning a single-
channel infrared image into a color image. Transforming the
infrared image into correlation space make it more clear and
give us the better ability of colorization. Finally, an algorithm
which is originally applied for color transfer between color
images can be perfectly applied. Furthermore, our method
can be easily extended to the colorization for low illumination
images and near-infrared images.

In summary, this paper makes the following contributions:

• A new colorization scheme is proposed to improve the
quality of thermal infrared images. The new scheme
innovatively fuse the information of cross-correlation
spaces and statistical characteristics.

• The new scheme is explainable about the physical sim-
ilarity between an inverted infrared image and a haze
image. We offer a reliable physical explanation from the
principle of physical imaging.

• A set of well designed experiments are conducted to
confirm the effectiveness of the new scheme. The new
scheme has wide applications such as the near-infrared
image colorization and the low illumination image col-
orization.

The remaining of the paper is organized as follows.
Section 2 reviews the related work; In section 3, the proposed
scheme is presented in details; Then, a reasonable physical
explanation for the similarity between a haze image and an
inverted infrared image is provided in section 4. Experimen-
tal results and analysis are reported in section 5. Finally,
section 6 concludes the work.

II. RELATED WORK
A. TRADITIONAL METHODS
Colorization technique has been largely studied in recent
years. It has been studied for transferring color to another
color image, grayscale image, near-infrared image and ther-
mal infrared image. Reinhard et al. [12] proposed a global
approach that allowed you to obtain sunset images without
waiting for dusk. This technique matches the mean and vari-
ance between the two images. Each pixel in the corresponding
images participates in the calculation of the above two sta-
tistical variables, so it is called a global algorithm. Inspired
by Reinhard et al., Welsh et al. [14] employs neighbour-
hood matching criteria to realize the transmission of similar
colour information from the reference image to the target
image. Furthermore, Li et al. [15] proposes an algorithm to
improve the matching accuracy by enhancing luminance con-
trast, which can improve the quality of the night image. The
histogram matching algorithm is also thriving. A series of 1D
histograms or a statistic for each histogram bin makes some
matches [16], [17]. These methods share the limitation that
the colorization quality relies heavily on the correspondence
between color distribution and grayscale distribution.

B. DEEP NETWORK-BASED METHODS
Recently, convolutional neural networks (CNN) have
become dominant methods in almost all computer vision
tasks [18]–[22]. Therefore, we can find some new deep
learning-based image colourization method. For example,
we can refer to the process described in [23]. It renders
natural images using a convolutional neural network (CNN).
They annotated the SUN dataset [24], generated Scene
Labels as additional features, and performed class-specific
coloring better with the extracted DAISY features [25].
This approach is fully automated but requires Scene Labels.
However, usually the input image we provide arbitrarily is
missing Scene Labels, which is a limitation of the algorithm.
Iizuka et al. [26] proposed a technique combining global prior
knowledge and local image features. The local information
contained in the small image blocks and the global prior
details dependent on the entire image are merged by the
fusion layer. This end-to-end architecture can process images
without resolution requirements. The existing database with
large scene classification is employed as the training dataset,
and the classification label of the dataset is exploited to learn
global priors more discriminatively. Sun et al. [27] proposed
a technology to realize the cross-domain conversion from
NIR to RGB through asymmetric periodic generation coun-
termeasures network (ACGAN). In this work, they solved
the problem of converting NIR to RGB fields and producing
reasonable RGB images from NIR images. RGB images
have more information than NIR images. All in all, One
of the disadvantages of deep learning is that the algorithm
requires a large account of data sets as training samples, but
it is very difficult to make a training sample set that meets
the actual needs. The other of the disadvantages is that the
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subtle changes of network parameters during training will
affect the performance of the whole network. Therefore,
finding the best network is very time-consuming. In order
to reduce the number of parameters and improve the perfor-
mance, a group lasso and an in group lasso were developed
to achieve sparse representation [28].

In this paper, we propose a novel, simple and effective
enhancement and colorization scheme for infrared images.
Firstly, a coarse colorizationmethod is proposed. ThenXiao’s
method [13] is adopted to realize the transmission of color
features across images. This method is robust to illumination
because it requires the image statistical characteristics to
calculate the scale, rotate and shift parameter rather than
the pixel’s illumination. The experimental results prove the
effectiveness of our method. Our algorithm can be easily
extended to the low illumination image colorization and the
near infrared image colorization.

III. NEW COLORIZATION SCHEME
This section presents a new colorization scheme (FC2F),
which has two stages-coarse colorization and fine col-
orization. Correlation information has shined in many
fields [29]–[31], and we also used correlation information to
build new solutions.

One significant characteristic of the natural image is high
correlation between its components: about 0.78 for ρrb(cross-
correlation between the R and B channel),0.98 for ρrg and
0.94 for ρgb [32]. ρrb, ρrg and ρgb can be calculated by (1):

ρxy =

∑n
i=1 (xi−x)(yi−y)√∑n

i=1 (xi−x)
2
√∑n

i=1 (yi−y)
2
, (1)

where n is the total sample number of an image; xi and yi
are the individual sample points indexed with i taken either

from R, G, or B channel; x = 1
n

n∑
i=1

xi is the sample mean;

and analogously for y.
Consequently, we prefer to build a coarse colorization

image which has a strong correlation between Rcoarse,Gcoarse
and Bcoarse, as shown in Figure 2 (a). This process is called
coarse colorization. The correlation coefficients between
the three components of the coarse colorization image are
shown in Figure 3. The correlation ismeasured by covariance.
The covariance matrix is hired to find the transformation
parameter between the coarse colorization image and the
reference image with natural color presentation, as shown
in Figure 2 (b). This process is called fine colorization.

A. COARSE COLORIZATION METHOD
The following model creates an coarse colorization image: Rcoarse

Gcoarse
Bcoarse

 =
 Tr {I }Tg {I }
Tb {I }

 , (2)

where I is an infrared image; Tr , Tg, Tb represents the trans-
formation for R, G, B channel, respectively; Rcoarse, Gcoarse
and Bcoarse are the three components of the desired coarse
colorization image.

FIGURE 2. The flowchart of the proposed scheme.

FIGURE 3. The correlation coefficients between the three components of
the coarse colorization image.

1) R CHANNEL ILLUMINATION MAP ESTIMATION
We adapt the original image as the R channel:

Tr (I )← I , (3)

where I is an infrared image.
We post the original image into the R channel and perform

different processing on the original image to generate the
other two channels. Each component of the coarse coloriza-
tion image should not only carry the luminance information
but also be related to each other. All three channels are derived
from the original image to guarantee the relationship.

2) B CHANNEL ILLUMINATION MAP ESTIMATION
In this paper, to deal with non-uniform lighting, the following
estimation is adopted:

Tb(I )← 255− max
y∈�(x)

(I (y)) , (4)

where I is an infrared image and�(x) is a local patch centered
at x; The operator max

y∈�(x)
is a maximum filter.
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FIGURE 4. The scheme for G channel.

The inverse operation is to swap the target and the back-
ground in the infrared image. Then the B channel is comple-
mentary to the R channel. The background area in the infrared
image is mostly black pixels. The R channel cannot reflect
this information.

In this work, considering its simplicity, we hire (4) to
estimate B channel illumination map. The maximum filtering
strategy can enhance local consistency to some extent, but it
is structurally blind. In the following sections, there will be a
more powerful strategy to remedy this limitation.

3) G CHANNEL ILLUMINATION MAP ESTIMATION
It is a challenge to retain the overall structure while still
having texture details. To achieve this goal, we develop a
new scheme for the G channel. As mentioned in [33]–[35],
the inverted infrared image and the low illumination image
look similar to the haze image.

The inverted infrared image can be substituted into the haze
imaging model to estimate the transmission map for dehaz-
ing. The guided filter is applied to enhance the transmission
map. We call it ’Refined Transmission Map’ and take it as
the G channel. It has a strong correlation with the other two
channels. Furthermore, the image details are enhanced. The
description of the G channel scheme is described in Figure 4.
For the input infrared image Iinfrared (x, y), we invert it using:

Iinv (x, y) = 1− Iinfrared (x, y) , (5)

where Iinv (x, y) is the intensity of the inverted infrared image.
Iinfrared (x, y) is the intensity of the input infrared image at
pixel (x, y).

The transmission map can be estimated [36] on 1−Iinf rared
as follow:

t (x, y) = 1− w min
y∈�(x)

(
Iinv (y)
A

)
, (6)

The transmission map obtained from (6) is a raw trans-
mission map which may contain some halo effects. Guided
filter is the most widely used method to solve this problem
[37]–[39]. In [40], a simple method was applied to filter
the raw transmission map under the guidance of the hazy
image. However, the texture details of the hazy image itself
are blurred, which will cause incomplete haze removal. The
choice of guided images is very important. The transmission
map mainly depends on the scene depth. Infrared images
can be treated as a reference for the scene depth because
heat decays with distance. The unique features of infrared
images are low contrast and low resolution, which make

the infrared image contain more homogenous regions, with
good spatial correlation. It captures the requirements of the
uniform attribute in a local patch for the ideal transmission
map. We prefer the infrared image itself as the guide image
for refining a raw transmission map.

As mentioned in [40], the filtering output is expressed as a
weighted average:

Tg(I )←
∑

(m,n)∈Wij

Wmn(Iinfrared )tmn, (7)

where i and j are pixel indexes. The filter kernelWmn(Iinfrared )
is a function of the guidance image Iinfrared and independent
of t . This filter is linear with respect to t . Iinfrared is the
guidance image. t is the original image which represents the
coarse transmission map t(x, y). Tg(I ) is the output image
which represents the refined transmission map. The refined
transmissionmap is treated as theG channel illuminationmap
estimation, as shown in Figure 4. The detail is enhancedwhile
some halo effects are eliminated.

B. FINE COLORIZATION METHOD
In this paper, we apply Xiao et al.’s method [13] to conduct
fine colorization. The RGB value of a pixel is statistically
treated as a three-dimensional random variable. The mean
and covariance matrix are calculated along three axes of
RGB. The data points can be scaled, rotated and shifted to
make the target image data cluster fitting into the RGB color
space of the source image. The target image refers to the
coarse colorization image. The source image refers to the
reference image with natural color presentation.
The algorithm steps are as follows:

1) First, the mean and covariance for both the source
and target images are calculated and denoted by
(Rsrc,Gsrc,Bsrc), (Rtgt ,Gtgt ,Btgt ), Covsrc and Covtgt
respectively.

2) Then, the covariance matrices are decomposed using
the SVD algorithm. Usrc, Utgt , 3src and 3tgt are
obtained.

Cov = U ·3 · V T
=

r∑
i=1

√
λiuivi, (8)

3) Last, a transformation is defined as follow:

I = Tsrc · Rsrc · Ssrc · Stgt · Rtgt · Ttgt · Itgt , (9)

where I = (R,G,B, 1)T and Itgt = (Rtgt,Gtgt,,Btgt,1)T

denote the result and target images matrices, respec-
tively; Tsrc,Ttgt ,Rsrc,Rtgt ,Ssrc and Stgt represent trans-
lation, rotation and scaling parameters. Here are their
definitions:

Tsrc =


1 0 0 trsrc
0 1 0 tgsrc
0 0 1 tbsrc
0 0 0 1

 , (10)
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FIGURE 5. Infrared images, inverted infrared images and foggy images with a similar scene or style.

FIGURE 6. The comparison of the intensity histogram.

Ttgt =


1 0 0 trtgt
0 1 0 tgtgt
0 0 1 tbtgt
0 0 0 1

 , (11)

Rsrc = Usrc, (12)

Rtgt = U−1tgt , (13)

Ssrc =


srsrc 0 0 0
0 sgsrc 0 0
0 0 sbsrc 0
0 0 0 1

 , (14)

Stgt =


srtgt 0 0 0
0 sgtgt 0 0
0 0 sbtgt 0
0 0 0 1

 , (15)

where trsrc = Rsrc, t
g
src = Gsrc, tbsrc = Bsrc, trtgt =

−Rtgt , t
g
tgt = −Gtgt , t

b
tgt = −Btgt , S

r
src = λRsrc,

FIGURE 7. Hardware platform.

sgsrc = λGsrc, s
b
src = λ

B
src, s

r
tgt =

1
/√

λRtgt
, sgtgt = 1

/√
λGtgt

and sbtgt =
1
/√

λBtgt
.The subscripts of src and tgt repre-

sent for source image and target image, respectively.
The fine colorization acts on all of the pixels in the coarse

colorization image and moves them to fit the source image.
Then, the color distribution of the fine colorization image
becomes more abundant.

IV. EXPLAINABLE THEORETICAL STUDY
Even though the some methods can produce excellent
results, the basic model they rely on is lacking in physical
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FIGURE 8. Colorization results:(a) Infrared image acquired by our hardware platform; (b) Reference source image; (c) Welsh
method [14]; (d) Li method [15]; (e) Rajan Method [48]; (f) Iizuka method [26]; (g) Retrained Iizuka method; (h) Algorithm of this paper.
From top to bottom are Image1, Image2, Image3, Image4, and Image5.

explanation [33]–[35]. This section present a physical expla-
nation for the similarity between a haze image and an inverted
infrared image in our new FC2F scheme.

A. ILLUMINATION MODEL OF AN INFRARED IMAGE
The literature [41] gives an infrared imaging illumination
model based on Phong’s model:

I = E0(λ,T )+ Iaka + kd Il cos θ + IlkscosnT , (16)

where I is the reflected intensity; E0(λ,T ) is the source
infrared radiation.T is the surface absolute temperature. ka,
kd and ks denote the ambient light reflection constant, the dif-
fuse reflection constant and the specular reflection constant,
respectively.

In the factors affecting the thermal image of an object,
the surface temperature plays a major role [42]. We simplify
the imaging model as:

I ≈ E0(λ,T ). (17)

The spectral radiant energy emission per unit time and per
unit area from a blackbody at wavelength λ in the wavelength
range dλ is described by Planck’s Law:

Pλ =
2πhc2

λ5

1
ehc/(λkT ) − 1

=
C1

λ5

1
eC2/(λT ) − 1

, (18)

where Pλ is the spectral radiant emittance of a blackbody
at absolute temperature T . λ is the wavelength; C1 is the
first radiation constant, C1=3.742 × 10−16W • m2; C2 is
the second radiation constant, C2=1.4388× 10−2m • K .

At the same temperature, the general object’s radiation
ability is worse than the blackbody. It can be corrected by
multiplying X0(0 < X0 < 1). Therefore when we simulate

the infrared images of the object, the radiance of the object
surface can be calculated using Planck’s Law:

E0(λ,T ) ≈ X0

λ2∫
λ1

C1

λ5

1
eC2/(λT ) − 1

dλ. (19)

Using the partial integral method, we can approximately
evaluate this integral as below: when the wavelength and
temperature are determined, the source infrared radiation E0
can be calculated according to (19), which can be regarded as
a constant.

The transmitted radiation through the medium with a
distance R from a source radiation E0 at wavelength λ is
described by Bouguer-Lambert law [43]:

Iinfrared = I · e−µ(λ)d ≈ E0(λ)e−µ(λ)d , (20)

where µ(λ) = extinction coefficient, d = pathlength. µ(λ) is
composed of absorption and scattering, and is closely related
to atmospheric conditions. The radiation Iinfrared received
by the infrared thermal imaging system obeys an expo-
nential relationship.

B. THE FORMATION MODEL OF A HAZE IMAGE
In a haze image, two fundamental phenomena which degrade
the image visibility are attenuation and air light [44]. Math-
ematically, the attenuation is modelled as an exponential
function given by (21):

Attenuation = J · e−k(λ)d , (21)

where J is the original image when fog is not present in
the atmosphere, k is the extinction coefficient and d is the
distance of scene point from the camera, called scene depth.
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FIGURE 9. Colorization results by the proposed method: Top row: Left is the reference image of Tree group. Middle is the
reference image of Ship1 group. Right is the reference image of Ship2 group.

FIGURE 10. The comparison results of different algorithms: Left is the
original image. Middle is the result obtained by the minimum filter
method. Right is the result obtained by the proposed method.

Air light is represented as a function of atmospheric light and
scene depth shown in (22).

Airlight = A(1− e−k(λ)d ), (22)

where A represents the atmospheric light constant which
is sometimes called the intensity of the sky. According to
the Schechner et al. [45], Tarel and Hautiere [46], and
Koschmieder [47] effect of fog on the image is represented as:

Ifog(x, y) = Attenuation+ Airlight. (23)

Now, the Koschmieder law can also be represented as
follow:

Ifog = J · e−k(λ)d + A(1− e−k(λ)d ). (24)

FIGURE 11. Improvement of detail and natural presentation of colors:
Left is the result obtained by Reinhard et al.’s algorithm; Right is the
result obtained by Our algorithm.

Finally, by rearranging the above equations, we will get:

Ifog = A− Ae−k(λ)d + J · e−k(λ)d

Ifog
A
= 1− e−k(λ)d +

J
A
e−k(λ)d

Ifog
A
= 1− (1−

J
A
)e−k(λ)d . (25)

Under certain conditions, the formationmodel of a haze
image shown in (25) and the illumination model of an
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FIGURE 12. Colorization results by the proposed method for near infrared images.

infrared image shown in (20) are complementary. When
A = 1, E0 = (1− J

A ) and µ(λ)d = k(λ)d , it can be inferred:

Ifog = 1− E0(λ)e−µ(λ)d = 1− Iinfrared , (26)

where E0(λ) and J are all independent of the distance. They
can be regarded as constant.

The similarity is explained from the perspective of physical
mechanism. n addition, we notice that the inverted infrared
image looks very much similar to foggy images with a similar
scene or style, as shown in Figure 5. Figure 5 provides some
examples of infrared images, inverted infrared images and
images acquired with haze. As mentioned in [36], the back-
ground of fog images present a white and misty visual effect,
and its intensity is very high in all RGB channels. The inten-
sity of the main objects, such as houses, vehicles, and people,
etc., is usually at a low brightness in at least one channel. It is
because of several facts, such as colors and shadows. How-
ever, in infrared images, the intensities of the background
pixels are usually low, and the intensities of the main objects
are rather high. Therefore, an inverted and infrared image
has exactly the same properties to that the corresponding
haze image. To better explain this phenomenon, we need
RGB-IR image pairs acquired in hazy lighting conditions
of the same set of pictures. However, there is not a public
RGB–IR image pair database available yet. Instead, we have
further made a set of new comparison on 30 haze images
with a similar scene or style. Similar scenes could mean

that there are buildings, person, tree, hands in both of fog
and inverted infrared images. Similar style could be of both
images showing a dimly similar style.

To test whether the inverted infrared image has the same
property as the haze image or not, we compute the histogram
of the intensities (the grayscale value) for the 30 inverted
infrared images captured by our infrared camera. To bet-
ter explain this phenomenon, we need RGB-IR image pairs
acquired in hazy lighting conditions of the same set of pic-
tures. However, the public RGB–IR image pair database with
haze is not yet available. Instead, we add a set of new evalu-
ation on the histogram of the minimum intensity of all color
(RGB) channels for each pixel of 30 haze images that were
randomly selected on Google. Figure 6 shows the histogram
of the intensities for 30 haze images and 30 inverted infrared
images. The two histograms exhibit great similarities. More
than 80% of pixels in both the inverted and the haze cases
have high intensities. In the histograms, the grayscale value
ranging from 0 to 255 is divided into 5 equal parts. These
equal parts are known as bins or class intervals. Every obser-
vation (or value) in the image is placed in an appropriate bin.
The occurrence of intensity level occupying a bin is used to
estimate the probability.

V. EXPERIMENTS, EVALUATION AND ANALYSIS
To evaluate the new FC2F scheme, we develop an experi-
mental system in our laboratory, as shown in Figure 7, which
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FIGURE 13. Colorization results by the proposed method for low-illumination images.

includes two-way videos. The hardware system includes
JN-MINI5728 core board, JN-miniVB bottom board, FLIR
core Tau2-336 uncooled thermal long wavelength IR detec-
tor, SONY ICX639AK CCD and the remote host computer.
We use the pictures with a spatial resolution of 640 × 480
pixels and test the algorithm in the Matlab2019 environment
on a Pentium host with a frequency of 2.20 GHz and 1 GB of
memory. The proposed algorithm is subjectively and objec-
tively evaluated. It is compared with Welsh et al.’s algo-
rithm [14], Li et al.’s algorithm [15], Rajan’s algorithm [48],
Iizuka et al.’s algorithm [26] and retrained Iizuka et al.’s
algorithm. Since the training data set used by the Iizuka
et al.’s algorithm is human faces, the result of the processing
is yellowish. The forest images are re-selected for training,
which is called the retrained Iizuka method.

A. SUBJECTIVE EVALUATION
Figure 8 shows the results of different algorithms. The
original infrared image often suffers from low contrast,
poor spatial resolution and unclear details, as shown
in Figure 8 (a). Our result image is more natural coloring
and detailed, as shown in Figure 8 (h). The color of the
reference image for the approximate scene is successfully
conveyed to the infrared image. The infrared image with
a very narrow grayscale range is expressed in the form of
a more extensive dynamic range. It is significantly better

than existing techniques, as shown in Figure 8 (c) (d) (e) (f)
(g). Furthermore, the new FC2F scheme was performed on
the Thermal World dataset [49], [50]. It produces excellent
results, as shown in Figure 9.

B. OBJECTIVE EVALUATION
Since the human eye is not sensitive to chromaticity change,
we convert the color image in RGB space into the YCbCr
space, and then we evaluate the luminance component. The
objective results of the algorithm are evaluated by five objec-
tive indicators: average gradient, entropy, edge intensity, con-
trast and clarity, as shown in Table 1. The data in Table 1 is for
Image1, Image2, Image3, Image4, and Image5 in Figure 8.
It can be seen from Table 1 that the five objective indicators
of the result processed by our method are much advanced,
and especially the contrast is significantly improved.

(1) Average gradient (AG): A larger AG means that the
image has a higher contrast and clearer texture features. The
definition is given as:

AG=
1

M×N

M∑
x=1

N∑
y=1

√
[1x f (x, y)]2+[1yf (x, y)]2

2
, (27)

where f (x, y) is the pixel value of the result image at the posi-
tion (x, y). 1x f (x, y) and 1yf (x, y) represent the differential
operators along the x and y directions of the resulting image.
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They can be represented as follows:

1x f (x, y) = f (x, y)− f (x + 1, y), (28)

1yf (x, y) = f (x, y)− f (x, y+ 1). (29)

(2) Entropy (EN) [51]: Entropy is used in information
theory to measure how much information contained and we
can define it as:

EN = −
L−1∑
i=0

p(i)log2p(i), (30)

where p(i) is the gray frequency of a result image, and L is
the gray level of the result image.

(3) Edge intensity (EI): The sobel edge detection operators
are convolved with the result image f to calculate approxima-
tions of the derivatives–Gx for horizontal changes, andGy for
vertical:

Gx =

 1 0 −1
2 0 −2
1 0 −1

 ∗ f , (31)

Gy =

 1 2 1
0 0 0
−1 −2 −1

 ∗ f . (32)

EI is the averagemagnitude of the gradient of the edge points.
The definition is given as:

EI =
1

M × N

M∑
i=1

N∑
j=1

√
Gx2 + Gy2. (33)

(4) Contrast: The mean−square difference between the
center pixel and the 8−neighboring pixel is adopted as con-
trast. The larger the contrast, the richer the detail. The defini-
tion is given as:

Contrast =
1

M × N

M∑
x=1

N∑
y=1

ContrastLocal(x, y), (34)

where ContrastLocal(x, y) is the local contrast at the position
(x, y). It can be represented as follows:

ContrastLocal(x, y) =
1∑

i=−1

1∑
j=−1

[f (x + i, y+ j)− f (x, y)]2.

(35)

(5) Clarity: The sum of the product of adjacent pixels
difference in the horizontal and vertical direction is used as
core function to evaluate clarity. The definition is given as:

Clarity =
M∑
x=1

N∑
y=1

Ip(x, y), (36)

where Ip(x, y) is the product of adjacent pixels difference.
It can be represented as follows:

Ip(x, y)= [f (x, y)−f (x+1, y)][f (x, y)−f (x, y+1)]. (37)

FIGURE 14. Different pair of source and target images that presents
different style: The result’s quality depends on the source
images’style.Top row: target image; Middle row: result image; Bottom
row: reference image.

FIGURE 15. Failure case: We say it fails when the result image haven’t the
source image’s feel and look.Left is the target image. Middle is the source
image. Right is the result image.

C. ANALYSIS AND DISCUSSION
In this section, we will use various techniques to establish
related space and realize the fine colorization. In addition,
some defects and extensions to low illumination and near-
infrared images will be discussed simultaneously.

1) TECHNICAL ANALYSIS OF VARIOUS COLORIZATION
• Another R channel illumination map estimation

Tr (I )← min
y∈�(x)

(I (y)) . (38)

If we adopt (38) as the R channel instead of (3), the com-
parison result is shown in the Figure 10. The minimum filter
brings the block effect. It is necessary to try to avoid hallo
effect when constructing the relevant space.
• Another combination of coarse and fine colorization

Tr,g,b(I )← I . (39)

Equation (39) is taken as the coarse colorization method
and Reinhard et al.’s algorithm [12] is considered as the fine
colorization method. Equation (39) can build a coarse col-
orization image which has strong correlation between RGB
channels. In addition, Reinhard et al.’s algorithm [12] can
also manipulate the point set of the target image to match the
point set of the source image. In a rough look, this is com-
parable to the strategy of this paper. But, our result is more
natural presentation of colors and more detailed, as shown
in Figure 11 and Table 2. It can be seen from Table 2 that the
five objective indicators of the result processed by ourmethod
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FIGURE 16. Comparison of color histograms: when color transfer has
been done by the fine colorization method, the color histograms will have
a similar distribution trend. And the choice of reference image directly
affects the final result.

are greatly improved. One reason is that the guide filter plays
a vital role in enhancing the details. The other reason is that
Xiao et al.’s algorithm [13] increases the rotation operation.

2) NEW APPLICATION AND IMAGE DEPENDENCE
Near-infrared images and low-illumination images are
also single-channel images, and the algorithm has
achieved good results as well. The experimental results are
shown in the Figure 12 and Figure 13. Not only natural
coloring is made but also the detail enhancement is achieved.

Because we want to transfer one image’s style to appear
in another image, we may unfortunately choose inappropri-
ate image pairs. The result’s quality depends on the source
images’ style, as shown in Figure 14. sometimes the source
image and the target image do bad things together, as shown
in Figure 15. Some ideas have been suggested, such as a
samples-based approach [12] or providing some parameters
through a more flexible user interaction [13].

We show how the choice of reference image signifi-
cantly affects the final result applying the fine colorization

TABLE 1. Comparison of different algorithms in terms of five objective
indicators.

TABLE 2. Comparison of the two algorithms in terms of five objective
indicators.

algorithm between visible light images in Figure 16. The
resulting quality depends on the two images’ similarity in
color composition. Moreover, the fine colorization algorithm
does not require choosing the same color style and imag-
ing size between input and reference images. It was global
approach reshaping the input image color histogram to match
the histogram of the reference image. As shown in Figure 16,
when colorization has been done by the fine colorization
method in this paper, the color histograms of the result image
will have a similar distribution trendwith the reference image.
However, if the reference image is too different in color
composition to the input, global methods such as the one
discussed, cannot guarantee that the color mapping will be
successful.

Selecting a source image needs to consider many fac-
tors, such as the similar content structure information of
input images, the similar textural information surrounding
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each pixel, the similar scene, the similar style and the
characteristics of human color perception, etc. In this way,
colors may be transferred only between highly similar
regions, such as the sea or the clouds of the source and
target images. However, if the target image contains complex
scenes, it is difficult to find a satisfactory source image that
can offer adequate color for all different input regions. To our
best knowledge, subjective judgment is the main widely
adopted method to evaluate the quality of the transferred
image in previous color transfer algorithms. It is meaningful
to find an effective objective metrics. Then the objective
metrics can be applicable for selecting a reference image for
a colored target image and we can finally built an image
database after experimenting with the proposed metrics in the
future.

VI. CONCLUSION
In this paper, we presented a new colorization scheme
for infrared image enhancement and colorization. The new
scheme has two stages: coarse colorization and fine col-
orization. An explainable theoretical study was provided to
support the new scheme. We conducted a number of well
designed experiments on the well-known image datasets to
evaluate the performance of the new scheme. The results
demonstrated that the new scheme outperformed other state-
of-the-art methods in terms of both subjective and objective
measures. The new scheme is applicable to the colorization
of low illumination images and near-infrared images.
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