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ABSTRACT Within the MicroGrid environment, the Energy Resource Management (ERM) problem
becomes highly complex due to the uncertainty related to the Renewable Generation (RG) such as Pho-
tovoltaic power generation (PV), Electric Vehicle (EV) trip with Grid to Vehicle (G2V) or Vehicle to
Grid (V2G), Energy Market price and load demand with Demand Response (DR) programs. Each of these
issues should be tackled while optimizing revenues and reducing the running costs of Virtual Power Player
(VPP) that collects each of these types of energy resources from the MicroGrid. This article presents a
new hybrid optimization algorithm called ‘‘Hybrid Levy Particle Swarm Variable Neighborhood Search
Optimization’’ (HL_PS_VNSO) to solve the ERM problem. Its key aspect is the hybridization of the Particle
Swarm Optimization (PSO) and the Variable Neighborhood Search Optimization (VNS) algorithm with the
enhanced step length using Levy Flight. The effectiveness of the proposed approach is measured by a 25-bus
MicroGrid with 500 uncertain scenarios of the aforementioned uncertainty. The results of HL_PS_VNSO are
compared with the most advanced optimization algorithms. The findings show that HL_PS_VNSO’s results
are superior for the Average Ranking Index (A.R.I) and Ranking Index (R.I). For effective comparative
analysis of algorithms, the traditional statisticalmethod calledOne-wayANOVATukeyAnalysis is used. The
results from this analysis also prove the superiority of HL_PS_VNSO over the most advanced optimization
algorithms.

INDEX TERMS Energy resource management, hybrid Levy particle swarm variable neighborhood search
optimization, microgrid, demand response, electric vehicle, electricity market.

I. INTRODUCTION
In the MicroGrid context, the growing emergence of uncer-
tain Distributed Energy Resources (DERs) such as solar PV,
Demand Response (DR) programs, Electric Vehicles with
G2V or V2G feature, Energy Storage Systems (ESSs) and the
uncertain market price of energy are challenging the func-
tioning of distribution networks. As a consequence, energy
aggregators or Virtual Power Player (VPP) must tackle uncer-
tain sources in a real-world microgrid problem. To do this,
VPP needs a powerful technique to cope with the increas-
ing variety of uncertainties. When important actions have to
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be undertaken every day in advance to optimize profit by
lowering operating costs, day-to-day energy planning is a
great challenge in the management of energy sources. How-
ever, owing to the vast number of energy sources and their
inherent uncertainties, the ERM problem transforms into a
Mix-integer nonlinear problem (MINLP) [1], which makes it
quite complicated.

In the last decade, many Evolutionary Computation Tech-
niques (ECT) have been widely used to solve the ERM prob-
lem with different uncertainty. In [2] Bacterial Foraging (BF)
used for the MicroGrid optimization with the consideration
of the cost of emissions as well as the operation and main-
tenance. Energy management in hybrid energy systems is
discussed using the Interior Search Algorithm (ISA) [3].
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Some of the popular ECT like Simulated Annealing [4],
Particle Swarm Optimization (PSO) [5], Crow Search
Algorithm (CSA) [6], Genetic Algorithm (GA) [7]–[10]
and Tabu search (TS) [8] are used for ERM problem with
different uncertainty. Artificial Bee Colony suggested [11]
to address the day-ahead ERM in MicroGrid by taking
into account uncertainties related to RG, EVs trip, market
price and load demand. The Firefly Algorithm (FA) pro-
posed in [12], for the Economical scheduling with opti-
mized battery sizing. In [13] optimal scheduling is done
by Imperialist Competitive Algorithm (ICA) in MicroGrid
environment with uncertainty related to RG and load demand.
Home Energy Management problem with uncertainty related
to electricity price and solar PV is solved by Natural
Aggregation Algorithm (NAA) [14]. Microgrid optimization
with uncertainty related to RE source and cogeneration is
achieved using the Efficient Heuristic Algorithm for Schedul-
ing Energy Production (CHASE) [15]. Recently, hybrid or
modified algorithms are becoming popular because of its
competence to solve real-world complex problems. Signaled
PSO (SiPSO) [16], Which is the updated variant of PSO
with a signaling mechanism to tackle the ERM problem
in the MicroGrid environment. In [17] the basic Gravita-
tional Search Algorithm (GSA) is updated by self-mutation
to prevent getting stuck in the local optima to solve the
problem of energy resource scheduling. Adaptive Modified
Firefly Optimization Algorithm (AMFA) [18], a refinement
of the Firefly Algorithm utilizing a self-adapting approach
to accelerate global space exploration. Enhanced variants of
PSO called Gaussian Mutated PSO (PSO-MUT) [19] and
Application Specific Modified Particle Swarm Optimization
(ASMPSO) [20] are used to address MicroGrid scheduling
in different scenarios. Modified Bacterial Foraging Opti-
mization (MBFO) [21] technique suggested minimizing the
operating cost as well as emission simultaneously. Hybridiza-
tion of Simulated Annealing (SA) with initialization using
Ant Colony Optimization (ACO) is proposed to tackle the
ERM issue with high penetration of EVs [22]. Multi-period
Artificial Bee Colony (MABC) [23] with uncertainty pre-
diction using a Markov chain is applied for energy manage-
ment. In [24], the performance of Differential Search (DS)
and Quantum Particle Swarm Optimization (QPSO) is com-
pared with its hybrid called HDSA and HQPSO for the
energy management problem. The comparison reveals that
HDSA gives better result in terms of profit and opera-
tion time as compared to the aforementioned algorithms.
The modified version of PSO called Guaranteed conver-
gence Particle Swarm Optimization with Gaussian Mutation
(GPSO-GM) [25] and Adaptive Modified Particle Swarm
Optimization algorithm (AMPSO) [26] are presented to solve
the ERM problem. The GECAD (Polytechnic of Porto) group
organized the competition on ‘‘Optimal scheduling of dis-
tributed energy resources’’ [27]. In this competition, Variable
Neighborhood Search algorithm (VNS), Modified Chaotic
Biogeography-based Optimization (CBBO) with Random
Sinusoidal Migration and Cross-Entropy with Evolutionary

Particle Swarm Optimization (CEEPSO) secured the first,
second and third rank respectively. Grey Wolf Optimization
with Fuzzy Logic (FL-GWO) is used for ERM and optimal
battery sizing in microgrid environment [28]. The optimal
allocation of renewable generation and energy storage system
for economic benefits is done by Grey Wolf Optimization
(GWO) [29]. In [30], Lezama proposed the hybrid-adaptive
Differential Evolution (HyDE) algorithm for the ERM with
uncertainties and compared it with the various version of DE.
In MicroGrid with load and RE uncertainty, artificial fish
swarm algorithm (AFSA) [31] is used for ERM. The Modi-
fied PSO suggested for real-time ERM with optimal usage of
battery [32].

Hybridization of GA and SA is suggested in [33] for
the optimal scheduling of the sources of energy in the
islanded and grid-connected modes of a MicroGrid. In [34]
author developed the hybridization of VNS and DEEPSO
with cross-entropy characteristic for the optimal schedul-
ing in a MicroGrid. The GECAD group in collaboration
with Delft University organized the competition [35] on
ERM problem in a microgrid with 100 uncertain scenarios
at IEEE-WCCI/CEC conference, 2018. In this competition,
Variable Neighborhood Search Optimization- Differential
Evolutionary Particle Swarm Optimization (VNS-DEEPSO),
Enhanced Velocity Differential Evolutionary Particle Swarm
Optimization (EVDEPSO) and PSO with Global Best Per-
turbation (PSO-GBP)/Chaotic Evolutionary Particle Swarm
Optimization Algorithm (CEPSO) got the first, second and
third rank respectively. Table 1 provides the summary of
the literature survey of the ECT techniques used for ERM
problem with consideration of different uncertainty related to
renewable generation (RG), forecasting load demand, Elec-
tric Vehicles (EVs) trips and Electricity Market (EM) price.
In TABLE 1 the marks ‘3’ and ‘x’ indicate the consideration
and no consideration of uncertainty, respectively in a respec-
tive reference.

Thus, the above-mentioned literature survey reveals the
fact that, despite the modification and hybridization of algo-
rithms, the objective of near-optimal solutions remains a
major challenge in the field of optimization. No free lunch
theorem [36] of optimization also proves that it is very
difficult to find an algorithm that consistently provides the
near-optimal and robust solution for all types of complex
non-linear problems. Recently, hybridization of evolutionary
algorithms has become popular in resolving the ERM prob-
lem due to their ability to handle non-linearity and uncer-
tainty.

In summary, a robust hybrid optimization technique is key
to achieving the near-optimal solution in a complex ERM
problem with the highly uncertain environment. The arti-
cle, therefore, has the following contributions to obtain a
near-optimal solution:

1. Developed an effective hybridization of the PSO
and VNS algorithm with the enhanced step length
using Levy Flight entitled as ‘‘Hybrid Levy Particle
Swarm Variable Neighborhood Search Optimization’’
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TABLE 1. Literature survey of evolutionary computation techniques used for the ERM problem with different uncertainty.

(HL_PS_VNSO). HL_PS_VNSO secured the second
rank in IEEE-CEC/GECCO, 2019 competitions. [37].

2. The HL_PS_VNSO algorithm has the near-optimal
solution for a model developed by GECAD group for
solving the day ahead energy resource scheduling prob-
lems in a MicroGrid with high uncertainty owing to
Solar PV generation, load forecasting, EVs trip and
Electricity Market price.

3. To prove the effectiveness and robustness of the
HL_PS_VNSO algorithm, it is compared with the com-
petition participated algorithms. The comparative anal-
ysis is carried out in terms of average fitness, standard
deviation, R.I and A.R.I.

4. A statistical method entitled as One-way ANOVA
Tukey analysis is used for the effective comparative
study.

After the introductory portion, this article contains the fol-
lowing sections: Part II. Problem Formulation of ERM with
uncertainty, HL_PS_VNSO algorithm in Part III. Part IV.
consists of Test case and result analysis and Conclusion is
given in Part V.

II. PROBLEM FORMULATION OF ENERGY RESOURCE
MANAGEMENT (ERM) WITH UNCERTAINTY
A. VIRTUAL POWER PLAYER (VPP) ENERGY
MANAGEMENT
The VPP aims to increase the profit by minimizing the oper-
ating cost of energy resources and maximize the income
by selling the spare energy into the electricity markets. The
objective function is converted into minimization of function
f and represented by equation (1). Figure 1 illustrates the
Energy Resource Management in MicroGrid by VPP with
an uncertain environment. Where, VPP can buy the energy
from the dispatchable DGs, renewable energy sources (i.e.
PV units) and prosumer through the DR program. VPP can
also buy or sell the energy from or to the energy storage
units, Electricity Markets (EMs) and Electric Vehicles (EVs).
After accumulating the energy from all the resources, opti-
mal scheduling of energy is done by the VPP through the
optimization and sells the energy to different types of load
(i.e. residential, commercial and industrial load), EVs and
EMs. The cost of buying the energy from the different energy
sources is considered as an operating cost of VPP and the cost
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FIGURE 1. Energy resource management in MicroGrid by VPP with the uncertain environment [38].

of selling the energy to the electricity market is considered as
an income of VPP.

Minimize_f = O.CDay+1
total − IncomeDay+1total (1)

where ‘Day’ is the day before the optimal scheduling is done
by VPP. O.CDay+1

total represents the total operating cost (O.C)
of the resources managed by the VPP in a day advance. Total
income generated by VPP is represented by IncomeDay+1total .

The minimum value of f (hopefully negative) is the profit
of the VPP. If f is negative it is expected to have a profit
otherwise, O.C is higher than Income. Thus, the profit is
P = −f , where P is the profit. Nevertheless, for the goal
in optimization terms is to obtain the minimum value of
f in the metaheuristics form (2), as shown at the bottom
of the next page. In equation (2), O.C consists of the cost
of dispatchable distributed generation (DG), external power
suppliers, discharge of energy storage systems and electric
vehicles, penalization of non-supplied demand, penalization
of DG units’ generation curtailment and Demand Response
(DR) programs.

The indices are represented by: DG is an index of dis-
patchable distributed generation units; EPS is an index of
external power suppliers; PV is an index of photovoltaic
power generation units; ESS is an index of energy storage
systems; EV is an index of electric vehicles; LD is an index
of loads; SN is an index of scenarios; t is an index of a time
slot.

The parameters are described by: NDG is the total number
of DG units; NEPS is the total number of external power

suppliers; NPV is the total number of photovoltaic power gen-
eration units; NESS is the total number of energy storage units;
NEV is the total number of electric vehicles; NSN is the total
number of considered scenarios; NLD is the total number of
loads. T is the total number of time slots. CDG(DG,t) is the cost
of generation of DG unit in slot t (m.u./kWh); CEPS(EPS,t) is
the cost of generation of EPS in slot t (m.u./kWh); CPV(PV,t) is
the cost of PV units in slot t (m.u./kWh); CDis(ESS,t) is the dis-
charge cost of ESS in slot t (m.u./kWh); CDis(EV,t) is the
discharge cost of EV in slot t (m.u./kWh); CGC(DG,t) is the
generation curtailment cost of DG unit in slot t (m.u./kWh);
CNSD(LD,t) is the non-supplied demand cost of load LD in slot
t (m.u./kWh); CCutDR(LD,t) is the DR load curtailment cost in
slot t (m.u./kWh)

The variables are described by: The Operating cost (m.u)
is respresented as O.C; PDG(DG,t) is the active power gen-
eration by DG unit in slot t (kW); PEPS(EPS,t) is the active
power generation by EPS in slot t (kW); Active power gen-
eration by PV unit in slot t for scenario SN (kW) is rep-
resented by PPV(PV,t,SN ); PDis(ESS,t,SN ) is the active power
discharge by ESS in slot t for scenario SN (kW); The active
power discharge by EV in slot t for scenario SN (kW)
is represented by PDis(EV,t,SN ); PGC(DG,t,SN ) is the active
PNSD(LD,t,SN ) power generation curtailment by DG unit in
slot t for scenario SN (kW); PCutDR(LD,t,SN ) is the active
power non-supplied demand of load LD in slot t for sce-
nario SN (kW); PCutDR(LD,t,SN ) is the active power curtail-
ment of load LD by DR program in slot t for scenario
SN (kW); π (SN) is the probability of occurrence of the
scenario SN.
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The VPP can receive its income by buying and selling of
energy in the electricity markets [39].

Income =
NSN∑
SN=1

T∑
t=1

( NEM∑
EM=1

(PBuy(EM,t)

− PSell(EM,t)).MP(EM,t,SN )

)
• π (SN) (3)

In equation (3), Income consists of the cost of buying and
selling of energy in the electricity markets. EM is an index
of energy markets. NEM is the number of electricity markets.
MP(EM,t,SN ) is the energy market price in slot t for scenario
SN (m.u./kWh).

The variables are described by: Income is the VPP income
(m.u.); PBuy(EM,t) is the active power buy from electricity
market EM in slot t (kW); PSell(EM,t) is the active power sell
to electricity market EM in slot t (kW).

For the objective function (1) network considers the
constraints of the power balance equations, EVs, ESSs,
DR program and electricity market. For more details about
the constraints please refer [39].

B. MODELING OF UNCERTAINTY
For the day ahead ERM, VPP completely relies on the fore-
cast of uncertain sources like load demand, PV generation,
market price and EVs trip. Assumption of an accurate forecast
could create catastrophic failure of MicroGrid if actual data
is different from the forecast. To cope up with this problem,
the Monte Carlo Simulation (MCS) technique is applied for
the scenario generations and reduction by considering the
past data and trend of uncertain sources [40]. In MCS tech-
nique, the probability distribution function (PDF) is used to
produce scenarios using the equation (4). Figure 2 shows the
graphical representation of the scenario generation over each
time slot t.

xSN (t) = xpredict (t)+ xerror,SN (t) (4)

FIGURE 2. Scenario generation over each time slot t.

where, xerror,SN (t) is a normal distribution function with
mean zero and standard deviation σ , xpredict (t) is predicted
value of variable x at t time and xSN (t) is the final value of
variable x for scenario SN at t time. Also, in contexts of static
metrics, the scenario curtailment method is used to exclude
low-probability scenarios and aggregate the high-probability
scenarios. Specific information on this technique is presented
in [40].

The MCS technique generates the 5000 distinct uncertain
scenarios of load production, PV generation and market price
with forecast error using the normal distribution method
of 10%, 15% and 20% respectively. The tool presented in [41]
is used for the generation of uncertainty related to EVs trips.
For this problem, the MCS approach reduced the scenarios
to 500, depending on the highest probability of occurrence of
scenario.

C. FITNESS FUNCTION
The fitness function presented in equation (5) is the sum of
the objective function equation (1) and the aggregate penalty
for violation of network constraints.

Fit(X ) = f + ρ
NCON∑
i=1

max[0, ci] (5)

O.C =
T∑
t=1

NDG∑
DG=1

CDG(DG,t) × PDG(DG,t) +
T∑
t=1

NEPS∑
EPS=1

CEPS(EPS,t) × PEPS(EPS,t)

+

NSN∑
SN=1

T∑
t=1





NPV∑
PV=1

CPV(PV,t) × PPV(PV,t,SN )

+

NESS∑
ESS=1

CDis(ESS,t) × PDis(ESS,t,SN )

+

NEV∑
EV=1

CDis(EV,t) × PDis(EV,t,SN )

+

NDG∑
DG=1

CGC(DG,t) × PGC(DG,t,SN )

+

NLD∑
LD=1

CNSD(LD,t) × PNSD(LD,t,SN )

+

NLD∑
LD=1

CCutDR(LD,t) × PCutDR(LD,t,SN )



• π (SN)



(2)
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FIGURE 3. Working of fitness function [38].

where, X represents the solution vector. ci is the magnitude
of ith constraint, NCON is the total constraints and ρ is the
penalty factor. Fit(X ) is the value of fitness function (m.u)
for the solution vector X .
By taking into account the uncertain sources in the solution

vector, the fitness function is modified based on the scenario
created by the MCS defined by equation (6).

FitSN (X ) = f (X + δSN ) (6)

where, δSN is the alteration of variable in scenario SN,
FitSN (X ) represents the fitness function for the scenario SN.
The fitness function mean and standard deviation [37] for the
scenarios SN can be calculated using the equation (7) and (8)
respectively:

MEAN_FitSN (X )

=
1
NSN

NSN∑
SN

f (X + δSN ) (7)

STD_FitSN (X )

=

√√√√ 1
NSN

NSN∑
SN=1

[f (X + δSN )−MEAN_FitSN (X )]2 (8)

where, MEAN_FitSN (X ) and STD_FitSN (X ) are the mean
and the standard deviation of fitness function over the
500 scenarios.

The total number of times, the function evaluation is calcu-
lated by equation (9), which depends on the considered pop-
ulation, iteration and scenario for the solution of a problem.

FEs = Np∗NSN ∗Niteration (9)

where, Np is the total number of particles; NIteration is the
total number of Iterations; FEs is the total number of function
evaluations.

Figure 3 illustrates the internal functioning of the fitness
function. The fitness function receives the input data as an
array such as test case information, specific parameters, ini-
tial solutions and the number of scenarios (500 scenarios are
considered for the competition). The internal functioning of
the fitness function randomly chooses the 500 high probabil-
ity scenarios from the total available scenarios and evaluate
the fitness values of it. As an outcome, we get the fitness value
of fitness function for each selected scenario as well as the
solution of it in a matrix form.

The layout of the solution is an integral part of meta-
heuristics to display a given solution. The solution format
adopted for this problem follows the vector representation as
shown in Figure 4. The solution is represented as a vector
of six-group of variables named as a group (1) active power
output of DGs, group (2) generator binaries, group (3) EVs
charge/discharge, group (4) ESSs charge/discharge, group (5)
demand response of load and group (6) electricity market
price. In each 1-hour duration, the vector comprising a total
of 142 separate variables, which are reproduced chronologi-
cally for 24 hours. Thus, the total size of the solution vector
for the 24 hours is 24∗142 = 3408 variables. In a solu-
tion vector, all variables are continuous variables, apart from
group (2) generator binaries. Group (2), binary of generator,
refers to binary variables used to denote that a generator is
coupled (’1’’ value) or detached (’0’ value). Further informa-
tion about the internal functioning of fitness and solution are
available in [37].
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FIGURE 4. Solution of the problem [37].

III. HYBRID LEVY PARTICLE SWARM VARIABLE
NEIGHBORHOOD SEARCH OPTIMIZATION (HL_PS_VNSO)
The HL_PS_VNSO is the hybrid version of VNS and PSO
with levy flight step length. In which VNS is used for the
effective initialization of the population to get the near opti-
mal solution in minimum execution time.

A. VNS ALGORITHM
The VNS [42] approach is to extend the local hunt and allow
systemic improvements in the neighborhood and to address
complicated problems. In VNS, the first task comprises the
setting of the VNS strategic parameter and then initializing
the population using equation (10).

Xp,D =
(XMAXD − XMIND )

2
(10)

where, Xp,D is the initial position of the pth particle for
dimension ‘D’ of the solution vector, Where, XMAXD and
XMIND is the upper and lower bound of vector ‘D’. After
the initialization of the particles, identify the best particle
based on the minimum value of the fitness function using
equation (5). After finding the best particle, call the Levy
PSO. In which the best particle of VNS considers as an initial
position.

V new
p = A.F1∗[(Pbest − Xp)+W ∗C (Gbest − Xp)

+U (0.2, 0.2, 1). ∗ Step_Length. ∗ (Xp − Gbest )]

(11)

B. LEVY PSO
Levy PSO is the modified version of PSO with levy dis-
tribution without inertia term. The new velocity in Levy
PSO defined by equation (11). Where, the first, second and
third step named as Perception, Cooperation and Levy step
respectively. The product of the sum of all the three steps

and Acceleration Factor_1(A.F_1) gives the new velocity of
particle ‘p’. Where A.F1 is used to increase the exploration
of search space and U (0.2, 0.2, 1) represents the uniform
random number between (0.2,1) with an interval of 0.2. The
detail information about the three steps are given below:

1) PERCEPTION
In this step, the personal best particle Pbest followed the cur-
rent position of particle Xp. The perception term helps in the
exploitation of the local search area to obtain the sub-optimal
solution.

2) COOPERATION
In this concept, the global best particle Gbest followed by
the current particle position. The Gbest is the particle, which
has the minimum value of fitness function among all tested
particles. Here, WC is the cooperation weight obtain by the
random number between (0,1). In equation (11), W ∗C is the
mutation of cooperation weight obtain by equation (12).
The cooperation term useful for the exploration of global
search space to obtain the sub-optimal solution.

3) LEVY STEP
It is a random walk, the length of which is derived from
the Levy distribution as described in equation (13). Where,
‘u’ and ‘v’ obtain from the normal distribution. The most
species (e.g. swordfish and Silky sharks) and insects use Levy
flights to hunt for food [43]. In HL_PS_VNSO algorithm,
the function of levy step is to efficiently exploit and explore
the search space to obtain the global solution. The behavior of
Levy flights in 50 successive steps beginning at origin (0,0)
is illustrated in Figure 5.

W ∗C = [0.5+ rand(0, 1)− (1./(1+ eWC ))] (12)

Step_Length =
u

|v|1/β
(13)
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FIGURE 5. Illustration of levy flight [44].

where, u = rand(0, 1)∗Sigma, v = rand(0, 1)

Sigma =
{

0(1+ β) ∗ sin(5 ∗ β)
0[(1+ β)/2] ∗ β ∗ 2(β−3)

}1/β
(14)

where, β called levy coefficient.
The new velocity V new

p given by equation (11) is the opti-
mal step length of particles to get the optimal solution. The
size of the step length is neither too low nor large; else,
the solution gets stuck into local minima. Thus, to design the
method in such amanner that the optimumvalue and direction
of the step size would be given to achieve the sub-optimal
solution in a sufficient amount of time. If the present veloc-
ity obtained by equation (11) exceeds the boundary point,
it should be enforced by equation (15).

V new
p =

{
VMin
p +L.F(V

Max
p −VMin

p )......if ..V new
p >VMax

p

VMin
p +L.F(V

Max
p −VMin

p )......if ..V new
p <VMin

p

(15)

Here, the Limit Factor (L.F) enhance and keep the step length
within the boundary limit.

Xnewp = A.F2∗
(
Xp + V new

p

)
(16)

After finding the new velocity V new
p , determine the new posi-

tion of each particle ‘p’ using equation (16). Equation (16)
is the updated version of the standard new position equation
as defined in all the population-based algorithms by using
Acceleration Factor_2 (A.F_2) to speeds up the particle dis-
placement process and prevent it from falling into the local
minima.

Figure 6 shows the movement of HL_PS_VNSO algo-
rithm, in which the current position Xp mutated by the A.F2
and it becomes the mutated current position X∗p . Then the
vector summation of X∗p and new velocity V new

p gives a new
position Xnewp . Where V new

p is the vector sum of the term
perception, cooperation and levy step.

Figure 7 illustrates the flowchart of HL_PS_VNSO algo-
rithm, which apply for the ERMproblem in a highly uncertain
environment. The flowchart of the HL_PS_VNSO algorithm
has the following steps:
Step 1 (Initialization by VNS): Here, VNS used for the

effective initialization of the considered particles, for that first

task comprises of setting the VNS strategic parameter and
then initializing the particle population using equation (10).
Step 2: Set iteration to zero and determine the fitness of

each initialized particle using the fitness function defined in
equation (5) and find the best particle based on the minimum
values of fitness function and then update the iteration.
Step 3: Improve the position of each particle by VNS to

obtain the best particle.
Step 4: If iteration becomes greater than or equal to two,

then call Levy PSO otherwise go to step-3.
Step 5 (Levy PSO): - Set the Levy PSO parameters and

then initialize position and velocity between upper and lower
bound by randomization.
Step 6: Determine the fitness function of each initialized

particle and the best particle provided by VNS, and then
update the memory based on the minimum fitness value.
Update the iteration count by one.
Step 7: Replicate each particle’s actual position, then

update the memory by the replicated and best existing
particle.
Step 8: Randomly produce a number between [0, 1] and

if its value exceeds the probability of local search, go to
Step-9 for exploring the global search space, otherwise go to
Step-13 for the exploitation of local search space.
Step 9: (Global exploration):- Update the velocity and

position of each particle using equation (11) and (16) respec-
tively.
Step 10: Using equation (12), adjust the weight of the

replicate population to generate the new particles.
Step 11: Impose the limit, if the current and replicate

particles violating the limits.
Step 12: Determine the fitness function of each existing

and replicated particle to obtain the global best particle and
then go to step-16.
Step 13 (Local Search):- Using local search, determine the

new location of the existing particles.
Step 14: Impose the limit, if the current particles violating

the limits.
Step 15: Determine the fitness function of each existing

particle to obtain the global best particle.
Step 16: Upgrade the memory of HL_PS_VNSO by the

global best particle.
Step 17: Update the iteration, and then check the cutoff

limit of iteration.
Step 18: If the cutoff limit is crossed, exit from the

HL_PS_VNSO algorithm or else proceed to step-7.

IV. TEST CASE AND RESULT ANALYSIS
In this test case, the network shown is a real distribution
system of a housing area in Portugal. The system is comprised
of 24 underground lines linked with the main grid through
the transformer at bus 1. All evaluated algorithms are tested
for the 25-bus MicroGrid network contains 500 scenarios of
uncertain sources such as PV units, 36 EVs, 90 residential
loads with demand response scheme, 2 ESSs and 2 EMs.
Table 2 shows the test case data of the 25-bus network in
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FIGURE 6. Movement of HL_PS_VNSO algorithm.

TABLE 2. Test case data [39]

terms of variable type, cost, power range and the number
of units. Detail information about the case study available
in [37]. Figure 8 represents the diagram of a 25-bus Micro-
Grid network.

The VPP’s objective is to optimally utilize the accessible
distributed energy resources of the 25-bus MicroGrid. For
that, HL_PS_VNSO algorithm was applied to solve the ERM
problem under uncertain condition. To verify the efficacy

and robustness of algorithms, for all competing algorithms
we find the 20 final solutions (one for each run or trial) for
the ERM problem. In each run, a maximum 50,000 function
evaluations are allowed.

To prove the effectiveness of theHL_PS_VNSO algorithm,
the results of HL_PS_VNSO are compared with the compe-
tition participated algorithm such as Gauss Mapped Variable
Neighborhood Particle Swarm Optimization (GM_VNPSO),
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FIGURE 7. Flowchart of HL_PS_VNSO algorithm.

CUMDANCauchy-C1: Cellular Estimation Distribution
Algorithm, PSO-GBP, Cross-Entropy Variable Neighbor-
hood Differential Evolutionary Particle Swarm Optimization
(CE_VNDEPSO) and EVDEPSO. The results of above all
listed algorithms have been extracted from the competition
database [37].

The HL_PS_VNSO algorithm is tested on a 64-bit operat-
ing system Intel Core(TM)-i3 processor with 8GB of RAM
operating on Windows 10. MATLAB R2016b is used to
address the HL_PS_VNSO algorithm.

A. FINE-TUNING OF HL_PS_VNSO PARAMETERS
One of the most critical aspects of the design of any
metaheuristic technique is the calibration of the strategic

parameters. In the HL_PS_VNSOmethod, a variety of exper-
iments have been carried out to evaluate the optimum values
of the strategic parameters. In these experiments, fix the
size of population and no. of iteration to evaluate the fitness
function closer to limit of 50,000 evaluations as per equa-
tion (9), but the other strategic parameters, such as Accel-
eration Factor-1 (A.F1), Acceleration Factor-2 (A.F2), Limit
Factor (L.F) and local search probability altered to their opti-
mum range. The results of the experiments give the optimum
value of the strategic parameters as shown in Table 3 based
on the best value of the Average Ranking Index (A.R.I).

After tuning the parameters of HL_PS_VNSO algorithm,
it is used to solve the day ahead ERM problem. The per-
formance of HL_PS_VNSO is compared with all tested
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FIGURE 8. 25-bus network [45].

TABLE 3. The parameters of HL_PS_VNSO.

algorithms in terms of average fitness and standard deviation
for each run as shown in Table 4. The average fitness is
the mean value of the fitness function over the 50,000 func-
tion evaluations in each run as per the equation (7). The
standard deviation is the deviation of the fitness function
over the 50,000 function evaluations in each run as per the
equation (8).

R.I = MEAN_FitSN (X )+ STD_FitSN (X ) (17)

Table 5 presents the Ranking Index (R.I) of all evaluated
algorithms as per the equation (17). The R.I is the sum of
average fitness and standard deviation over 50,000 function
evaluations in each run as per given in Table 4. In the case
of metaheuristic optimizationmethods, the initial populations
are created randomly. As a result, all the methods obtain dif-
ferent optimal solutions in every run (trial). So, for comparing

the performance of various metaheuristic methods, the simu-
lations are carried out many times (e.g. 20 runs) and the Rank-
ing Index (R.I) are found out for each run. Table 5 reveals that
HL_PS_VNSO has the best values of R.I in almost all 20 runs
except 10, 11, 15, 16 and 17 runs. In runs 10, 11, 15, 16 and
17 the proposedHL_PS_VNSO algorithm gives inferior solu-
tions as compared to the other two methods (GM_VNPSO
and CE_VNDEPSO). So in 75% runs HL_PS_VNSO algo-
rithm gives the best value of R.I compared to all tested
algorithms. Out of 20 runs, the HL_PS_VNSO algorithm
gives the best R.I in run 14 of value 78.53. It means that for
this run HL_PS_VNSO gives the best solution for the ERM
problem out of 20 runs. The best solution of run 14 given by
the HL_PS_VNSO algorithm is provided in Table 10. This
solution consists of the optimal scheduling of the different
energy resources within the constraints limit.

Table 6 shows the Average Ranking Index (A.R.I) of all
tested algorithms for 20 runs obtained using equation (18).
Here, NRuns is the number of runs used for the calculation
of A.R.I. Table 6 also provides the average fitness, standard
deviation, best and worst fitness function over 20 runs for all
tested algorithms.

A.R.I =
1

NRuns

NRuns∑
i=1

(MEAN_FitSN (X )+ STD_FitSN (X ))

(18)
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TABLE 4. Average fitness and standard deviation of algorithms in each run.

TABLE 5. Ranking index (R.I) of algorithms over 20 runs.

TABLE 6. Algorithm comparison over 20 runs.

As seen in Table 6, the HL_PS_VNSO algorithm obtained
the lowest A.R.I of value 84.10 m.u., which is the sum of
the average fitness and the standard deviation. The minimum

value of A.R.I. means that, the operating cost is less or
profit is high. The other tested algorithms like GM_VNPSO,
CE_VNDEPSO, CUMDAN Cauchy-C1, EVDEPSO and
PSO-GBP got the second, third, fourth, fifth and sixth rank
respectively in terms of A.R.I.

It is obvious from the comparison that HL_PS_VNSO
delivers the best outcomes compared to all tested techniques
in terms of A.R.I. The best and worst operating cost of
HL_PS_VNSO is 3.76m.u. and 284.93m.u. respectively. The
worst value of the operation cost obtained by HL_PS_VNSO
is also the lowest compare to all tested algorithms. The
standard deviation given in Table 6 indicates the variability
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TABLE 7. Tested algorithms iterations and mean execution time.

of the fitness function over 20 runs. Out of all tested algo-
rithms, HL_PS_VNSO provides the lowest value of the stan-
dard deviation of 47.52 m.u. Which shows the robustness of
HL_PS_VNSO algorithm.

Table 7 provides the assessment of the algorithms in terms
of no of iterations and mean execution time. The execution
time is also an essential aspect of checking the robustness
of any algorithm. Table 7 reveals that, in terms of mean
execution time, HL_PS_VNSO is ranked fourth among all
tested algorithms. Whereas other algorithms such as CUM-
DAN Cauchy-C1, CE_VNDEPSO, PSO-GBP, GM_VNPSO
and EVDEPSO are ranked first, second, third, fifth and sixth
respectively, but the A.R.I of them are quite high relative to
HL_PS_VNSO. Therefore, an algorithm which provides the
optimal solution in the lowest mean execution time would
gain the benefit of solving this kind of large-scale problem
in a limited time. The HL_PS_VNSO has discovered the best
solution in a reasonable time, which indicates the efficacy of
the suggested strategy.

However, a comparison focused solely on R.I indicates a
weak approach to evaluating the results. Apart from the real-
ity that the R.I value of HL_PS_VNSO is lower than all tested
methods, it is important to verify whether all the methods
have a statistically significant difference from each other in
terms of R.I. For that, use the statistical test named as One-
wayANOVATukey’s Honestly Significant Difference (HSD)
test.

B. STATISTICAL TEST
One-way ANOVA [46] is a statistical approach used to verify
the R.I of all the algorithms evaluated for each run shows any
noticeable variations. In this respect, a test of the hypothesis
is used to confirm the performance. In this test, the degree of
significance is set at 5% to verify the statistical differences
between the all tested algorithms. The one-way ANOVA test
gives a meaningful finding, if the value of ‘P’ given by test
is below 0.05, then it may be assumed that there is ample
statistical proof that any one or more algorithms are substan-
tially different from the other in terms of R.I. The limitation
of One-way ANOVA is that it can only show that the R.I of all
algorithms has substantial variances, but it cannot provide the
details on which one algorithm differs from the others. For
this purpose, a pairwise comparison test, known as Tukey’s
Honestly Significant Difference (HSD) test [47], is conducted

TABLE 8. Result of ONE-WAY ANOVA.

TABLE 9. TUKEY HSD result.

to categorize the which algorithms are substantially different
from HL_PS_VNSO.

The one-way ANOVA analysis provides a value of ’P’
below 0.05 as seen in Table 8, suggesting a major differ-
ence between one or more algorithms. Then after using the
Tukey HSD test for pairwise assessment. In this test first step
is to find the critical value (Qcritical) from the studentized
range distribution table [48] based on the a = 6 treat-
ments (algorithms) and degrees of freedom DF = 114 as
given in Table 8. The critical value obtained from the studen-
tized range distribution table is 3.172. Then, calculate the Q-
statistic as per equation (19) for all the pairwise comparison
with HL_PS_VNSO algorithm. The values of Qi,j are given
in Table 9.

Qi,j =

∣∣yi − yj∣∣√
(MS)
NRuns

(19)

where, i, j = 1, ..a, i 6= j. yi− yj is the difference between the
A.R.I of the compared pair of algorithms. M = 62.6 is the
Mean Square for within algorithms as given in Table 8.

Table 9 reveals that for all pairwise treatments, the mag-
nitude of Tukey HSD Q statistic Qi,j is higher than Qcritical
except for the pairwise treatment between HL_PS_VNSO
andGM_VNPSO. This implies that the R.I of HL_PS_VNSO
and GM_VNPSO are approximately the same but substan-
tially different from the remaining algorithms in each run.
Whereas in terms of A.R.I, the HL_PS_VNSO algorithm
provides the best outcome relative to all tested algorithms.
Also as seen in Table 7, HL_PS_VNSO offers the solution
in lower mean execution time as compared to GM_VNPSO.
So overall the HL_PS_VNSO provides the best solution for
ERMproblem in a highly uncertain environment as compared
to all tested methods.

V. CONCLUSION
In the Microgrid context, the extensive usage of uncertain
sources of energy such as PV, ESSs, DR schemes, V2G and
Electricity Markets with various scenarios making the ERM
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TABLE 10. Solution of HL_PS_VNSO.

challenge highly dynamic and high-dimensional. To solve
this problem with maximum profit, the VPP must use the
appropriate method.

This article suggested a hybrid version of VNS and PSO
with levy flight step length and entitled as Hybrid Levy Par-
ticle Swarm Variable Neighborhood Search Optimization’’
(HL_PS_VNSO). In the proposed method, the VNS is used
for the effective initialization of the population to reach
towards the near-optimal solution in minimum iterations and
execution time. The use of the levy step in the PSO algorithm
enhances the global exploration capability of the proposed
algorithm.

The HL_PS_VNSO algorithm is applied for the
ERM problem under highly uncertain environment. The
robustness and efficacy of HL_PS_VNSO are compared
with the most advanced optimization algorithms namely
GM_VNPSO, CE_VNDEPSO, CUMDAN Cauchy-C1,
EVDEPSO and PSO-GBP. Comparative evaluation reveals
that HL_PS_VNSO provides the low value of R.I and A.R.I
relative to the algorithms described above. This means that
VPP acquires maximum profit by using the HL_PS_VNSO
algorithm. Statistical evaluation by the one-way ANOVA
Tukey HSD test further confirms its superiority by demon-
strating that the R.I of HL_PS_VNSO is statistically

substantially different from the above-listed algorithms
except for the GM_VNPSO algorithm. But in terms of A.R.I
and mean time of execution, HL_PS_VNSO offers better
performance than GM_VNPSO. Eventually, the suggested
HL_PS_VNSO approach produces optimal performance and
demonstrates that it is capable of coping with practical prob-
lems containing a wide variety of uncertainty.

In the future, HL_PS_VNSO will be used to tackle an
extremely dynamic MicroGrid network with large integra-
tion of unpredictable energy sources and a broad range of
scenarios.

APPENDIX
The optimal solution of the HL_PS_VNSO algorithm is pro-
vided in Table 10.

REFERENCES

[1] J. Soares, M. A. Fotouhi Ghazvini, M. Silva, and Z. Vale, ‘‘Multi-
dimensional signaling method for population-based metaheuristics: Solv-
ing the large-scale scheduling problem in smart grids,’’ Swarm Evol. Com-
put., vol. 29, pp. 13–32, Aug. 2016, doi: 10.1016/j.swevo.2016.02.005.

[2] R. Noroozian and H. Vahedi, ‘‘Optimal management of MicroGrid
using bacterial foraging algorithm,’’ in Proc. 18th Iranian Conf. Electr.
Eng., Isfahan, Iran, May 2010, pp. 895–900, doi: 10.1109/IRANI-
ANCEE.2010.5506951.

VOLUME 8, 2020 108795

http://dx.doi.org/10.1016/j.swevo.2016.02.005
http://dx.doi.org/10.1109/IRANIANCEE.2010.5506951
http://dx.doi.org/10.1109/IRANIANCEE.2010.5506951


D. Dabhi, K. Pandya: Uncertain Scenario Based MicroGrid Optimization

[3] M. Rouholamini and M. Mohammadian, ‘‘Heuristic-based power man-
agement of a grid-connected hybrid energy system combined with
hydrogen storage,’’ Renew. Energy. , vol. 96, pp. 354–365, Oct. 2016,
doi: 10.1016/j.renene.2016.04.085.

[4] T. Sousa, T. Soares, H. Morais, R. Castro, and Z. Vale, ‘‘Simulated anneal-
ing to handle energy and ancillary services joint management consider-
ing electric vehicles,’’ Electr. Power Syst. Res., vol. 136, pp. 383–397,
Jul. 2016, doi: 10.1016/j.epsr.2016.03.031.

[5] A. Maulik and D. Das, ‘‘Optimal operation of microgrid using four dif-
ferent optimization techniques,’’ Sustain. Energy Technol. Assessments,
vol. 21, pp. 100–120, Jun. 2017.

[6] B. Papari, C. S. Edrington, T. V. Vu, and F. Diaz-Franco, ‘‘A heuristic
method for optimal energy management of DC microgrid,’’ in Proc. IEEE
2nd Int. Conf. DCMicrogrids (ICDCM), Nuremburg, Germany, Jun. 2017,
pp. 337–343, doi: 10.1109/ICDCM.2017.8001066.

[7] M. Silva, H. Morais, and Z. Vale, ‘‘An integrated approach for dis-
tributed energy resource short-term scheduling in smart grids considering
realistic power system simulation,’’ Energy Convers. Manage., vol. 64,
pp. 273–288, Dec. 2012, doi: 10.1016/j.enconman.2012.04.021.

[8] A. Takeuchi, T. Hayashi, Y. Nozaki, and T. Shimakage, ‘‘Optimal schedul-
ing using metaheuristics for energy networks,’’ IEEE Trans. Smart Grid,
vol. 3, no. 2, pp. 968–974, Jun. 2012, doi: 10.1109/TSG.2012.2191580.

[9] T. M. Hansen, R. Roche, S. Suryanarayanan, A. A. Maciejewski, and
H. J. Siegel, ‘‘Heuristic optimization for an aggregator-based resource
allocation in the smart grid,’’ IEEE Trans. Smart Grid, vol. 6, no. 4,
pp. 1785–1794, Jul. 2015, doi: 10.1109/TSG.2015.2399359.

[10] U. Asgher, M. Rasheed, A. Al-Sumaiti, A. Rahman, I. Ali, A. Alzaidi, and
A. Alamri, ‘‘Smart energy optimization using heuristic algorithm in smart
grid with integration of solar energy sources,’’ Energies, vol. 11, no. 12,
p. 3494, Dec. 2018.

[11] W. Bai, I. Eke, and K. Y. Lee, ‘‘Optimal scheduling of distributed energy
resources by modern heuristic optimization technique,’’ in Proc. 19th Int.
Conf. Intell. Syst. Appl. to Power Syst. (ISAP), San Antonio, TX, USA,
Sep. 2017, pp. 1–6.

[12] J. Soares, C. Lobo, M. Silva, H. Morais, and Z. Vale, ‘‘Relaxation of non-
convex problem as an initial solution of meta-heuristics for energy resource
management,’’ in Proc. IEEE Power Energy Soc. Gen. Meeting, Denver,
CO, USA, Jul. 2015, pp. 1–5.

[13] N. Nikmehr and S. Najafi-Ravadanegh, ‘‘Optimal operation of distributed
generations inmicro-grids under uncertainties in load and renewable power
generation using heuristic algorithm,’’ IET Renew. Power Gener., vol. 9,
no. 8, pp. 982–990, Nov. 2015, doi: 10.1049/iet-rpg.2014.0357.

[14] F. Luo, Z. Y. Dong, Z. Xu, W. Kong, and F. Wang, ‘‘Distributed res-
idential energy resource scheduling with renewable uncertainties,’’ IET
Gener., Transmiss. Distrib., vol. 12, no. 11, pp. 2770–2777, Jun. 2018,
doi: 10.1049/iet-gtd.2017.1136.

[15] L. Lu, J. Tu, C.-K. Chau, M. Chen, and X. Lin, ‘‘Online energy gen-
eration scheduling for microgrids with intermittent energy sources and
co-generation,’’ in Proc. ACM SIGMETRICS/international Conf. Meas.
Model. Comput. Syst., 2013, pp. 53–66.

[16] J. Soares, M. Silva, T. Sousa, Z. Vale, and H. Morais, ‘‘Dis-
tributed energy resource short-term scheduling using signaled particle
swarm optimization,’’ Energy, vol. 42, no. 1, pp. 466–476, Jun. 2012,
doi: 10.1016/j.energy.2012.03.022.

[17] T. Niknam, F. Golestaneh, and A. Malekpour, ‘‘Probabilistic energy and
operation management of a microgrid containing wind/photovoltaic/fuel
cell generation and energy storage devices based on point estimate method
and self-adaptive gravitational search algorithm,’’ Energy, vol. 43, no. 1,
pp. 427–437, Jul. 2012, doi: 10.1016/j.energy.2012.03.064.

[18] S. Mohammadi, B. Mozafari, S. Solimani, and T. Niknam, ‘‘An adap-
tive modified firefly optimisation algorithm based on Hong’s point esti-
mate method to optimal operation management in a microgrid with con-
sideration of uncertainties,’’ Energy, vol. 51, pp. 339–348, Mar. 2013,
doi: 10.1016/j.energy.2012.12.013.

[19] P. Faria, J. Soares, Z. Vale, H. Morais, and T. Sousa, ‘‘Modified parti-
cle swarm optimization applied to integrated demand response and DG
resources scheduling,’’ IEEE Trans. Smart Grid, vol. 4, no. 1, pp. 606–616,
Mar. 2013, doi: 10.1109/TSG.2012.2235866.

[20] J. Soares, T. Sousa, H. Morais, Z. Vale, B. Canizes, and A. Silva,
‘‘Application-specific modified particle swarm optimization for energy
resource scheduling considering vehicle-to-grid,’’ Appl. Soft Com-
put., vol. 13, no. 11, pp. 4264–4280, Nov. 2013, doi: 10.1016/
j.asoc.2013.07.003.

[21] M.Motevasel and A. R. Seifi, ‘‘Expert energy management of a micro-grid
considering wind energy uncertainty,’’ Energy Convers. Manage., vol. 83,
pp. 58–72, Jul. 2014, doi: 10.1016/j.enconman.2014.03.022.

[22] T. Sousa, Z. Vale, J. P. Carvalho, T. Pinto, and H. Morais, ‘‘A hybrid
simulated annealing approach to handle energy resource management con-
sidering an intensive use of electric vehicles,’’ Energy, vol. 67, pp. 81–96,
Apr. 2014, doi: 10.1016/j.energy.2014.02.025.

[23] M. Marzband, F. Azarinejadian, M. Savaghebi, and J. M. Guer-
rero, ‘‘An optimal energy management system for islanded micro-
grids based on multiperiod artificial bee colony combined with Markov
chain,’’ IEEE Syst. J., vol. 11, no. 3, pp. 1712–1722, Sep. 2017,
doi: 10.1109/JSYST.2015.2422253.

[24] M. Sufyan, R. N. Abd, and C. Tan, ‘‘Optimal sizing and energy schedul-
ing of isolated microgrid considering the battery lifetime degradation,’’
PLoS ONE, vol. 14, no. 2, 2019, Art. no. e0211642, doi: 10.1371/jour-
nal.pone.0211642.

[25] M. Abedini, M. H. Moradi, and S. M. Hosseinian, ‘‘Optimal manage-
ment of microgrids including renewable energy scources using GPSO-
GM algorithm,’’ Renew. Energy, vol. 90, pp. 430–439, May 2016,
doi: 10.1016/j.renene.2016.01.014.

[26] A. A. Moghaddam, A. Seifi, T. Niknam, and M. R. Alizadeh
Pahlavani, ‘‘Multi-objective operation management of a renewable
MG (micro-grid) with back-up micro-turbine/fuel cell/battery hybrid
power source,’’ Energy, vol. 36, no. 11, pp. 6490–6507, Nov. 2011,
doi: 10.1016/j.energy.2011.09.017.

[27] F. Lezama, J. Soares, Z. Vale, J. Rueda, S.Rivera, I. Elrich. (Dec. 2016).
The Guidelines andMATLABCode of Participated Algorithms of Competi-
tion. [Online]. Available: https://site.ieee.org/psace-mho/2017-smart-grid-
operation-problems competition-panel/

[28] K. S. EI-Bidairi, H. Duc Nguyen, S. D. G. Jayasinghe, and T. S. Mahmoud,
‘‘Multiobjective intelligent energy management optimization for grid-
connectedmicrogrids,’’ inProc. IEEE Int. Conf. Environ. Electr. Eng. IEEE
Ind. Commercial Power Syst. Eur. (EEEIC), Palermo, Italy, Jun. 2018,
pp. 1–6.

[29] V. Kalkhambkar, R. Kumar, and R. Bhakar, ‘‘Joint optimal alloca-
tion methodology for renewable distributed generation and energy stor-
age for economic benefits,’’ IET Renew. Power Gener., vol. 10, no. 9,
pp. 1422–1429, 10 2016, doi: 10.1049/iet-rpg.2016.0014.

[30] F. Lezama, J. Soares, R. Faia, T. Pinto, and Z. Vale, ‘‘A new hybrid-adaptive
differential evolution for a smart grid application under uncertainty,’’ in
Proc. IEEE Congr. Evol. Comput. (CEC), Rio de Janeiro, Brazil, Jul. 2018,
pp. 1–8.

[31] K. P. Kumar and B. Saravanan, ‘‘Day ahead scheduling of generation and
storage in a microgrid considering demand side management,’’ J. Energy
Storage, vol. 21, pp. 78–86, Feb. 2019, doi: 10.1016/j.est.2018.11.010.

[32] M. A. Hossain, H. R. Pota, S. Squartini, and A. F. Abdou, ‘‘Modified
PSO algorithm for real-time energy management in grid-connected
microgrids,’’ Renew. Energy, vol. 136, pp. 746–757, Jun. 2019,
doi: 10.1016/j.renene.2019.01.005.

[33] Z. Bektas, M. O. Kayaláca, and G. Kayakutlu, ‘‘A hybrid heuristic algo-
rithm for optimal energy scheduling of grid-connected micro grids,’’
Energy Syst., vol. 10, pp. 12–17, Feb. 2020, doi: 10.1007/s12667-020-
00380-1.

[34] D. Dabhi and K. Pandya, ‘‘Metaheuristic optimization algorithm for
day-ahead energy resource management (ERM) in microgrid envi-
ronment of power system,’’ in Recent Advances in Communica-
tion Infrastructure (Lecture Notes Electrical Engineering), vol. 618.
Singapore: Springer, Nov. 2019 pp. 115–125. [Online]. Available:
https://link.springer.com/chapter/10.1007/978-981-15-0974-2_11

[35] F. Lezama, J. Soares, Z. Vale, and J. Rueda. (Dec. 2017). The Guidelines
and MATLAB Code of Participated Algorithms of Competition on
‘Evolutionary Computation in Uncertain Environments: A Smart Grid
Application’. [Online]. Available: http://www.gecad.isep.ipp.pt/
WCCI2018-SG-COMPETITION/

[36] D. H. Wolper and W. G. Macready, ‘‘No free lunch theorems for optimiza-
tion,’’ IEEE Trans. Evol. Comput., vol. 1, no. 1, pp. 67–82, Apr. 1997.

[37] F. Lezama, J. Soares, Z. Vale, J.Rueda, and M. Wagner. (Dec. 2018). The
Guidelines and MATLAB Code of Participated Algorithms of Competition
on, Evolutionary Computation in Uncertain Environments: A Smart Grid
Application. [Online]. Available: http://www.gecad.isep.ipp.pt/ERM2019-
Competition/

[38] D. Dabhi and K. Pandya, ‘‘Enhanced velocity differential evolution-
ary particle swarm optimization for optimal scheduling of a dis-
tributed energy resources with uncertain scenarios,’’ IEEE Access, vol. 8,
pp. 27001–27017, 2020, doi: 10.1109/ACCESS.2020.2970236.

108796 VOLUME 8, 2020

http://dx.doi.org/10.1016/j.renene.2016.04.085
http://dx.doi.org/10.1016/j.epsr.2016.03.031
http://dx.doi.org/10.1109/ICDCM.2017.8001066
http://dx.doi.org/10.1016/j.enconman.2012.04.021
http://dx.doi.org/10.1109/TSG.2012.2191580
http://dx.doi.org/10.1109/TSG.2015.2399359
http://dx.doi.org/10.1049/iet-rpg.2014.0357
http://dx.doi.org/10.1049/iet-gtd.2017.1136
http://dx.doi.org/10.1016/j.energy.2012.03.022
http://dx.doi.org/10.1016/j.energy.2012.03.064
http://dx.doi.org/10.1016/j.energy.2012.12.013
http://dx.doi.org/10.1109/TSG.2012.2235866
http://dx.doi.org/10.1016/j.asoc.2013.07.003
http://dx.doi.org/10.1016/j.asoc.2013.07.003
http://dx.doi.org/10.1016/j.enconman.2014.03.022
http://dx.doi.org/10.1016/j.energy.2014.02.025
http://dx.doi.org/10.1109/JSYST.2015.2422253
http://dx.doi.org/10.1371/journal.pone.0211642
http://dx.doi.org/10.1371/journal.pone.0211642
http://dx.doi.org/10.1016/j.renene.2016.01.014
http://dx.doi.org/10.1016/j.energy.2011.09.017
http://dx.doi.org/10.1049/iet-rpg.2016.0014
http://dx.doi.org/10.1016/j.est.2018.11.010
http://dx.doi.org/10.1016/j.renene.2019.01.005
http://dx.doi.org/10.1007/s12667-020-00380-1
http://dx.doi.org/10.1007/s12667-020-00380-1
http://dx.doi.org/10.1109/ACCESS.2020.2970236


D. Dabhi, K. Pandya: Uncertain Scenario Based MicroGrid Optimization

[39] F. Lezama, J. Soares, P. Hernandez-Leal, M. Kaisers, T. Pinto, and
Z. Vale, ‘‘Local energy markets: Paving the path toward fully transactive
energy systems,’’ IEEE Trans. Power Syst., vol. 34, no. 5, pp. 4081–4088,
Sep. 2019.

[40] N. Growe-Kuska, H. Heitsch, and W. Romisch, ‘‘Scenario reduction and
scenario tree construction for power management problems,’’ in Proc.
IEEE Bologna Power Tech Conf. Proccess., Bologna, Italy, Dec. 2003,
pp. 152–158, doi: 10.1109/PTC.2003.1304379.

[41] J. Soares, B. Canizes, C. Lobo, Z. Vale, and H. Morais, ‘‘Electric vehicle
scenario simulator tool for smart grid operators,’’ Energies, vol. 5, no. 6,
pp. 1881–1899, Jun. 2012, doi: 10.3390/en5061881.

[42] P. Hansen and N. Mladenovi, Variable Neighborhood Search (Handbook
of Heuristics), R. Martí, P. Pardalos, and M. Resende, Eds. Cham, Switzer-
land: Springer, 2018.

[43] C. Brown Liebovitch and L. S. Glendon, ‘‘Lévy flights in dobe Ju/?hoansi
foraging patterns,’’ Hum Ecol., vol. 35, no. 1, pp. 129–138, Feb. 2007,
doi: 10.1007/s10745-006-9083-4.

[44] X. S. Yang, ‘‘Random walks and Levy flights,’’ in Nature Inspired Meta-
heuristic algorithms, vol. 2. London, U.K.: Luniver Press, 2010, pp. 11–19.

[45] J. Soares, M. Silva, B. Canizes, and Z. Vale, ‘‘MicroGrid DER control
including EVs in a residential area,’’ in Proc. IEEE Eindhoven PowerTech,
Eindhoven, The Netherlands, Jun. 2015, pp. 1–6.

[46] D. Montgomery, Design and Analysis of Experiments, 8th ed. Hoboken,
NJ, USA: Wiley, Mar. 2012. [Online]. Available:http://faculty.
business.utsa.edu/manderso/STA4723/readings/Douglas-C.
-Montgomery-DesignandAnalysisofExperiments-Wiley-2012.pdf

[47] H. Abdi and L. J. Williams, ‘‘Tukeys honestly significant difference (HSD)
test,’’ in Encyclopedia Resesrch Design. Thousand Oaks, CA, USA: Sage,
2010, pp. 1–5.

[48] H. L. Harter, ‘‘Critical values for Duncan’s new multiple range test,’’
Biometrics, vol. 16, no. 4, pp. 671–685, Dec. 1960, doi: 10.2307/2527770.

DHARMESH DABHI (Member, IEEE) received
the B.E. degree in electrical engineering from
Gujarat Technological University, Ahmedabad,
India, in 2012, the M.Tech. degree in electrical
power system from the M & V Patel Department
of Electrical Engineering, Charotar University of
Science and Technology (CHARUSAT), Changa,
India, in 2014, where he is currently pursuing the
Ph.D. degree. He is also an Assistant Professor
with the M & V Patel Department of Electrical

Engineering, CHARUSAT.

His team’s proposed optimization methods entitled EVDEPSO and
IC-DEEPSO had secured second and fourth ranks in the IEEE PES and
CIS sponsored optimization competitions on Evolutionary Computation in
Uncertain Environments: A Smart Grid Application at IEEE–WCCI confer-
ence 2018, Rio De Janeiro, Brazil. Also, his team’s proposed optimization
method entitled HL_PS_VNSO secured the second rank in the same com-
petition title name but with more complexity in the problem at the IEEE
CEC Conference 2019, Wellington, New Zealand, and the GECCO Confer-
ence 2019, Prague, Czech Republic. His research interests include artificial
intelligence, energy resource management demand response in smart grid,
microgrid, and machine learning application in the power systems.

KARTIK PANDYA (Member, IEEE) received the
Ph.D. degree in electrical engineering from The
Maharaja Sayajirao University of Baroda, India,
in 2013. He is currently a Full Professor with the
M & V Patel Department of Electrical Engineer-
ing, Charotar University of Science and Technol-
ogy (CHARUSAT), Changa, India.

His research interests include power system
optimization, computational intelligence methods,
restructured power systems, smart grid, and renew-

able integrations. He has won many IEEE and CIS sponsored Smart Grid
Optimization Competitions. His team’s proposed optimization methods enti-
tled Levy DEEPSO and EE-CMAES had secured third and second ranks at
the IEEE PES Optimization Competitions at the IEEE PES General Meet-
ings, USA, in 2017 and 2018, respectively. His team’s proposed optimiza-
tion methods entitled EVDEPSO and IC-DEEPSO had secured second and
fourth ranks in the IEEE PES and CIS sponsored optimization competitions
on Evolutionary Computation in Uncertain Environments: A Smart Grid
Application at the IEEE–WCCI Conference 2018, Rio De Janeiro, Brazil.
Also, his team’s proposed optimization method entitled HL_PS_VNSO and
GM_VNPSO secured second and third ranks, respectively, at the IEEE CEC
Conference, New Zealand, and the GECCO 2019, Czech Republic, in 2019.

VOLUME 8, 2020 108797

http://dx.doi.org/10.1109/PTC.2003.1304379
http://dx.doi.org/10.3390/en5061881
http://dx.doi.org/10.1007/s10745-006-9083-4
http://dx.doi.org/10.2307/2527770

