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ABSTRACT Color transfer is a useful image editing technology that transfers the color style of a reference
image to a source image. In this paper, a novel automatic perception color transfer method based on salient
features mapping was proposed. Firstly, the saliency maps of the reference image and source image are
built to predict the human visual attention regions. Secondly, the gradient map is calculated by convolving
the image pair with Sobel filter. Thirdly, the saliency map and gradient map are combined to produce a
weighted attention map. Fourthly, by thresholding the attention map the reference image and the source image
are segmented into regions of salient and non-salient pixels, and mean and standard deviation of these two
regions are calculated in the three channels of the YUV space, respectively. Finally, on the salient and non-
salient pixels an execution similar to Reinhard’s is performed, and the two results are combined to generate
the final output. The experiments result show the superiority of our method by its pleasant natural appearance
with color similarity and image details preservation, high time efficiency and easy implementation.

INDEX TERMS Color transfer, color style, salient features, gradient map, image editing.

I. INTRODUCTION

Color transfer is an image editing technology aiming to trans-
fer the color style of a reference image to a source image,
which is widely used in various image and video processing
applications, such as image colorization, image enhancement
and special effects for videos. Two key issues involved in
this topic include the construction of correct color mapping
between the reference image and the source image, and the
preservation of the source image content after color transfer.
Color mapping ensures that the color of the reference image
be properly transferred to the source image while keeping
the color similarity; and the preservation of color content
requires that the structure and texture of the resulting image
be consistent with source image after the process.

Over the past years, much efforts have been made to
address these issues with many results. Color transfer meth-
ods can be classified into two main categories: the global
color transfer methods and the local ones. The global color
transfer methods [1]-[8] take into account all pixels for
calculating the color statistics; it is easily used due to its
simplicity and high running speed. It usually works under the
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assumption of similarity of global color distributions between
the reference and source images. However, the typical igno-
rance of spatial relationship could easily cause misleading
color mapping and color distortion. To achieve good results
for these global methods, a careful choice of image pairs is
inevitable.

In order to attack the above problems, some local color
transfer methods considering the color correspondence and
spatial relationship are presented in [9]-[25]. The local color
transfer methods are divided into two groups: traditional
methods and machine learning methods. Dominant color
mapping [9], Gaussian Mixture Models [10]-[12], directive
local color transfer methods [13], [14], probabilistic mov-
ing least square algorithms [15], [16], local texture-based
method [17], etc. belong to the former group. The latter group
includes color style changed with neural network [18], deep
learning framework [19], and colorization with the SVM
algorithm [20]. These local color transfer methods can also
be classified as automatic methods [4], [12], [18]-[21] and
interactive methods [17], [22]-[25], where the former ones
refer to the automatic local color mapping without man-
ual intervention to region matching, and the latter means
the allowance of users in defining the correspondence by
sketches or rectangles. Compared with global color transfer
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methods, local methods usually work better in processing the
textures and salient regions of an image. However, most local
methods still have some disadvantages, such as misleading
local color mapping and loss of details, which is worth further
studying.

To improve the performance of the color transfer, some
algorithms based on salient regions and gradient-preserving
themes have been proposed. Salient regions refer to parts
visually more conspicuous than the surrounding regions [26].
According to the salient regions of human visual attention
in images, the color correspondence between image pairs
can be built automatically. Xia [21] proposed an automatic
perception aligned color transfer algorithm based on saliency-
guided manner. Xiao and Ma [6] and Wang et al. [ 7] presented
gradient-preserving color transfer method and LO gradient-
preserving color transfer method respectively to preserve the
source image color similarity and image details.

In this paper, a novel color transfer method with salient
features mapping based on the saliency map and the gradient
map is proposed to achieve a pleasant natural appearance.
Firstly, the saliency maps of the reference image and source
image are built to predict the human visual attention regions
in the images. Secondly, the gradient map is obtained by a
convolution of the image pair with the Sobel filter. Thirdly,
a weighted attention map is produced by a combination of
saliency map and gradient map. Fourthly, by thresholding
the attention map regions of salient and non-salient pixels in
the reference and source images are obtained, and mean and
standard deviation of these two kinds of pixels in the three
channels of the YUV color space are calculated respectively.
Finally, color transfer is processed by an approach similar
to Reinhard’s for the two kinds of pixels, whose results are
added to generate the final output image. The flowchart of
our approach is shown in Figure 1.

The rest of this paper is organized as follows: The related
work of the color transfer methods is reviewed in Section 2.
Section 3 describes in detail the proposed color trans-
fer method with salient features preservation based on the
saliency map and gradient map. The experimental results and
discussions are provided in Section 4. Finally, the conclusions
are summarized in the last section.

Il. RELATED WORK
Reinhard et al. [1] firstly proposed a global color transfer
method based on simple statistics of the mean and standard
deviation for all pixies in the image pairs. However, due to the
large difference in the characteristics of local regions between
images, the performance of this method is much affected
by the little similarity and sizes of the reference and source
images. In the case of different color distribution, the results
may look unnatural, less to say the distortion in the scene
details and color distribution. As such, various improved
algorithms had been proposed hence after.

Pitie et al. [3] proposed an N-dimensional probability den-
sity function (PDF) transfer method for global color transfer,
which ensures the preservation of color distribution. How-
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ever, it easily overstretches pixel values and causes content
changes. As such, a softening scheme was used to remedy
it. Rabin et al. [27] presented a nonlocal Yaroslavsky spatial
filter to suppress artifacts while preserving image details.
Xiao and Ma [6] proposed a gradient-preserving approach
that employed a global histogram matching algorithm forcing
the identity of color histograms of the resulting image with
the source image. Su et al. [28] presented a similar color
histogram matching based on the color mapping scheme.
Luan et al. [29] introduced a deep learning method to map
reference image colors to the source image. Liu and Pei [30]
proposed a texture-aware emotional color transfer method
between images, which can adjust an image with an emotion
word or a reference image to guarantee the color gradient
and naturalness. Xie et al. [31] designed a new color trans-
fer model with an adaptive second-order total generalized
variation (TGV) regularizer. Song and Liu [32] proposes a
new image appearance transfer method combining both color
and texture features, which can obtain sufficient appearance
transfer results. Wang et al. [7] presented a .£0 gradient-
preserving color transfer method which forced the consis-
tence of pixel gradients of the color region in the resulting
image with that in the source image and emphasized the sim-
ilarities between source image pixel colors. The method used
similarity-preserving color mapping algorithm to maintain
the similarities between pixel color and dominant color. Then
the -£0 gradient-preserving algorithm is performed to relax
the large gradients of the sparse pixels along color region
boundaries and preserve the small gradients of pixels within
color regions. To some extent, this method can preserve the
image details and color similarity between images. To achieve
a more accurate color transfer utilizing meaningful dense
correspondence between images, He et al. [8] used neural
representations for matching and optimized a local linear
model for color transfer to satisfy both local and global con-
straints. Generally speaking, the performance of the global
color transfer algorithm depends on the similarities of color
distribution between image pairs. Large statistical difference
produces the unnatural effect, while the similar color statistics
guarantees a perfect result.

To overcome the limitation of the global mapping algo-
rithms, some local mapping algorithms were proposed which
relied on the color correspondence and spatial relation. In the
strategy of these algorithms, the correspondences of repre-
sentative colors (such as dominant colors in [5], [10], [33],
[34], image patch colors in [35], feature point colors in [15])
from the reference image to source image were obtained
firstly. Then, the correspondence of the pixel colors between
the image pairs was propagated by using techniques such as
GMM and radial basis function interpolation.

Tai et al. [10] proposed a local color transfer method based
on their soft color segmentation algorithm. Firstly, the EM
algorithm was improved to segment the input images prob-
abilistically and the Gaussian mixture model (GMM) was
constructed for them. Then, the color mapping relationship
between each Gaussian component in the source image and

104885



IEEE Access

Z. Wu, R. Xue: Color Transfer With Salient Features Mapping via Attention Maps Between Images

Saliency map

Source image

Weighted attention ma

e
Fusion

Reference image

FIGURE 1. Flowchart of our approach.

some Gaussian components in the reference image were
obtained. Finally, Reinhard’s method was applied to each
Gaussian component pair and combined the intermediate
results fractionally according to the probability of each pixel.

Jin et al. [36] proposed a fused color transfer method for
image colorization to solve the spatial color coherency prob-
lem. They employed a simple color transfer method with DFT
and variance features to obtain the preliminary colorization
results with incoherent colors. Fu et al. [37] presented a
method for transferring colors between portrait images. They
used a trained neural network to extract facial masks and
encoded the low-frequency colors by vectoring the image pair
with the sparse diffusion curves. Also, the high-frequency
details in images are represented by the Laplacian of resid-
ual colors. Based on the Simple Linear Iterative Clustering
(SLIC) color clustering of the input image and the reference
image, Fan et al. [38] proposed an intention construction
model for color transfer with the subjective perception to
predict background and saliency regions.

Although the above color transfer methods have achieved
remarkable performance, there are also some limitations in
some scenarios. Global or local color statistics, and inter-
active manual coloring are mainly considered in these algo-
rithms, and their performance and visual results are distinct.
Here the automatic construction of the color mapping rela-
tionship is crucial to color transfer. In reality, the human
visual system tends to focus on salient objects, regions, and
feature edges in the image, and the saliency map presents the
visual attention of the human vision to the important regions
of images in the perception process. However, the saliency
map - driven color mapping approach for color transfer is
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rarely studied. In addition, the color mapping, based on the
salient feature region, qualifies a more natural visual result
and easy implementation by discarding the manual selection
of the mapping color in the process. In our work of the
approach of an automatic correspondence color mapping via
attention maps is verified by its pleasant natural results, easy
implementation and lower computation cost. In the following
part, our algorithm is derived from the idea of color mapping
in terms of salient feature region and applied to the global and
local color transfer. Experiments results show the preference
of our methods to popular approaches.

Ill. ALGORITHM

In this section, the framework of our algorithm is described
in detail. YUV color space, the algorithms for calculation
of saliency map and gradient map, and the proposed color
transfer method are introduced, respectively.

A. COLOR SPACE CONVERSION

Since the choice of color space often influence the image
processing result, it is important to choose a proper color
space for the given task. Though Lab and HSV color spaces
are usually used for color transfer, we choose to use the YUV
color space in this study. Different from Lab that is defined
in log space, YUV model is defined in linear space. Our
experiments on different color spaces indicate a preferrence
to YUV color space according to its more natural appear-
ance for most images. The comparison results generated
by our method using Lab and YUV color space are shown
in Figure 2.
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FIGURE 2. Color space comparisons in Lab and YUV. The first column
images are source images, the second column images are reference
images, the third column images are transfer results in Lab, and the
fourth column images are transfer results in YUV.

The YUV color model imitates human vision. Similar to
RGB, YUV color space is also a kind of color-coding method,
which was developed to provide compatibility between color
and black/white analog television systems. YUV color space
is separated into three components, i.e., Y, U and V com-
ponent. The Y component determines the brightness of the
color (i.e., luminance or luma), while the U and V compo-
nents determine the color itself (i.e., chrominance or chroma).
Without UV information, the images can be displayed with
the full contents, though it is only gray (black/white).

The image is converted from RGB to YUV space according
to formula (1) before making color statistics. And after the
color transfer operation, the result is converted back to RGB
space using formula (2).

Y 0299  0.0587  0.114 R
Ul=1[-0148 -0289 —0437|e|G]|
1% 0.615 0515 —0.100 B

R 1 0 1.140 Y

G|l=|1- 0395 —0581|e|U )
B 1 2032 0 1%

B. SALIENCY MAP AND GRADIENT MAP
The salient regions in the reference image and the source
image are utilized for color mapping in our algorithm.
To enhance the saliency of the image features, the gradient
information and salient information of the reference and
source image are combined. The methods for obtaining the
saliency map and gradient map are described as follows.
SALIENCY MAP. The saliency of an image is the
perceptual quality that makes a person, object, or pixel
stand out from its neighbors and thus capture our atten-
tion. The saliency map of the image is used to predict the
human visual attention regions, and many saliency detection
methods have been presented. The algorithm proposed by
Achanta ef al. [39] is employed to calculate the saliency
hereafter because of its simplicity and effectiveness. For
the convenience of calculations, we modified the algorithm
by using the YUV color space. Firstly, calculate the mean
values of the pixels in the three channels of YUV space,
separately. Then perform Gaussian filtering with a 5 x 5
separable binomial kernel on the input image to eliminate fine
texture details as well as noise or coding artifacts, and split it
into three color channels. Finally, obtain the saliency map by
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calculating the normalized Euclidean distance for each pixel
using formula (3).

SM (x,y) = |In — Lee(x, y)| 3)

where I, is the mean value of the input image. I,(x, y) is
the corresponding image pixel value in the Gaussian blurred
version of the original input image. ||| is the L2 norm
(i.e., the Euclidean distance). The norm of the difference is
adopted because we are only interested in the magnitude of
the differences.

To extend formula (3), we rewrite it to formula (4) and
formula (5) for calculating the saliency map of the reference
image (SM,.r) and the saliency map of the source image
(SM,.), respectively.

SMygp = (Y = V)2 + (U = Up)* + (V= V)* (@)
SMye = (Y =Y, + (U = U + (V= V) (5)

where Y, U, and V are the pixel values in the color channels of
the Gaussian blurred reference image. Y,,, Uy, and V,,, are the
mean values of the pixels in the color channels of the original
reference image. Similarly, Y', U’, V', and Y,,, U,,, V,, are
corresponding values in the three color channels of the source
image. Finally, SM,er and SMj, are normalized.

GRADIENT MAP. Image gradient is the changing of gray
levels along the horizontal or vertical direction. The changes
are encoded by the gray levels of the horizontal or vertical
component of the gradient image: the mean gray level means
no change, the bright levels mean change from a dark value to
bright value, the dark levels mean change from a bright value
to dark value. The image gradients and edges are usually
extracted by using the Sobel operator in image processing
applications.

The Sobel operator is an edge detection filter, which results
in the image emphasizing edges. The edge is where the pixel
values change the most, which is one of the salient features
of the image and plays an important role in image feature
extraction, object detection, pattern recognition and etc. The
Sobel operator is a separable filter that is represented by
two 3 x 3 convolution kernels. Both kernels have the same
coefficients as they are rotated 90 degrees to each other and
can provide maximum value at horizontal or vertical edge
orientation. We can get the x- and y- directional gradients of
an image by using the Sobel filter to convolve the image.

Calculate the x-directional gradients with the Sobel opera-
tor in the horizontal (x) direction using formula (6).

-1 0 1
G:=|-2 0 2|el(x,y) (6)
-1 0 1

Calculate the y-directional gradients with the Sobel opera-
tor in the vertical (y) direction using formula (7).

-1 -2 -1
Gy=|0 0 0 |el(x,y) @)
1 2 1

where I(x, y) is the gray grayscale image of the input image.
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After obtaining the vertical and horizontal gradients, these
two components are combined to produce the magnitude of
the gradient using formula (8).

G=,/G?+G? 8)

Finally, the gradient map GM is obtained by normalizing
the G value.

C. COLOR TRANSFER ALGORITHM

In our algorithm, the input images are the reference image I
and the source image Iy, and the output of the algorithm is the
transferred image I,,. Firstly, the input images are converted
into YUV color space. Then, we compute the saliency map
SM,e; and SM,. of the reference image I, and source image
I;, respectively. Meanwhile, the gradient map GM,,s and
GMs;. of the reference image I, and source image I; are
calculated. Next, a weighted combination of gradient map and
saliency map is used to produce attention maps M,,, and My,
for the reference image and the source image respectively
according to formulas (9) and (10).

My = 0.5 SMyo + 0.5*GM, ©)
My, = 0.5 SMge + 0.5 GMg (10)

where SM,,r and GM,.s are the saliency map and gradient
map of the reference image. SMy,. and GM,, are the saliency
map and gradient map of the source image.

After obtaining the weighted attention maps, the pixels in
the reference and source image are segmented into salient
pixels and non-salient pixels by a small threshold according
to formulas (11) through (14).

Iry = 1,(My, > 0) (11)
Ly = 1;(Mpy < 0) (12)
Isy = I{(My, > 0) (13)
Iy = I(My,, < 0) (14)

where I,y and I,;, denote the salient pixels and non-salient
pixels in the reference image. Iy, and I, denote the salient
pixels and non-salient pixels in the source image. 6 is the
threshold for segmenting the salient pixels and non-salient
pixels, here & = 0.01 is determined by experiments.

Next, the mean value and standard deviation of the salient
pixels and non-salient pixels in three channels of YUV space
are calculated separately. A similar method to Reinhard et al.
[1] is adopted to perform the color transfer. We use the
reciprocal of the scaling factor proposed in [1] to scale the
difference value between the pixel value and mean value.
This method produces results more consistent, aesthetical and
pleasing.

The color transfer operation for the salient pixels is per-
formed as follows:

Ioy(6.3) = U (. 3) = m) 22 by (15)

Ory
where, my, and m,, are the mean value of the salient pixels
in the source and reference images in three channels, respec-
tively. Similarly, oy, and o, denote the standard deviation of
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the salient pixels in the source and reference images in YUV
channels.

Likewise, the color transfer operation for the non-salient
pixels is performed as follows:

Ion(x.y) = Un(6.3) = me) =+ (16)
Orn
where, mg, and m,, are the mean value of the non-salient
pixels in the source and reference images in YUV space,
respectively. Similarly, oy, and o, denote the standard devi-
ation of the non-salient pixels in the source and reference
images of the three channels.
The final output result is obtained by adding the color
transfer results of the salient pixels and non-salient pixels
with formula (17).

Ip(x,y) = on(xa ¥) + lon(x, y) a7

Finally, /,(x, y) is clipped to the range [0, 255] and con-
verted from YUV to RGB color space.

IV. RESULTS AND DISCUSSION

In this section, extensive experiments have been carried out
to evaluate the performance of the proposed method. Our
algorithm was implemented with Python and OpenCV and
run in Windows 7 environment on a laptop with Intel Core i7
2.60 GHz processor and 8GB RAM.

A. PERFORMANCE EVALUATION

In the first experiment, the performance of the pro-
posed method and state-of-the-art automatic color transfer
approaches was evaluated on 70 reference-source image pairs
as the test examples. Each image pair includes a source image
and a reference image. The proposed method was compared
with five baseline methods: Pitie et al. [4], Xiao and Ma [6],
Rabin et al. [27], Su et al. [28], and Wang et al. [7].

Some of these examples we used are the same as that of
Wang et al. and the comparison results produced by these
methods are shown in Figure 3.

In the illustrated examples, there are different color dis-
tributions between the source and reference images. Nev-
ertheless, our proposed method can achieve good natural
results. Moreover, the color similarity and detail features are
preserved in the results.

From Figure 3, it can be observed that our results in the
first and second columns are similar to Wang’s but better than
others. The results generated by our method in the third and
fourth columns have more natural appearances. Furthermore,
the proposed method has more advantages in execution speed.

The second experiment evaluated the performance of the
color mapping schemes by comparing our method with the
color histograms matching [6], probabilistic color mapping
[28] and £0 gradient-preserving scheme [7], separately.
These schemes were tested on 50 image pairs. Each image
pair generated an intermediate image by conducting only
the color mapping step. The results of three representative
examples are shown in Figure 4.
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Reference image

Pitie et al. Source image

Wang et al. Suetal. Rabin et al. Xiao et al.

Our method

FIGURE 3. Comparisons of the proposed method with Pitie et al. [4] (n = [10,10,3,3,10], ¥ = 1), Xiao and Ma [6] (» = 1), Rabin et al. [27], Su
et al. [28] and Wang et al. [7]. The first row images are reference images; the second row images are source images.

VOLUME 8, 2020 104889



IEEE Access

Z. Wu, R. Xue: Color Transfer With Salient Features Mapping via Attention Maps Between Images

Wang et al. Suetal. Xiao et al. Source image Reference image

Our method

FIGURE 4. Color mapping comparisons. Our method is compared with
those using color histogram matching (Xiao et al.), probabilistic color
mapping (Su et al.), and 0 gradient-preserving scheme (Wang et al.).

In these examples, the results produced by our method
appear to have more natural visual effects than the other
schemes. Compared with the .£0 gradient-preserving scheme
and ours, the visual effect of the results generated by the
color histograms matching and probabilistic color mapping
scheme is relatively inferior, such as the part in the left
column sky, the grass and the sky in the middle column, and
the maple leaves in the right column. Moreover, the proposed
method has better color similarities than Wang et al. about
the building color in the left column and the sky color in the
middle column. Furthermore, the proposed method has better
visual performance than the others in detail preservation. For
example, the building in the first column and the leaves in the
right column are more distinct in detail.

Figure 5 shows more examples of our proposed color trans-
fer method. From this figure, the first row and second row are
the global color mapping scenarios, which achieved excellent
color transfer effects. The image pairs in the third to fifth
row are the local color mapping scenarios. In the third row,
the colors of the coconut tree and beach in the reference image
are transferred to the corresponding part of the source image
correctly. In the examples of the last two rows, the primary
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FIGURE 5. More examples of our approach. The first column images are
source images, the second column images are reference images, and the
third column images are transfer results.

goal is the local color transfer between the flowers. It can be
observed that the colors of the flowers in reference images are
transferred to the source images accurately. The results have
a natural pleasant appearance. Furthermore, the details of the
transfer results are excellent.

B. TIME CONSUMPTION

In addition to the performance of the algorithm, the running
speed is also a factor in consideration. In this experiment,
30 image pairs were tested to evaluate the run-time of our
proposed method, Xiao and Ma [6], Su e al. [28], and Wang
et al. [7]. We uniformly resized all the images to the size
of 800 x 600. The run-time in the form of mean and standard
deviation (SD) for all compared methods is shown in Table 1.
The mean value of the run-time for all image pairs is shown
in the first row, and the standard deviation (SD) is given
in the second row. Obviously, the run-time of our proposed
method is far less than other methods for color transfer.
Because our method is simple to implement, it can run very
fast reasonably.

The entire color transfer of our proposed method takes
about 0.16 seconds to produce the final result for an 800 x
600 input image, while the other methods take much higher
time. For example, the method of Wang et al. takes more than
8 seconds. Those CNN (convolutional neural network) based
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TABLE 1. Run-time comparison for color transfer.

Xiao et Su et al. Wang et Ours
al.[6] [28] al.[7]
Parameter A=1 n=3, k=8 - -
Time(s) 2.18 5.65 8.16 0.16
SD 0.13 0.23 0.28 0.02

color transfer methods require higher hardware configuration
while consumes more run-time.

The experimental results show that the proposed approach
has a significant advantage in time consumption compared
with the color transfer methods based on the color his-
tograms matching, probabilistic color mapping, and gradient-
preserving method.

C. LIMITATIONS
From the experimental results, the proposed method has
achieved remarkable performance on image pairs where
semantical correspondence is significant, such as the exam-
ples in the bottom two rows of Figure 4. Moreover, for
most of the image pairs without salient semantic features the
visual effect of our method is also slightly better than some
traditional methods, though not so remarkably, as shown
in Figure 2 and Figure 3.

However, for some image pairs where the saliency for one
is background, and the other is foreground, the proposed
method may produce poor visual effects due to incorrect color

mapping.

V. CONCLUSION

The color transfer between images is a useful image pro-
cessing technology. Successful color transfers can accurately
transfer the color style from the reference image to the source
image while preserving the color similarity and the details of
the source image. In this paper, we have proposed a novel
color transfer method with salient features mapping between
the reference and source images based on human visual per-
ception. The color transfer is performed in the YUV color
space. It maps the colors of salient feature regions based
on the saliency map and the gradient map. Our method is
simple and easy to implement with low time cost. Moreover,
the proposed method is suitable for most of some scenes of
the global and local color transfer, which has good robustness
and can achieve a pleasant natural appearance with color sim-
ilarity and image details retained. Furthermore, the proposed
method can be applied to the video content easily because
of its easy implementation and high speed. To solve the
limitations of the proposed algorithm, we will make efforts
to improve it further in future work.
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