
Received May 14, 2020, accepted May 30, 2020, date of publication June 4, 2020, date of current version June 17, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2999968

Optimal Transmission Line Assignment
Considering Reliabilities and Assignment
Cost in the Multi-State Network
XU YANG 1 AND YUN ZHANG2
1Xining Power Supply Company of State Grid Qinghai Electric Power Company, Xining 810000, China
2Shanghai Electric Distributed Energy Technology Company Ltd., Shanghai 200000, China

Corresponding author: Xu Yang (yangxu0037@163.com)

ABSTRACT As the improvement of the network reliability can be achieved by the components assignments,
the optimal transmission line assignment with maximal reliabilities and minimal cost (OTLAMRMC)
problem under the transmission time constraints is investigated. The OTLAMRMC problem contains
two sub-problems: the reliabilities and assignment cost evaluation under the transmission time con-
straint (RACETTC) and the multi-objective transmission line assignment optimization problem. First,
the RACETTC algorithm is proposed to evaluate reliabilities and assignment cost under the transmission
time constraints for a certain transmission line configuration. Then, the Non-dominated Sorting Genetic
Algorithm III (NSGA-III) is adopted to search the optimal transmission line assignment based on the results
obtained by the RACETTC algorithm. Therefore, combining the RACETTC algorithm and the NSGA-III
together, the RACETTC-NSGA-III algorithm is proposed to solve the OTLAMRMC problem. Finally,
example simulations are given to illustrate the proposed algorithm. The example results show that the
RACETTC-NSGA-III algorithm can provide efficient solutions in a reasonable time.

INDEX TERMS Multi-state network, network reliability, NSGA-III, transmission line assignment,
transmission time.

I. INTRODUCTION
With the rapid development and wildly usage of the computer
networks in real life, it is very important to guarantee network
reliability in order to provide satisfied services to users. The
network reliability is the probability of the event that a given
amount of data can be transmitted through the network suc-
cessfully under the given time.

In real life, the network system is to perform the given
tasks under specific conditions. Due to the influence of its
own or external objective conditions, the network and its
components (arcs and nodes) will generally show a variety of
different performance levels in the operation process. A net-
workwith only two performance levels is called a binary-state
network, and a multi-state network (MSN) is a network with
multiple performance levels. Generally, the components of a
multi-state network havemultiple performance levels, so they
are usually multi-state. In practical work, the performance
level of the components generally shows a gradual decline,
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that is to say, components usually experiencemany intermedi-
ate states from normal working state to complete failure state.

The network reliability related problems have attracted lots
of attentions [1]–[4]. The networks have first been treated
as the binary-state networks [1], [5], [6]. However, the arcs
and nodes of the network may have multiple states due to
full failure, partial failure, maintenance, and other conditions
with different performance [7]. In this case, the network
is modeled as the MSN. For example, in real-life system,
a computer network is usually modeled as a MSN due to
communication congestion, physical facilities damage, etc.

In recent years, the MSN has attracted lots of atten-
tions [8]–[18]. Garia et al. [10] focused on the evaluation
of the reliability indices such as reliability, mean time to
failure and sensitivity analysis of the multi-state complex
system. Alamoudy [11] presented a comparison between
some methods for evaluation the reliability of a multi-state
communication flow networks systems. Lin et al. [12] con-
structed a time-constrained multi-state network to investi-
gate the capacity of a computer network. They proposed an
approach to evaluate the probability that d units of data can
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be sent from source node to sink node in no more than T
units of time. Huang [14] proposed an algorithm to obtain
minimal capacity vectors for evaluating the system reliability
that the multi-state distribution network canmeet all retailers’
demand under stocks. As the MSN reliability can be com-
puted in terms of all minimal capacity vectors meeting the
demand requirements, Huang et al. [16] proposed a group
approach with both the concepts of minimal cut and minimal
path (MP) in order to narrow the search range of feasible
capacity vectors.

As network reliability plays an important role in ensur-
ing the normal output of data, many researches focus on
reliability assurance or reliability improvement. For a given
network, in order to guarantee the network reliability, lots
of studies focus on the network backup paths or the spare
paths [19]–[24], the network tolerance [25], [26], the network
resilience [27], [28], etc.

For the network under construction, as the improvement
of the network reliability can be achieved by the component
assignments, the network reliability related assignment prob-
lems have attracted lots of attentions [29]–[35]. The compo-
nents can be resources, commodities, transmission lines, etc.

Hsieh and Lin [29] considered the multi-resource allo-
cation problem to maximize the network reliability in
the multi-source multi-sink multi-state network (MMMSN).
Lin and Yeh [34] focused on the optimal component assign-
ment with maximal network reliability. Based on the research
of [34], Lin and Yeh [7] extended the problem to consider the
transmission budget.

The researches [7], [29], [34], [35] mainly focused on
the problems of finding the optimal multi-state resources
or transmission lines to maximize the network reliability.
However, these researches [7], [34]–[36] only considered the
single-objective resources or transmission line assignment
problem, they do not consider the multi-objective compo-
nents assignments.

In the practical environment, decision makers usually need
to consider several objectives comprehensively. For the net-
work reliability related component assignments, decision
makers often need to consider to maximize the network reli-
ability, to minimize the transmission time, to minimize the
transmission cost comprehensively.

Meanwhile, the researches [7], [34]–[36] only consider
the single-source single-sink multi-state network, they do
not consider the multi-source multi-sink multi-state network.
The single-sink means that there is only one sink node or
terminal node in the network. As the MMMSN is very
common in practical application, the MMMSN reliability
related component assignments problems are worth study-
ing. Zhang et al. [37] investigated the optimal transmission
line assignment with maximal reliabilities with the cost con-
straint in the MMMSN. However, they do not consider the
transmission time.

Therefore, this paper considers the optimal transmission
line assignment with maximal s− t pair reliabilities and min-
imal cost (OTLAMRMC) problem under the transmission

time constraints in the MMMSN with fixed network topol-
ogy. The s − t pair reliability is the probability of the event
that the data between source node s and sink node t can be
transmitted through the paths which connect s and t under
the given time. In this paper, there are some multi-state
transmission lines can be selected to be assigned to the
arcs, where a transmission line can be assigned to at most
one arc.

As the OTLAMRMC problem is a multi-objective opti-
mization problem, the objective function needs to be calcu-
lated before optimization. So the OTLAMRMC problem can
be regarded as having two sub-problems: the s − t pair reli-
abilities and assignment cost evaluation under the transmis-
sion time constraint (RACETTC) for a certain transmission
line configuration and the multi-objective transmission line
assignment optimization problem.

For the RACETTC problem, a RACETTC algorithm is
proposed to calculate the s − t pair reliabilities and assign-
ment cost under the transmission time constraint for a certain
transmission line configuration.

For the multi-objective transmission line assignment opti-
mization problem, as the Non-dominated Sorting Genetic
Algorithm III (NSGA-III) proposed by Deb and Jain [38] is
an effective way to find themulti-objective optimization solu-
tion, the NSGA-III is adopted to find the optimal transmission
line assignment based on the multi-objective values obtained
by the RACETTC algorithm.

Combining the RACETTC algorithm and the NSGA-III
together, the RACETTC-NSGA-III algorithm is proposed
to solve the OTLAMRMC problem. The simulation results
show that the RACETTC-NSGA-III algorithm can obtain
the efficient solutions in a reasonable time. For the multi-
objective transmission line assignment optimization problem,
there may exists more than one solution that can get the
maximal s− t pair reliabilities and minimal assignment cost.
After obtaining the optimal solutions, the decisionmakers can
determine the final transmission line assignment according to
their preferences.

The remainder of this paper is organized as follows.
Section II provides the network model and the formula-
tion of the OTLAMRMC problem. Section III introduces
the RACETTC algorithm in details. Section IV gives the
illustrations of the NSGA-III and the RACETTC-NSGA-III
algorithm. Section V illustrates the RACETTC-NSGA-III
algorithm with numerical examples. In the end, the con-
clusions are presented in Section VI. Table 1 gives the
Acronyms.

II. PROBLEM FORMULATION
In this section, the multi-source multi-sink multi-state net-
work model is provided first, then the OTLAMRMC problem
formulation is given subsequently.

A. NETWORK MODEL
Let (N,A,S,T) be the MMMSN, where N denotes the set
of nodes, A = {ai | i = 1, 2, . . . , n} represents the set
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TABLE 1. Acronyms.

of n number of arcs connecting the nodes, S = {su | u =
1, 2, . . . , α} ⊂ N denotes the set of the source nodes and
T = {tv | v = 1, 2, . . . , β} ⊂ N denotes the set of the
sink nodes. Let LEN = {leni | i = 1, 2, . . . , n} be the
set of the lengths of the arcs, duv, u = 1, 2, . . . , α, v =
1, 2, . . . , β represents the demand which needs to be trans-
mitted from su to tv, Puvj denotes the jth, j = 1, 2, . . . ,muv
minimal path connecting su and tv, where a minimal path is a
path set such that if any arc is removed from this set, then the
remaining set is no longer a path set [37]. In this paper, su are
supposed to transmit duv units of data through Puvj to tv under
the transmission time constraints.

Let L = {lk | k = 1, 2, . . . , nL} be the set of nL
number of transmission lines, ck denotes the assignment
cost of unit length of lk , hk (w) represents the wth, w =
1, 2, . . . ,Mk capacity of lk , where Mk is the total number of
states that lk owns, hk (Mk ) represents the maximal capacity
of lk . A transmission line assignment is denoted as B =
(b1, . . . , bi, . . . , bn) where bi = k if transmission line lk is
selected to be assigned to arc ai for i = 1, 2, . . . , n. Therefore,
the maximal capacity of ai under B is hbi (Mbi ). Table 2 gives
the term definitions.

Before modeling the OTLAMRMC problem, some
assumptions are made as follows.

1) The transmission line assignments do not consider the
nodes.

2) The capacities of different transmission lines are statis-
tically independent.

3) The network flow must satisfy the flow-conservation
law.

B. PROBLEM FORMULATION
The aim of this paper is to find the optimal transmission line
assignment withminimal assignment cost andmaximal su−tv
reliabilities under the transmission time constraints.

Let C(B) be the total transmission line assignment cost
under B, Reuv(B) denotes the su − tv pair reliability under B,
tuv(B) represents the transmission time to transmit duv from
su to tv underB, Tuv denotes the transmission time constraints
between the su − tv pair.

TABLE 2. Term definitions.

As the optimization targets contain Reuv(B) maxi-
mization and C(B) minimization, in order to unity the
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TABLE 2. (Continued.) Term definitions.

optimization trend, the problem formulation converts C(B)
minimization to −C(B) maximization. The function max-
imization means to maximize every element of the vector
function. Themathematical model of the OTLAMRMCprob-
lem is given as follows.

max function (B)

= (Re11(B), . . . ,Reuv(B), . . . ,Reαβ (B),−C(B))

s.t.


bi = k, k ∈ {1, 2, . . . , nL} for i = 1, 2, . . . n
bi 6= bj, for i 6= j
tuv(B) ≤ Tuv, u = 1, 2, . . . , α, v = 1, 2, . . . , β,

(1)

where B = (b1, . . . , bi, . . . , bn) is the decision variable with
n dimensions. The evaluations of C(B), tuv(B) and Reuv(B)
are given in Section III.

III. RACETTC ALGORITHM
In this section, the RACETTC algorithm is proposed to
evaluate the su − tv pair reliabilities and assignment cost
under transmission time constraints for a transmission line
configuration.

For a certain transmission line configuration, the RACE-
TTC algorithm first determines the flow and capacity of the
arcs, then calculate the transmission time, at last evaluate the
assignment cost and the su − tv pair reliabilities.

A. FLOW AND CAPACITY
In order to evaluate the transmission time and the su− tv pair
reliabilities, we first need to know the flow through the paths
and arcs.

As there are many kinds of path capacity combinations in
MSN, it is time-consuming to enumerate all path capacity
combinations to calculate reliability. If we can find the mini-
mum capacity of the path that meets the transmission require-
ments, we can obtain the network reliability by calculating
the probability of the minimal path. The maximum capacity
of the MP is the minimum capacity of all the paths that meet
the transmission requirements.

We first calculate the flow through the minimal path Puvj,
then the smallest capacity of the arcs which satisfy the trans-
mission flow can be obtained.

Let xi be the current capacity of ai, X = (x1, x2, . . . , xn)
denotes the network capacity vector, ffi represents the total
flow through ai, fuvj denotes the flow throughPuvj. For a given
transmission assignment B, ffi and fuvj should not exceed the
maximal capacity of ai and the maximal capacity of Puvj
under B, respectively, that are

ffi =
α∑
u=1

β∑
v=1

muv∑
j=1

{fuvj | ai ∈ Puvj} ≤ hbi (Mbi ),

i = 1, 2, . . . , n. (2)

fuvj ≤ min{hbi (Mbi ) | ai ∈ Puvj}, u = 1, 2, . . . , α,

v = 1, 2, . . . , β, j = 1, 2, . . . ,muv, (3)

where hbi (Mbi ) is the maximal capacity of ai under B. As the
maximal capacity of the path should not exceed the maximal
capacity of the arcs belonging to this path, theminimum value
of the maximum capacity of all arcs is the maximum capacity
of the path. That is, min{hbi (Mbi ) | ai ∈ Puvj} is the maximal
capacity of Puvj under B.

In order to transmit duv units of data through su − tv pair,
the total flow through Puvj should equal to duv, that is

muv∑
j=1

fuvj=duv, u = 1, 2, . . . , α, v = 1, 2, . . . , β. (4)

According to (2)-(4), ffi, i = 1, 2, . . . , n can be obtained.
Then, we can derive xi from ffi through (5).
xi = hbi (w) if there exist a w ∈ 1, 2, . . .Mbi

such that hbi (w− 1) < ffi ≤ hbi (w), (5)

where hbi (w) is the smallest capacity of lbi to satisfy the
flow loading. Using (5), we can get all the qualified network
capacity vectors Xs under the transmission assignment B.

B. ASSIGNMENT COST AND TRANSMISSION
TIME EVALUATION
The transmission line assignment cost is related with the
length of the arc to which this transmission line is config-
ured. Let C(B) be the total transmission line assignment cost
under B, we have

C(B) =
n∑
i=1

(cbi · leni), (6)

where cbi ·leni is the assignment cost of lbi based on the length
of ai.
The transmission time of the su − tv pair, which is repre-

sented by tuv, is the maximal transmission time of the paths
connecting su to tv, that is

tuv = max(tuvj), j = 1, . . . ,muv, (7)

where tuvj is the transmission time through Puvj. tuvj is the
sum of the transmission time that the flow pass through the
arcs which belonging to Puvj, that is

tuvj =
∑ ffi

xi
, ai ⊂ Puvj. (8)
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C. RELIABILITES EVALUATION
Let Xuv = (xuv1, xuv2, . . . , xuvn) be the state capacity vector
of the arcs belonging to Puv, UuvB denotes the set of all the
satisfied Xuv under assignment B. The su − tv pair reliability
Reuv(B) is

Reuv(B) =
∑

Pr{Xuv|Xuv ∈ UuvB}. (9)

According to (9), we need to found all the qualified net-
work capacity vectors first. However, Lin et al. [39] proved
that it is an inefficient way to enumerate all the quali-
fied Xs and summing up their probabilities to obtain the
network reliability. Instead, we can use the lower boundary
point (LBP) of Xuvs, which are represented by XuvLBPs,
to calculate Reuv(B). The XuvLBPs can be obtained by the
XLBPs generation algorithm proposed by Lin and Yeh [36].

Let n9 be the total number of the qualifiedXs,9min denote
the set to store theXLBPs,K = {1, 2, . . . , n9} and I represent
the sets to store the index of the qualified Xs and non-XLBPs,
respectively, J denote the set to store the index of the XLBPs.
The pseudo codes to choose XLBPs from the qualified Xs are
given in Algorithm 1 [36].

Algorithm 1 The XLBPs Generation Algorithm
function 9min = LBP(X1, . . . ,Xn9 )
[Initialization] I = ∅, J = ∅.
for i = 1 to n9 with i /∈ I

for j = i+ 1 to n9 with j /∈ I
if Xi ≥ Xj

I = I ∪ {i}
else
I = I ∪ {j}

end
j = j+ 1

end
i = i+ 1

end
J = K− I,9min = {XJ(1),XJ(2), . . . ,XJ(length(J))}.

As the capacity states of the arcs which do not belonging to
Puvj have no influence on Reuv(B), Xuv can be derived from
X as follows:

xuvi =

{
xi if ai ∈ Puvj,

0 if others.
(10)

According to algorithm 1, we can obtain XLBPs, then we
can derive XuvLBPs by (10).

Suppose that there are huv number ofXuvLBPs, Reuv(B) can
be calculated as follows.

Reuv(B)=Pr{
huv
∪
k=1
{Xuv|Xuv≥XuvLBPk ,Xuv∈UuvB}}, (11)

where Pr{Xuv ≥ XuvLBPk} can be calculated by (12).

Pr{Xuv ≥ XuvLBPk}

= Pr{xuv1 ≥ xuvLBPk1}

×Pr{xuv2≥xuvLBPk2}×. . .×Pr{xuvn≥xuvLBPkn}. (12)

In detail, Reuv(B) can be calculated by the recursive
sum of disjoint products (RSDP) algorithm proposed by
Zuo et al. [40]. The basic idea of the RSDP algorithm is that
the probability of a union with hv vectors can be calculated
by evaluating the probabilities of several unions with hv − 1
vectors or less [37], [40]. The pseudo codes of the RSDP
algorithm are given in Algorithm 2 [37].

Algorithm 2 The RSDP Algorithm
function Re = RSDP(XLBP1,XLBP2, . . . ,XLBPhv )
for i = 1 to hv

if i == 1
Re = Pr{X|X ≥ XLBPi}

else
re1 = Pr{X|X ≥ XLBPi}

if i == 2
re2 = Pr{X|X ≥ (XLBP1 ⊕ XLBPi)}
else

for j = 1 to i− 1
XLBPji = XLBPj ⊕ XLBPi

end
9minji=LBP(XLBP1i,XLBP2i, . . . ,XLBP(i−1)i)
re2 = RSDP(9minji)

end
end
Re = Re+ re1 − re2

end

As there may exist some XuvLBPs larger than more than
one of the remaining XuvLBPs, the true XuvLBPs, which are
represented by X′uvLBPs, can be obtained by algorithm 1.
After the determination of X′uvLBPs, Reuv(B) can be obtained
by the RSDP algorithm

D. RACETTC ALGORITHM
After the calculation method of the transmission time,
the assignment cost and the su− tv pair reliabilities are given,
the RACETTC algorithm can be formed as follows.

IV. RACETTC-NSGA-III ALGORITHM
This section first gives the processes of the NSGA-III,
then provides the procedures of the RACETTC-NSGA-III
algorithm.

A. NSGA-III
After the calculation of the su − tv pair reliabilities and
the assignment cost for one transmission line configura-
tion, we need to find the optimal transmission line assign-
ments. As the implicit enumeration method to solve the
OTLAMRMC problem is time consuming, the NSGA-III
proposed by Deb and Jain [38], which has been proved to
be an effective way to find the multi-objective optimization
solution, is adopted in this paper.

The NSGA-III [38] is an effective upgrade of the Non-
dominated SortingGenetic Algorithm II (NSGA-II) proposed
by Deb et al. [41]. The NSGA-III and the NSGA-II seek
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Algorithm 3 The RACETTC Algorithm
[Remark] For a transmission line assignment B, run the following
steps.

Step 1. Find all F = (ff1, . . . , ffi, . . . , ffn) through (13). If no
feasible F exist, then jump out of the following steps. Find
another assignment, run Step 1 again.
muv∑
j=1

fuvj = duv, u = 1, 2, . . . , α, v = 1, 2, . . . , β,

ffi =
α∑
u=1

β∑
v=1

muv∑
j=1

{fuvj | ai ∈ Puvj} ≤ hbi (Mbi ),

i = 1, 2, . . . , n,
fuvj ≤ min{hbi (Mbi ) | ai ∈ Puvj}, u = 1, 2, . . . , α,

v = 1, 2, . . . , β, j = 1, 2, . . . ,muv, ,
i = 1, 2, . . . , n. (13)

Step 2. Find the minimum value of the arc capacity satisfying the
flow conditions by (14).

xi(min) = hbi (w) if there exist a w ∈ 1, 2, . . .Mbi

such that hbi (w− 1) < ffi ≤ hbi (w). (14)

Step 3. Find all the state vectors X = (x1, . . . , xi, . . . , xn), where
xi(min) ≤ xi ≤ hbi (Mbi ). As the total number of the states
that one transmission line owns is not large, we can obtain
X by going through all the qualified states of the arcs. The
estimated computational complexity isO(Mi)×O((MQi)n),
where O(Mi) is the computational complexity to find qual-
ified states of xi, Mi is the number of all the states that
ai owns, MQi is the number of the qualified states that ai
owns.

Step 4. Calculate the transmission time of the su − tv pair by (15).

tuv = max(tuvj), j = 1, . . . ,muv,

tuvj =
∑ ffi

xi
, ai ⊂ Puvj. (15)

Step 5. Select the state vectors that satisfy the transmission time
constraints X′. Compare tuv with Tuv, if tuv ≤ Tuv, u =
1, 2, . . . , α, v = 1, 2, . . . , β, then X′ = X; else, jump out
of the following steps. Find another assignment, run Step 1.

Step 6. Use algorithm 1 to obtain XLBPs form X′.
Step 7. Derive XuvLBP = (xuvLBP1, . . . , xuvLBPi, . . . , xuvLBPn)

from XLBPs by (16).

xuvLBPi =

{
xLBPi if ai ∈ Puvj,
0 if others.

(16)

Step 8. Use algorithm 1 to obtain X′uvLBPs.
Step 9. Calculate the total transmission line assignment cost C(B)

using (17).

C(B) =
n∑
i=1

(cbi · leni). (17)

Step 10. Use the RSDP algorithm to calculate Reuv(B) for all u =
1, 2, . . . , α, v = 1, 2, . . . , β.

Step 11. According to the above steps, we can get the objective
function under B, that is

function(B) = (Re11(B), . . . ,Reuv(B),
. . . ,Reαβ (B),−C(B)). (18)

the optimal solution by imitating the selection and genetic
mechanism of nature. They have the following advantages

1) They do not have too many mathematical requirements
for optimization problems. They can deal with any form of
objective functions and constraints, whether linear or nonlin-
ear, discrete or continuous.

2) They can search all the solutions in the solution space
quickly without falling into the fast descent trap of local
optimal solution.

3) They can compare multiple individuals at the same time,
so as to improve the solution speed.

4) They have scalability and are easy to combine with other
algorithms.

The difference between the NSGA-II and the NSGA-III
is mainly due to the change of selection mechanism. The
operation of selecting the superior individual from the pop-
ulation and eliminating the inferior individual is called
selection. The purpose of selection is to pass the opti-
mized individuals (or solutions) directly to the next gen-
eration or to generate new individuals to the next genera-
tion through crossover and mutation. The selection opera-
tion is based on the fitness evaluation of individuals in the
population.

The NSGA-II mainly relies on the crowding degree for
ranking, which obviously plays a less obvious role in
high-dimensional target space. Instead of using crowding
degree ranking, the NSGA-III introduces the reference point
mechanism to retain the population individuals that are not
dominated and close to the reference point.

Compared with the NSGA-II, the NSGA-III has better
convergence and diversity, especially for the optimization
problems with three or more objectives. As the NSGA-III can
obtain the optimal solutions in a reasonable time, this paper
adopts the NSGA-III to find the optimal set of the transmis-
sion line assignment with maximal su − tv pair reliabilities
and the minimal assignment cost.

LetNpop be the population size,Nfun denotes the number of
the optimization objectives, the complexity of the NSGA-III
is O(NfunN 2

pop).
Let Tcycle be the maximal number of the generation, t rep-

resents the current iteration number, pc and pm denote the
crossover and mutation rate, respectively,. The basic pro-
cesses of the NSGA-III are given in Algorithm 4.

B. RACETTC-NSGA-III ALGORITHM
Combining the RACETTC algorithm and the NSGA-III
together, the RACETTC-NSGA-III algorithm is proposed to
solve the OTLAMRMC problem in the MMMSN without
changing the network topology.

In the RACETTC-NSGA-III algorithm, a chromosome
represents a transmission line assignment and the fitness
function is (Re11(B), . . . ,Reuv(B), . . . ,Reαβ (B),−C(B))
under the transmission line assignment B. The proce-
dures of the RACETTC-NSGA-III algorithm are given
in Fig. 1.
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Algorithm 4 The NSGA-III
Step 1. Define Npop, pc, pm, and Tcycle.
Step 2. Generate the initial parent population randomly.
Step 3. Generate the offspring population Qt by using the

roulette wheel selection, crossover and mutation
operations.

Step 4. Form the intermediate population Rt = PPt ∪ Qt .
Step 5. Evaluate the fitness function of each individual in Rt .

Normalize the target value of each individual in Rt .
Step 6. Sort the individuals belong to Rt according to the fast

non-dominated sorting method.
Step 7. Calculate the reference point of the individuals in Rt .
Step 8. Choose the best Npop individuals from Rt to form the

parent population Pt+1 of the next generation.
Step 9. If t < Tcycle, set t = t + 1 and return to Step 3,

otherwise, end the NSGA-III and output the results.

FIGURE 1. The procedures of the RACETTC-NSGA-III algorithm.

As shown in Fig. 1, the roulette wheel selection, which is
also called the proportion selection, is used in the RACETTC-
NSGA-III algorithm. The basic idea of the roulette wheel
selection is that the probability of individual selection is
directly proportional to their fitness. That is, the individuals
with high fitness are more likely to be selected to the next
generation.

V. NUMERICAL EXAMPLE
The following examples are programmed with the MAT-
LAB programming language and executed on the personal

computer with Intel Core i7-7700HQ, CPU 2.8GHz and 8GB
RAM.

A. EXAMPLE 1
In this example, the RACETTC-NSGA-III algorithm is com-
pared with the implicit enumeration method based on the
results and running time in terms of a two-source two-sink
multi-state computer network. Fig. 2 gives the topology of
the network. Table 3 gives the length of the arcs.

FIGURE 2. A two-source two-sink multi-state computer network.

TABLE 3. The length of the arcs of example 1.

The paths are P111 = {a1, a3, a4}, P121 = {a1, a3, a5},
P211 = {a2, a3, a4}, and P221 = {a2, a3, a5}. The transmis-
sion demands are d11 = 1 Gb, d12 = 1 Gb, d21 = 1 Gb, and
d22 = 1 Gb. The transmission time constraint are T11 = 2 s,
T12 = 2 s, T21 = 2 s, and T22 = 2 s.

There are 6 transmission lines ready to be assigned to the
arcs. The assignment cost of unit kilometer of the transmis-
sion line is counted in Ren Min Bi (RMB). Table 4 gives
the unit assignment cost and the probability distribution
of the transmission lines which can be selected to be assigned
to the arcs.

TABLE 4. Probability distribution and cost of the transmission lines of
example 1.

The parameters of the RACETTC-NSGA-III are Npop =
100 and Tcycle = 1000. Examples are implemented by the
implicit enumeration method and the RACETTC-NSGA-III
algorithm to explore the results of (Re11(B),Re12(B),
Re21(B),Re22(B),−C(B)). Table 5 and Table 6 give the
results obtained by the implicit enumeration method and the
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TABLE 5. The results obtained by the implicit enumeration method of
example 1.

TABLE 6. The results obtained by the RACETTC-NSGA-III algorithm
(pc = 0.9, pm = 0.01) of example 1.

RACETTC-NSGA-III algorithm (pc = 0.9, pm = 0.01)
respectively.

The running time of the implicit enumeration method and
the RACETTC-NSGA-III algorithm ( pc = 0.9, pm = 0.1)
with 20 times are 8194 s and 273 s, respectively.
As show by Table 5, the implicit enumeration method finds

13 kinds of transmission lines assignments with maximal
su − tv pair reliabilities and minimal assignment cost under
the transmission time constraints. Table 6 reveals that the
RACETTC-NSGA-III algorithm obtains 12 kinds of trans-
mission lines assignments with the optimal function values.

There are more than one kinds of transmission lines assign-
ments for the decisionmakers to choose based on their prefer-
ences or experiences. If the decision makers take Re11 in the
first place, assignment (3 2 1 5 6) or assignment (3 4 1 5 6)
will be the best choices. If the decision makers pay more
attentions on assignment cost, assignment (4 5 2 3 6) will be
the best one.

From Table 5 and Table 6, we know that the results
obtained by the RACETTC-NSGA-III algorithm is only
one less than that of the implicit enumeration method.
The missing transmission lines assignment is (3 4 1 5 6).
The results can prove that the RACETTC-NSGA-III algo-
rithm can find the approximate optimal solutions. As the
solutions obtained by the RACETTC-NSGA-III algorithm
are related to the crossover rate and the mutation rate,
we can set different parameter values to run the RACETTC-
NSGA-III algorithm. Table 7 gives the results obtained by
the RACETTC-NSGA-III algorithm with pc = 0.9 and
pm = 0.01.

TABLE 7. The results obtained by the RACETTC-NSGA-III algorithm
(pc = 0.9, pm = 0.1) of example 1.

The running time of the RACETTC-NSGA-III algorithm
(pc = 0.9, pm = 0.01) with 20 times is 268 s. Table 7
reveals that the RACETTC-NSGA-III algorithm (pc = 0.9,
pm = 0.01) obtains 12 kinds of transmission lines assign-
ments with the optimal function values. Compared to the
implicit enumeration method, the missing transmission lines
assignment is (4 3 1 6 5).

Combing the results obtained by the RACETTC-NSGA-III
algorithm with two different pm, there are 13 kinds of trans-
mission lines assignments which are the same as the results
obtained by the implicit enumeration method. Meanwhile,
the running time of the RACETTC-NSGA-III algorithm is
much less than that of the implicit enumeration method.

Considering the optimization objective results and algo-
rithm running time of example 1, we can prove that the
RACETTC-NSGA-III algorithm can provide efficient solu-
tions in a reasonable time.

B. EXAMPLE 2
Example 1 is to select 5 out of 6 transmission lines to be
assigned to the arcs. The total number of the transmission line
assignment choice is 6×5×4×3×2 = 720. As the number
of transmission line assignment in the implicit enumeration
method is not very large, the computing time advantage of
the RACETTC-NSGA-III algorithm is not so obvious.
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TABLE 8. Probability distribution and cost of the transmission lines of
example 2.

In example 2, the network topology is the same as that in
example 1. There are 20 transmission lines can be assigned
to the arcs. Table 8 gives the unit assignment cost and the
probability distribution of the transmission lines.

As the total number of the transmission line assignment
choice is 20 × 19 × 18 × 17 × 16 = 1860480, the running
time of the implicit enumeration method well be very long.
The running time of the implicit enumeration method in
example 1 is used as reference for conversion, the running
time of the implicit enumeration method in example 2 will
be 8194 s÷ 720 × 1860480 = 21173296 s = 5881.47
h = 245.06 day. This means that the implicit enumeration
method needs to run more than 245 days to obtain the results,
which is not realistic in the real world.

We have run the implicit enumeration method in exam-
ple 2 for more than two days, the program is still running.
Then, we run the RACETTC-NSGA-III algorithm twice for
Npop = 100 and Tcycle = 1000 with different mutation
rate. The running time of the RACETTC-NSGA-III algorithm
(pc = 0.9, pm = 0.01) and (pc = 0.9, pm = 0.1) with
20 times are 1129 s and 1153 s, respectively. Table 9 gives the
merging results of the two runs of the RACETTC-NSGA-III
algorithm. There are 75 kinds of transmission lines assign-
ments with the optimal function values. The decision makers
can choose the final transmission line assignment based on
preferences or experiences.

The results of example 2 prove the effectiveness of the
RACETTC-NSGA-III algorithm again. For the case of a large
number of optimization choices, it takes a long time to run

TABLE 9. The results obtained by the RACETTC-NSGA-III algorithm of
example 2.
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the implicit enumeration, while the RACETTC-NSGA-III
algorithm can obtain most of the optimization solutions in
a relatively reasonable time. So the RACETTC-NSGA-III
algorithm can be used widely in the cases that the number of
optimization choices is large, which is very common for the
multi-objective optimization problem is real environment.

VI. CONCLUSION
As the improvement of the network reliability can be achieved
by the component assignments, how to assign the component
to the arcs to guarantee the network reliability is an important
problemworthy of studying. This paper considers the optimal
transmission line assignment problem with maximal su − tv
pair reliabilities and minimal cost under the transmission
time constraints. The OTLAMRMC problem contains two
sub-problems: the reliabilities and assignment cost evalu-
ation under the transmission time constraint problem and
the multi-objective transmission line assignment optimiza-
tion problem. First, the RACETTC algorithm is proposed
to evaluate the su − tv pair reliabilities and assignment cost
under the transmission time constraints for a certain trans-
mission line configuration. Then, the NSGA-III is adopted to
search the optimal transmission line assignment based on the
results obtained by the RACETTC algorithm. At last, com-
bining the RACETTC algorithm and the NSGA-III together,
the RACETTC-NSGA-III algorithm is proposed to solve the
OTLAMRMC problem. The example simulations are given
to illustrate the proposed algorithm. The example results
show that the RACETTC-NSGA-III algorithm can provide
efficient solutions in a reasonable time.

The aim of this paper is to maximize the source nodes and
sink nodes pair reliabilities and to minimize the transmission
line assignment cost comprehensively. Through the transmis-
sion line assignment optimization, the network reliability can
be guaranteed. As the backup paths or the spare paths appli-
cation is also a useful way to improve the network reliability,
one of the future researches is to consider the backup paths or
the spare paths combine with the network reliability related
transmission line assignment problem.
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