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ABSTRACT In response to the increasing pollution caused by unseparated garbage, classification systems
for garbage separation have become very popular. First, we constructed a complex data augmentation com-
bination for model training. Second, we designed a novel lightweight neural network garbage classification
system calledWasNet. This proposed network’s 1.5 million parameters on the ImageNet dataset are one-half
of mainstream neural networks, while at 3 million floating point operations per second (FLOPs) it is one third
of mainstream neural networks that have obtained the best performance among known lightweight neural
networks. The accuracy on the ImageNet data set is 64.5%, on the Garbage Classification dataset it is 82.5%,
and on the TrashNet dataset it is 96.10%. Furthermore, we transplanted the model to the hardware platform
and assembled an intelligent trash can; we developed a garbage recognition application to facilitate users to
directly identify and receive platform information; we built a visualization and decision support platform to
help managers monitor traffic in real time. We combined the intelligent trash can, application, visualization
and decision-making platform into a system, which is the most complete and effective system among the
known research works. The results of the test we conducted on our platform using our extended dataset
showed that our scheme is very reliable. At the same time, we also open source our extended datasets for
use by other researchers.

INDEX TERMS Pattern classification, artificial neural network, smart city, smart environments, urban
computing.

I. INTRODUCTION
Garbage classification has become an increasingly popular
topic in recent years. A report published by the World Bank
in 2018 [1] shows that in 2016, 242 million tons of plastic
waste was generated worldwide, accounting for 12% of the
total solid waste. It is estimated that by 2050, the world will
produce 3.40 billion tons of waste every year, a significant
increase from today’s 2.01 billion tons. In India, scavengers
and water workers play a vital role in the recovery of munici-
pal solid waste. However, extremely hazardous working con-
ditions cause infections of the skin, respiratory system, and
gastrointestinal tract, such that the incidence of disease is
very higher. In China, waste sorting is highly valued by the
government and the public. In a processing plant that handles
a large amount of waste, separation and release are the first
steps in the treatment process. Manual pipeline sorting of
waste is used but has the disadvantages of a harsh working
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environment, high labor intensity, and low sorting efficiency.
Furthermore, faced with a large amount of garbage, manual
sorting can only sort out a minimal amount of recyclable
and harmful garbage. Most of the garbage goes to landfill,
resulting in a waste of resources and environmental pollution.

In order to solve various problems in garbage classification
and recycling, make the whole process more efficient and
save resources, we have proposed a novel lightweight neural
networkWasNet and garbage collection management system.
We did the following in our study.

- In terms of the dataset, we used Huawei Cloud’s
open source Garbage Classification dataset [2] with a total
of 18079 pieces in 40 categories. At the same time, we used
multiple data enhancements to construct a larger amount of
data. We matched the garbage classifying dataset through
search engines such as Google and Bing, which expanded it
by 4175 pieces. See Section III-A for details.

- WasNet is designed by stacking multiple times in depth
and width, and embeds the attention mechanism, taking into
account the use and accuracy of the terminal. Compared with
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existing lightweight neural networks, it performs better in all
respects. See Section IV-B for details.

- We deployed the model to the terminal, completed the
overall architecture of cloud-side collaboration, and obtained
good test data. At the same time, real-time data integration
architecture was employed to prevent data shifts caused by
data expansion in actual production, which could lead to a
deterioration of the model’s performance. See Section V-B
for details.

- A system equipped with the WasNet model was
developed by us to solve the various replacement prob-
lems of garbage collection. The platform includes a smart
trash can, mobile phone application, data visualization and
decision-making platform. For other contents of the system
architecture set, see the Section V-C for details.

II. EXISTING WORK
In the digital world, we can use more advanced modern tech-
nologies and the Internet to simplify our work and increase
efficiency. However, in some countries, it takes a lot of effort
and money to complete garbage collection. The waste col-
lector must arrive at the designated place on time, which is
undoubtedly the main disadvantage of the system [3], and the
waste cannot be sorted and recycled at the source. In other
countries, the system collects trash from fixed waste bins.
The waste bins are often overfilled, causing problems such
as bacterial growth, animal foraging for food, and insect
reproduction. It also does not solve the problem of sorting and
recycling garbage at the source, and even loses more time and
energy to deal with garbage [4].

There has been considerable research in the field of
garbage collection. Reference [5] proposed the use of a
short-wave infrared hyperspectral imaging system for auto-
matic waste sorting. In this system, waste is scanned by a
short-wave infrared (SWIR) hyperspectral imaging system
and is classified into six plastic waste types (polyethylene
terephthalate, high density polyethylene, polyvinyl chloride,
low density polyethylene, polypropylene, and polystyrene)
as well as into paper, cardboard, metal, and glass. As far
as we know, the price of infrared hyperspectral imagers is
expensive, which results in high cost of the system, and the
garbage classification standards adopted by the system can-
not meet the requirements of real life. Before the smart trash
mainly focused on the use of sensor methods. The dustbin [6]
proposed is assisted by an ultrasonic sensor connected to
the Arduino UNO to check the amount of garbage filled
in the dustbin. Reference [7] uses IoT and wireless sensor
solutions, and applies machine learning techniques such as
decision forest regression to the use of sensor data. Once
the garbage is filled, an alert will be sent to the municipal
web server. The ‘‘IoT-based waste management system.’’
proposed by [8] uses flame sensors to detect fire and moisture
sensors to separate dry and wet waste. This system is helpful
for storing dry and wet waste separately, so different types
of waste should be treated differently (including compost-
ing, recycling, incineration). In [9], garbage is divided into

three categories: metal, dry garbage and wet garbage. The
dry garbage is further divided into paper and plastic. The
garbage classification system allocates a sensor for each kind
of garbage to identify the type of waste through the sensor.
In [10], a garbage can composed of sensors is introduced
to measure the weight of garbage and the level of garbage
in the garbage can. In [11], the author proposes intelligent
garbage can with sensor Internet of things model, which is
mainly used to measure the garbage level in the garbage can
to help workers optimize the collection path. These methods
of using sensors to build garbage recycling devices have the
problems of few types of recyclable garbage, low accuracy,
and complicated assembly.

In recent years, neural network methods have been widely
used in image classification, and have proved very effective
at garbage classification. Reference [12] compared several
convolutional neural network architectures: VGG, Incep-
tion, and ResNet. Among them, the Inception-ResNet model
obtained the best classification results, reaching an accu-
racy of 88.6%. Reference [13] uses Softmax and SVM as
classifiers, GoogleNet as a feature extractor, and employs
a transfer learning strategy to achieve 97.86% accuracy on
the TrashNet dataset. Reference [12], [13] method of the
neural network, previous related studies used only the Trash-
Net dataset [14], as shown in Table 1, which does not
involve multi-classes and multi-size. Furthermore, the neu-
ral network used has the problems of complex structure,
many parameters and slow running speed, which makes
it need a very expensive hardware platform to carry the
model.

TABLE 1. There are six categories of TrashNet dataset with 4,175 pictures.
The types in the dataset are too few, are not close to real life, and the
amount of data is small. If the data enhancement work is not good, it can
easily cause an overfit.

In addition to the study of garbage collection methods,
some scholars have also done corresponding work in other
areas. Reference [15] proposed a specific problem model,
which can reduce investment costs, increase the number of
residents who have installed the dustbin service and the acces-
sibility of the system.

Summarize related work. Their system costs are high,
the recognition types are few, and the accuracy is low. They
cannot really solve the problem of the end-to-end garbage
collection platform, but only conduct research and discussion
at the method level. Compared with existing work, Huawei
Cloud’s open source garbage classification dataset is more
representative of garbage classification tasks. WasNet has
fewer parameters, shorter inference time and higher accuracy.
Our system is integrated end-to-end and provides users with
more information.
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III. DATA
In this section, we mainly describe the work on data. The
Section III-A is data collection and sorting; the Section III-B
is data analysis; the Section III-C is data enhancement; the
Section III-D is to verify the effectiveness of our work in the
Section III-B and Section III-C through experimental results.

TABLE 2. There are as many as 30 categories of Garbage Classification
dataset with 18079 pictures, which covers almost all domestic garbage.
The amount of data is huge, which poses new challenges for improving
the accuracy of the network.

A. DATA COLLECTION
Our main data comes from the Huawei Cloud Garbage Clas-
sification Competition. As shown in Table 2, the dataset
contains 18079 pictures in 40 categories. It is divided into
recyclables, which refer to wastes suitable for recycling and
resource utilization, including waste glass, metal, plastic,
paper, fabrics, furniture, electrical and electronic products,
and annual flowers; kitchen waste, which refers to perishable
waste generated by households and individuals, including
leftovers, leaves, peels, eggshells, tea residues, soup residues,
bones, waste food and kitchen waste; hazardous waste, which
refers to waste that directly or potentially harms human
health or the natural environment and should be specially
treated, including waste batteries and waste fluorescent tubes;
and other garbage, which refers to domestic garbage such
as diapers, dust, cigarette butts, disposable fast-food boxes,
damaged flower pots and dishes, wallpaper, etc. Compared
with the small data used in [5], [8], [12], [13], this dataset
better fits the types of waste in real life scenarios, which
increases the difficulty of model designing and training.

We also used the TrashNet dataset for the development of
our newly developed lightweight network.

However, in order to ensure that our network system more
accurately reflects actual practice, we searchedGarbage Clas-
sification datasets throughGoogle and Bing and subsequently
expanded the dataset by 4175 pictures. This is shown in
Section V-B and is intended to be an open source for other
researchers to use.

B. DATA ANALYSIS
We counted the data sample distribution, size distribution,
picture morphology, etc. Based on the analysis, we conducted

targeted data preprocessing, which helped with designing and
training the subsequent model. As can be seen from the data
volume of each class in Table 2, the data volume of each
category is uneven. Fewer data are ‘‘toothpick’’, ‘‘towel’’
and ‘‘drink boxe’’; while more data are ‘‘leaf roo’’ and
‘‘plug wire’’.

Since the data distribution is unknown, the problem of
dataset skewing needs to be addressed. During the initial
model training, it was assumed that higher loss function
values would be assigned to the categories with fewer data
and the loss would be converted into a weighted average to
tell the model to paymore attention to the lack of representing
activeness. However, the problem of category imbalance in
actual production is discussed in Section V-B.
For deep learning neural networks, the resolution and

aspect ratio of the input pictures of the network will affect
the performance of the network. In real life, the image data we
collect or identify is often unknown in scale with an unknown
aspect ratio. We found that the aspect ratio of the pictures in
the Garbage Classification dataset and the extended dataset
is different. From our statistics we found that most of the
aspect ratios are concentrated between 0.8-1.2; in order to
compare with existing neural networks when designing the
model, the input size of our model was set at 1:1. Considering
the number of parameters, the speed of the model, and the
comparison of existing neural networks, we set the size of
the input image to a commonly used 224 * 224.

We observed that the similarity between toothpick and
chopsticks in the image data is too great, so that it may not
be able to reflect more detailed features under the commonly
used method of zooming pictures. We use algorithm 1 to
make the original image based on the largest edge.

It was scaled proportionally, the missing part filled in with
a certain value (the scaled side is 256/224 times the final input
side length), and then it was cut. A comparison of the results
is shown in Fig.1.

FIGURE 1. Two toothpicks are printed in the first column. It can be
observed that the width is greater than the height. With conventional
cropping methods, the second column of images is obtained, and the
algorithm is used to obtain the third column of images. Compared with
the second and third columns, our algorithm can reduce the feature loss
of particular data such as chopsticks.
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Algorithm 1 CenterImage
Input: img Image to modify, s To change the size of a

picture, fill Value to fill
Output:Modified picture background
function CenterImage(img, s,fill)

M = Max(h,w)
if s == null then

s← M
end if
h← height of img
w← width of img
scale← s÷M
image← resize the img to (s ∗ scale, s ∗ scale) size
shape← define a (s, s) size image
background ← fill the shape with value of fill
cx ← (s− w)÷ 2
cy← (s− h)÷ 2
Local area with background from cy to (cy +

h) and cx to (cx + w)← img
return background

end function

C. DATA AUGMENTATION
For common data augmentation, we have selected a data
augmentation combination of horizontal flip, vertical flip, and
random panning [−0.1, 0.1].

There are many methods for image classification tasks
that can reduce the risk of over-fitting and make the model
resistant to occlusion by mixing the data to improve accu-
racy. Reference [16] described random erasing, randomly
selecting rectangular areas in an image, and erasing pixels
using random values. Reference [17] verified label smoothing
and mixed training (Mixup). Mixup changed the way that
previous enhancements only enhanced a single sample and
modelled the domain relationship between different types of
samples.

Reference [18] proposed Cutmix, a region discarding strat-
egy to enhance the performance of convolutional neural net-
work classifiers. Region discarding strategy refers to cutting
and pasting patches between training images, where real
labels are blended in proportion to the regions of the patch,
by effectively using training pixels and preserving the reg-
ularization effect of region losses. Cutmix consistently out-
performs the latest enhancement strategies on CIFAR and
ImageNet classification tasks and ImageNet supervises local-
ization tasks. We used these three hybrid data enhancement
methods and integrated them into a complex set of data
enhancers. Fig.2 shows the resulting visualization image.

D. DATA EXPERIMENT
This part mainly shows the effectiveness of our data modifi-
cation and data enhancement strategy in the Section III-B and
Section III-C.We use the ResNet50 [19] model, the optimizer
is Adam, the learning rate is 1e-3, the pre-training parameters

of ResNet50 on ImageNet data are loaded, and the data as
shown in Table 3 is obtained at 100 epoch. The abbreviations
in the table represent: ‘‘h_f’’ is horizontal flip, ‘‘v_f’’ is
vertical flip, ‘‘w_r’’ is width shift range, ‘‘h_r’’ is height
shift range, ‘‘rr’’ is random rotation, ‘‘br’’ is brightness range,
‘‘ci’’ is center image, in the Section III-B has been expressed;
‘‘eraser’’, ‘‘Mixup’’, ‘‘Cutmix’’ has been described in the
Section III-C. Val_acc refers to the accuracy of top-1. The
model predicts a category, and when the predicted value is the
same as the true value, the prediction is correct. Top-5 refers
to the model predicting five categories, as long as any one
of the five predicted values is the same as the true value,
it means that the prediction is correct. Experiments show that
the optimal combination of data enhancement is: horizontal
vertical rotation, horizontal vertical translation, center image,
‘‘Mixup’’, ‘‘Cutmix’’, ‘‘Random Eraser’’. It is worth men-
tioning that we did not generate new data for the test data
during the testing phase of this experiment and all subse-
quent experiments, nor did we adopt any data enhancement
strategy.

IV. DEEP NEURAL NETWORKS
This section mainly describes our work in building a
lightweight neural network. The Section IV-A is a brief
review of the development of the most popular lightweight
neural network; the Section IV-B describes the process of
building WasNet; Section IV-C is to verify the advanced
nature of WasNet through comparative experiments.

A. LIGHTWEIGHT IMAGE NETWORK
In the ILSVRC2012 competition image classification task,
the convolutional neural network model proposed by [20],
named AlexNet, won the first place with an error rate as
low as 16.4%. AlexNet is an eight-layer convolutional neural
network with the first five layers being convolutional layers
and the last three layers being fully connected layers. The last
layer of its fully connected layer uses the Softmax classifica-
tion method and the ReLU function as a non-linear activation
function. The Dropout method is applied to reduce the occur-
rence of overfitting. In 2015, [19] proposed a cross-layer con-
nection method, making the network layer up to 152 layers,
alleviating the problem of gradient dissipation in deep neural
networks. In 2016, Xecption [21] uses deep separable convo-
lution to maintain channel separation, instead of connecting
deep convolutional structures to achieve spatial convolu-
tion, decoupling spatial information and depth information,
can effectively use parameters to obtain better performance.
So deep separable convolution can also be used in mobile
devices. In 2018, ShuffleNet v2 [22] proposed that when the
ratio of input channels to output channels is 1:1, the MAC is
the smallest and the speed of the network is the fastest. The
number of packets should be carefully selected based on the
actual subject and the platform of the application; the packet
volume should not be increased simply to increase the number
of channels and thereby increase the accuracy.
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FIGURE 2. The first line is random erasure, the second line is Mixup, and the third line is Cutmix.

TABLE 3. Data modification and enhanced test data.

In 2019 NAS technology [23] released two new-generation
network structures, MobileNetV3-Large and MobileNetV3-
Small, for different resource consumption scenarios. Con-
structed on the basis of its previous MobileNet and combined

with the ideas of SENet [24], it added swish nonlin-
ear activation. In order to reduce the cost of calculat-
ing traditional Sigmoid in swish, a hard Sigmoid was
proposed.
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FIGURE 3. This figure was obtained by stacking convolutional layers and widening the convolution block. Fig.3-B and Fig.3-C show the diagrams of the
two embedded representation mechanism modules we tested.

In addition, there is an Internal Covariate Shift phe-
nomenon during the training of the neural network. The
distribution of the input data of each layer changes with
the change of the network parameters of the previous layer,
which makes the training of deep neural networks more
complicated and requires more cost time and resources to
adjust the parameters. In order to solve this phenomenon,
a Batch Normalization (BN) layer is designed in [25]. A BN
layer is added before each input layer to do an improved
normalization preprocessing for the input data of each layer.
The normalization process will affect the features learned by
the network layer, so the BN layer introduces two learnable
parameters to improve the normalization operation so that
the network can restore the distribution of features that the
original network has to learn. The use of layers can effectively
suppress the Internal Covariate Shift phenomenon.

B. WasNet
Our network referred to the design of existing high-precision
neural networks. For the dataset, the experiment was contin-
uously adjusted for the number of convolution layers and for
the depth and width of the network in order to obtain the best
network architecture as shown in Fig.3-A.

With the development of neural networks and the emer-
gence of multi-tasking and multi-category classification
tasks, people increasingly want neural networks to pay atten-
tion to sensitive areas. Accordingly, in order to improve
the performance of the network, [24] invented SE and [26]

invented CBAM attention mechanism. We also include SE
and CBAM into our neural networks. However, we were
not sure whether adding conventional attention mechanisms
would have a positive effect on results. Therefore, we exper-
imented with two attention mechanism embedding methods
as shown in Fig.3-B. and Fig.3-C. Table 4 shows the design
and parameters of the entire network in detail.

TABLE 4. The design and parameters of the entire network.

C. EXPERIMENTS
When training the Garbage Classification dataset model,
the parameters used are were as follows: the ratio of training
data set and test data set is 0.8: 0.2, the optimizer was Adam,
the learning rate was 1e-2, the val_loss was monitored, and
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the learning rate was reduced by 0.5 times without drop-
ping for ten rounds. Through experiments, we determined
the nerves shown in Fig.3-C. As the last wasnet block,
the network structure is best matched with the attention
mechanism of CBAM. The experimental results are shown in
the Table 5.

TABLE 5. WasNet block selection experiment.

In order to prove the advanced nature of our neural network
architecture, we did the following comparative experiments.
Considering the resource problem of the hardware platform,
the required model is a lightweight model with few parame-
ters and fast inference.WasNet is a typical lightweight model,
so our comparison network is selected from mainstream
lightweight models. We compared WasNet with two main-
stream lightweight networks, ShuffleNet-V2 and MobileNet-
V3-small, on the dataset. Reference [27] research confirms
that the transfer ability of each layer feature in the deep
learning neural network. After the network trained on the
ImageNet dataset and fine-tuning the target dataset, the gen-
eralization effect still exists. In order to enhance the accuracy,
we use the transfer learning strategy on the ImageNet dataset.
The parameters used for transfer learning were as follows:
the optimizer was Adam, the learning rate was 0.1, and the
val_acc was monitored. The learning rate was reduced by
0.7 times in the case of no increase in 3 rounds. A comparison
of the final experimental results is shown in Table 6. Params
are the data from the original researcher, while FLOPs are
the data obtained in the experiment. WasNet* is a model
for transfer learning training on the Garbage Classification
dataset after training on the ImageNet dataset.

TABLE 6. Experiment and comparison on ImageNet dataset and Garbage
Classification dataset.

In order to ensure that our research is a leader in field,
we compared it to other published articles relating to public
garbage classification.

D. COMPARISONS
Through data comparison in the Tabel 6, we can find that
WasNet has fewer parameters, smaller FLOPs and higher
accuracy than ShuffleNet-V2 and MobileNet-V3-small.

According to Table 7, WasNet performs best on the public
dataset TrashNet.

TABLE 7. Experiment and comparison on TrashNet dataset.

Through the comparison of experimental data, we can
clearly obtain that WasNet is more efficient than the current
mainstream lightweight neural network, and the effect ismore
obvious in the task of garbage classification.

V. SYSTEM
A. SYSTEM INTRODUCTION
We used trained deep learning models and other algorithms to
build our end-to-end system. In terms of the intelligent trash
can, we use Rapsbery Pi to carry our lightweight model, iden-
tify the throwing objects thrown into the trash can turntable,
and transmit the identified signals to the hardware control
turntable to put the throwing objects into the corresponding
trash box, and at the same time transmit the relevant infor-
mation to the data base. On the Android side, we pulled the
Android sample application of TensorFlow Lite for modifica-
tion and added our parts of the program. It can continuously
classify the frames read from the device’s rear camera, per-
form inference using TensorFlow Lite Java API, classify the
frames in real time, and display the most likely classification.
It allows users to choose between floating-point models or
quantized models, choose the number of threads, and decide
whether to run on a CPU, GPU, or NNAPI. It greatly reduces
the degree of dependence on hardware and guarantees its
user customization. We can enhance the data volume of the
model through user feedback, and then train it offline or in
real time.

B. ADJUSTMENT MECHANISM
The entire system consists of the platform, data, and model
adjustment mechanisms. Considering that in different appli-
cation environments, the implementation of model retraining
will be affected by the imbalance of new data set categories,
the following is suggested.

The user first uploads pictures in the terminal device.
Based on the type of model inference running on the termi-
nal device, the user checks whether the inference prediction
result is correct. If it is incorrect, the picture is stored as
correct. If it is correct, a judgement is made as to whether the
probability of its prediction pair exceeds a limited threshold;
if it is exceeded, the changed picture is discarded, otherwise
store the picture and label. After the storage reaches the
limit, the two parts of the data are stored in Balancer for
the final data loss weighted balance calculation. This part
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FIGURE 4. PL is the predicted value of the model, RL is the real value, TPB is the probability value of its accurate prediction when the prediction is
correct, TH is the threshold value of the lowest probability value when the prediction is correct, Balancer is the data integrator, Re-Train is
uploading the cloud or in the local model events in training.

FIGURE 5. Schematic diagram of the overall architecture of the system.

of the weighted calculation is composed of two parts: the
prediction is incorrectly given a weight A, and the prediction
is incorrectly given a weight 1-A. The method mentioned in
Section IV-B is then used to perform a weight loss calculation
to form the final data. Encode and upload to the cloud when
required by the user or within a limited time period. After
retraining in the cloud, bring it back to the terminal and
resume work. The whole process is shown as a flow diagram
in Fig.4.

C. PROJECT ARCHITECTURE
One of the main meanings of garbage collection is the reuse
and treatment after garbage collection. In order to make the
recycling and processing of garbage recycling more effi-
cient, we need to grasp the data on the types of garbage,

the distribution of various types of garbage in various regions,
and the quantity and rate of change of various types of overall
garbage. The smart trash bin we designed can intelligently
recycle trash, and the mobile phone application can help users
correctly distinguish the types of trash and understand the
latest news and policies on the classification of trash. These
two parts ensure the treatment of trash at the source. At the
same time, we need regional, city managers and decision
makers to provide further measures to solve the problem after
garbage collection.

Our platform collects messages sent from various local
smart trash cans and data generated when people use mobile
applications, integrates data, performs further data clean-
ing, and finally displays the required data on our plat-
form. The entire project structure is as follows Fig.5 shows.
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Our platform provides managers and decision makers with
a clear data visualization, which is convenient for managers
and decision makers to further process garbage after garbage
collection, and can quantify the cost, economic benefits,
and environmental costs of each treatment process. At the
same time, it also provides data protection for managers and
policy makers to formulate new civic codes, policies and
laws.

VI. CONCLUSION
Although this research proposes a new lightweight neural
network that has made a positive contribution to the rele-
vant knowledge system of garbage classification and recy-
cling, we can’t just rely on this system. There are many
other challenges. The first research direction is to solve the
problem of sorting and recycling garbage in dumps in some
underdeveloped areas. A special robotic arm can identify
and locate garbage, and then sort and recycle it. The second
research direction is to develop a robot that can automatically
identify and recycle garbage that is discarded on the ground
of streets, parks, schools, etc. It can reduce the pressure on
sanitation workers and keep the city clean. The third research
direction is the problem of multi-label garbage classification.
As is common in real life, most of the garbage is mixed
together. How to solve the problem of intelligent garbage
sorting and recycling in this case is the key. There is also a
need to pay more attention to environmental protection and
pollution issues, and constant innovation is needed to develop
more practical systems and tools to solve problems related to
garbage classification and recycling.
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