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ABSTRACT Rail weld defects are major threats to railroad transportation. Enormous resources have been
required for related maintenance. This paper presents a creative solution to predict weld defects and to
classify railroads into different conditions based on the predictions. The results are based on features
extracted from manufacturing technologies of welds, from related materials and from influential factors in
the environments. Features such as marks for welding engineers are defined. Maintenance can be selectively
implemented based on the predicted conditions. Safety is the foundation of the railroad business, and a very
strict safety requirement is utilized as one of the main constraints in this research. Additionally, 11 key
risk factors leading to rail defects and their risk levels are identified. Extreme learning machine (ELM),
random forest, logistic regression, principal component analysis (PCA), support vector machine (SVM) and
other data science approaches are utilized. The evaluation results show that the related rail maintenance
workload can decrease significantly under high safety standards. Labor costs of weld inspection will be
reduced substantially because of the decreased workload for the sections predicted to not have any defects
with a 100% recall rate (approximately 30% of the total sections), contributing to a massive cost reduction.
Consequently, rail companies are expected to achieve enhanced management and operation.

INDEX TERMS Condition-based maintenance, extreme learning machine, logistic regression, rail weld
defect prediction, random forests, support vector machine.

I. INTRODUCTION
Rail defect research is pivotal for railway companies [1].
Therefore, they have put plenty of effort into rail defect
detection and related maintenance [2]–[11]. This research
presents a new type of data-driven method for rail defects.
It entails the prediction of rail defects and related implications
for railroad management.

Currently, time-based maintenance is widely used in the
railroad industry. However, this type of work causes tremen-
dous waste because it requires a heavy maintenance work-
load at the same level for each section of a railroad line
(a railroad line can be divided into multiple sections), but it
is commonly accepted that some sections of a railroad line
could be significantly better or worse than the others. New
research has also shown that predictive maintenance is the
most promising maintenance strategy for railroads [12]–[18].
At the end of 2019, China had more than 139,000 kilometers
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of railroads. The tracks are connected by welding, and at least
one weld is needed for every 25 meters to 100meters of track.
In China, it is estimated that more than 120,000 labor days per
month (equal to hiring 4,000 workers to work 30 days) are
needed to finish related weld inspection work. Thus, a quan-
titative analysis to classify railroad sections by weld condi-
tions and to implement predictive inspection/maintenance is
desirable.

Track is one of the most critical components for railroads,
and track defects may lead to severe issues, including derail-
ments. According to our calculations, approximately 52.6%
of rail defects occurred on welding joints, which are consid-
ered the weakest parts of tracks [19]–[24]. However, time-
based maintenance is widely applied in the related work. The
work is scheduled based on highly conservative estimates for
all sections of railroad lines. If we can reallocate resources
based on the predicted conditions of the sections (e.g., divide
sections into sections in better condition and sections in worse
condition based on weld conditions), costs and work time
may be saved significantly for the sections in better condition.
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FIGURE 1. Rail weld defects.

However, such condition classification for welds before
the start of inspection/maintenance has not been completed.
Currently, there is no published research on predicting the
conditions based on all the major features extracted from
manufacturing technologies of welds, from materials and
from influential factors in the environments. In addition,
the mechanisms between the defects and their indicative fac-
tors are so complicated that people do not understand them
clearly. Multiple data analysis methods have been applied to
these areas [19]–[23]. However, these methods have limita-
tions. One of the most recent studies presented a Pareto-based
maintenance decision system using the Hilbert spectrum, but
the result was mainly dependent on the dynamic response
from axle box acceleration measurements [24]. The accel-
eration data on which their model was built correspond to
vibrations caused by track irregularities, so they are not suf-
ficient to show the internal conditions and production quality
of welds and to predict the occurrence of weld defects [25].
Instead, we utilize features extracted from a wide range
of easily accessible data and machine learning methods to
solve weld problems. In another study, squat defects and
ballast defects were treated using optimization methods and
condition-based maintenance [12], [26]. Squats occur on the
surface of tracks, and ballast is a substance below tracks.
Thus, these two types of defects are different from weld
defects. Another researcher also proposed a framework for
rail surface defect prediction using machine learning algo-
rithms. The research is limited to the surface defects, and
it is not related to manufacturing technologies of welds and
the materials of welds [27]. Other researchers have also
not claimed any success or viable solutions to the problems
we are working on [2]–[11], [21]–[22], [28]–[30]. We first
extract all the key features related to the problems and first
utilize data mining approaches for weld defect prediction
problems. In addition, manufacturing technologies of welds
have been creatively analyzed, and 11 key risk factors leading
to rail defects and their risk levels are identified. Using the
predictive models presented in this research, railroad mainte-
nance can be decreased significantly under very high safety
standards. In addition, during special periods such as the
Covid-19 period, the number of engineers inspecting welds
may have to decrease to satisfy health concerns.

All the prediction results are under 100% recall rate which
means an extremely low probability for defect occurrence.

In addition, according to our newest database, more than 95%
of the defects are minor defects that do not require any repair.
Therefore, the risk for the rail sections predicted to not have
any defects is very low. Traditionally, inspection workloads
for all the sections are equally heavy because time-based
maintenance. Compare to this, the inspection workload will
be reduced significantly for the low-risk sections based on
the models proposed in the research. The workload decrease
for these sections is around 50% at the Ningbo maintenance
department involved in this research. The low-risk sections
account for approximately 29.82%-31.58% of the total sec-
tions. This suggests a massive cost reduction for the intense
weld inspection work (more than 120,000 labor days per
month in China) conducted in the railroad world.

Our related research was presented at the World Congress
on Railway Research in Tokyo, Japan [31]. However,
the work submitted was only an analysis focusing on the cor-
relation between track geometry and rail defects. The model-
ing and evaluation in the current paper are also significantly
different.

II. METHODS
The main output is the predicted condition (a better condi-
tion or a worse condition) of a rail section. The inputs are
introduced in Table 1. The recall rate should be high enough
to satisfy safety requirements. Logistic regression, random
forests, extreme learning machine (ELM) and support vector
machine (SVM) are the main modeling methods.

A. DATA ACQUISITION AND PREPARATION
Data are collected from railroad companies that manage
regular-speed railroads and high-speed railroads. A relational
database is developed to manage the data. According to our
business understanding and experience from railroad experts,
each variable is defined below. Based on the definitions,
the data are processed.

The target variable is defects, and the remaining variables
are the predictors.

The rows with missing values are deleted. The descrip-
tive statistics are also determined, and all the predictors are
normalized. A total of 974 rail sections are included in the
training dataset, including validation data. Data from all the
related major lines were recently updated significantly, and
they are used as the testing dataset. All the data are processed
by using R software version 3.6.1.

B. COLLINEARITY
Collinearity is a problem caused by correlations among pre-
dictors. The correlationsmay lead to inaccuratemodels devel-
oped by these predictors.

Therefore, the collinearity may influence the modeling.
The logistic regression, SVM and ELM models cannot elim-
inate this influence directly [35]. For logistic regression,
backward stepwise selection is used to solve the problem. For
the SVM and ELM models, principal component analysis is
utilized to eliminate the collinearity. The selected principal
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FIGURE 2. Overall view for proposed approach.

components serve as new variables. Along with the predictors
that are not in the principal components, they will be the
inputs for the SVM and ELM models. However, predictions
made by the random forest model are not sensitive to the
collinearity [36].

C. LOGISTIC REGRESSION
Logistic regression is a generalized linear regression model.
It is easy to apply and explain. In logistic regression, the target
variable is a probability: how likely a successful prediction is
to occur. The relationship between the target variable and the
predictors is shown in formula [37]:

q = Pr(y = 1|X )

=
exp(β0 + β1X1 + β2X2 + . . . βpXp)

1+ exp(β0 + β1X1 + β2X2 + . . . βpXp)
. (1)

In this formula, q(0 ≤ q ≤ 1) is the target vari-
able. X1,X2, · · · ,Xp are the predictors. By employing the
maximum likelihood estimation, β0, β1, β2, · · · , βp can be
decided. However, it is necessary to analyze the impacts
caused by multiple collinearity.

AIC values are calculated to evaluate the logistic-regression
model before/after the backward stepwise selection. More-
over, for the best logistic-regression model, the importance
of each predictors can be evaluated exactly. The detailed

TABLE 1. Definitions of variables [31]–[34].

evaluation will be presented in the Results and Evaluation
part.
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TABLE 1. (Continued.) Definitions of variables [31]–[34].

D. RANDOM FOREST
Random forest [38] is a machine learning approach combin-
ing theories of bagging ensemble learning with random sub-
space methods [36], [39]. Thus, it may improve the learning
system. Random forest is not sensitive to multiple collinear-
ity. The results are robust to various types of datasets [40].
Random forest in this paper are formed as follows [41]:

Let N = the number of samples in the training dataset and
M = the number of varieties in the training dataset.

1. Conduct sampling with replacement N times from the
training dataset, forming a new training dataset. The
unselected samples will be deployed in initial predic-
tions, evaluating errors of the model;

2. For each node, selectm features randomly. The selected
features will lead to decisions on each node. The opti-
mal split of the trees will be calculated based on the
different features;

3. Each decision tree is fully developed without trimming;
4. Repeat the above steps to construct other decision trees

until the number of required trees is reached. The num-
ber of decision trees is adjusted based on optimization
goals;

5. Each decision tree is utilized as a basic classifier to
process ensemble learning, generating an integrated
classifier. Predictors are input into the model to be
classified. The output is decided by voting in which
each decision tree gives its vote on the classification.

To achieve business objectives, it is important to find the
optimal number of trees and the most suitable quantity of
nodes.

E. EXTREME LEARNING MACHINE NEURAL NETWORK
Extreme learning machine (ELM) is an easy-to-use but effec-
tive single-hidden-layer feedforward network (SLFN) algo-
rithm [42]. ELM is also applied to find the relationship
between the predictors and the categorical results.
Compared with traditional neural networks, ELM can pro-

vide a faster learning speed and a more favorable generaliza-
tion. Formidable advantages have been manifested in various
industries [35]. However, for the model, it is also necessary
to consider the impacts caused by multiple collinearity [37].
The fundamental principles of ELM are described

briefly [43]. This is an algorithm with three steps. For a given
training dataset TrainData = {(xi, ti)|xi ∈ Rn, ti ∈ Rm,
i = 1, 2, · · · ,N}, the hidden node output function is
G(a, b, x), and the number of hidden nodes is L. The three
steps are summarized as follows:

Step 1: Assign values to the hidden node parameters ran-
domly: (ai, bi), i = 1, 2, · · · ,L.
Step 2: Calculate the hidden layer output matrix, which is

named H ,∑L

i=1
βiG

(
ai, bi, xj

)
= tj, j = 1, · · · ,N . (2)

This is equal toHβ = T . The ith column inH is the output
from the ith hidden node, and the corresponding inputs are
x1, x2, · · · , xN .

H =

 h(x1)...

h(xN )

 =
G(a1, b1, x1) · · ·G(aL , bL , x1)...

G(a1, b1, xN ) · · ·G(aL , bL , xN )


N×L

;
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β =

 β
T
1
...

βTL


L×m

, T =

 t
T
1
...

tTN


N×m

. (3)

Step 3: Calculate the output weights β:

β = H†T . (4)

H† is the Moore-Penrose generalized inverse of hidden
layer output matrix H .
Additionally, the number of nodes will be adjusted based

on optimization objectives, which are defined based on busi-
ness goals.
G (a, b, x) is an activation function selected from the

following:

TABLE 2. Alternatives for the activation function in ELM.

F. SUPPORT VECTOR MACHINE [44]
Support vector machine (SVM) is another machine learning
approach. It is applied to classification tasks. Using SVM,
the optimal hyperplane dividing two categories can be found
bymaximizing the distance between the closest points in both
categories.

If there is a hyperplane that linearly separates samples,
then define that xi is a vector and that yi = 1 or − 1
serves as a classification mark. Then, the optimal hyperplane
represented as w ∗ x+ b = 0 can be found. Therefore, SVM
solves the following programming problem:

min
1
2
‖w‖2 + C

l∑
i=1

ξi

s.t. yi (w · xi + b) ≥ 1− ξi, i = 1, · · · , l,

ξi ≥ 0, i = 1, · · · , l. (5)

w =
∑n

i=1 αiyixi is a linear combination of all the sup-
port vectors. αi (i= 1, · · · ,n) is a Lagrange multiplier, and
C is a penalty term. ξi(i= 1, · · · ,l) is a relaxation variable,

and b is a constant. If there are no hyperplanes that linearly
separate samples, generally the samples will be mapped to a
higher-dimensional space by a kernel function. In this space,
the samples can be linearly separated effectively. Then:

w =
n∑
i=1

αiyiϕ(xi),

f (x) = w · ϕ (x)+ b =
∑n

i=1
αiyiϕ (xi) · ϕ (x)+ b

=

∑n

i=1
αiyiK (xi, x)+ b. (6)

A widely used Gaussian kernel function is the radial basis
function:

K (x, y) = exp
(
−γ ∗ ‖x-y‖2

)
. (7)

‖x-y‖2 is the square of the Euclidean distance between
observation x and observation y. γ is the bandwidth of the
kernel function. When the radial basis function is utilized as
a kernel function, the adjusted parameters are the bandwidth
of the kernel function and the penalty term C . The optimal
parameters are determined by grid searches.

G. CROSS VALIDATION AND TESTS
Five-fold cross validation is applied in this research. The
major steps are as follows:

1. Split the sections in the training dataset into 5 parti-
tions. Each partition is a fold;

2. Iterate training and testing 5 times. In each iteration,
a different fold is chosen as test data for this iteration.
The other four folds are combined to form training data
for this iteration;

3. Evaluate performances resulted from the iterations.
Next, use a new testing dataset to implement another test.

In the test, the data are newer data from which all the above
data used in the cross validation are excluded. The optimal
model can be justified through all the training, cross valida-
tion and tests. Data in the testing dataset are updated before
writing this paper.

H. FRAMEWORK FOR PRESENTED TECHNOLOGIES
Models are built by inputting the prepared data, and results
are acquired from the different models. Assuming the clas-
sification threshold is P0, a section will be predicted to be
in worse condition if the probability that defects occur in
the section is P0 or larger. Additionally, a section will be
predicted to be in better condition if the probability that
defects occur in the section is smaller thanP0. Under different
thresholds, recall rates and the number of worse sections can
be calculated. The workload in this research is defined as the
number of sections that are predicted to be in worse condition
and will need the arranged labor force and equipment as usual
(i.e., heavy maintenance). A threshold that maximizes the
recall rate (100% in the final tests is the goal) and minimizes
the workload is the best choice (the computational speed is
also tested). The following shows a summary of the frame-
work for technologies presented.
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FIGURE 3. Framework for presented technologies.

III. RESULTS AND EVALUATION
A. EVALUATION METRICS AND PROCESS
Because it is impossible to find a model that works perfectly
for both the recall rate and the workload, an optimal balance

between them is a critical point. For safety reasons, it is neces-
sary to find the rail sections in worse condition. Most railway
managers require a 100% recall rate for the rail defects.
However, as introduced previously, minimizing maintenance
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work is also one of our priorities. Therefore, the models are
adjusted so that the results can embody an extremely high
recall rate and an optimized workload. In addition, themodels
may be implemented efficiently.

To estimate the parameters of logistic regression, P-values
are the key to determining whether the estimates can pass
hypothesis tests. Then, the constructed model is optimized
through backward stepwise selection, and hypothesis tests
are also applied to the optimized model. The model with the
smallest AIC value is chosen as the best logistic regression
model [45]. The value of the workload expected to be min-
imized is decided by prediction precision at a given recall
rate. The finalmodel is further adjusted by finding the optimal
threshold to balance the recall rate and the precision. For the
random forest model, an optimal threshold is also found to
satisfy the required balance between the recall rate and the
precision. Additionally, the number of nodes in the hidden
layer in ELM is adjusted based on the desired recall rate
and precision to acquire the optimal model. For the SVM
model with the radical basis function as its kernel function,
the bandwidth of the kernel function and the penalty term
are adjusted based on the desired recall rate and precision to
acquire the optimal SVM model.

The parameters of the models are iteratively tuned to reach
the best performance. The highest recall rate is a top priority
in these adjustments. In the transportation industry, passenger
safety is so important that all work should provide sufficient
considerations to ensure safety. False negative predictions
may lead to unexpected rail defects, which are threats to
passengers and goods. As a result, the recall rate should be as
high as possible. In addition, railroad companies would like
to predict rail defects quickly. Thus, calculation efficiency is
also taken into consideration.

Cross-validation is applied. All the data are real data from
railroad companies. The training data and the validation data
are generated and validated no later than September 2018.
The testing data are generated and validated after Septem-
ber 2018. Again, the testing data are newer data not used in
the modeling.

The final classification thresholds are determined by the
recall rate and the workload from the testing dataset. Then,
the optimal model is selected and confirmed.

B. DESCRIPTIVE ANALYSIS
1) DESCRIPTIVE STATISTICS
According to descriptive statistics, the centralization, dis-
creteness and distribution are determined as follows:

2) COLLINEARITY ANALYSIS
A correlation analysis is conducted on all the potentially
correlated variables. It is found that there are correlations
among the predictors. The number of conditions of the
correlation matrix of the predictors is 520889.8, which is
larger than 1000, suggesting the existence of severe collinear-
ity [46], [47]. As mentioned in the previous parts, for logis-
tic regression, backward stepwise selection is used to solve

TABLE 3. Descriptive statistics.

the problem. For the SVM and ELM models, principal com-
ponent analysis is utilized to eliminate the collinearity.
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C. MODELING RESULTS
1) LOGISTIC REGRESSION
First, logistic regression is carried out with regard to all the
predictors. The results are as follows:

TABLE 4. Logistic regression results with regard to all the predictors.

Table 4 presents the parameter estimations for the predic-
tors. Certain P values are less than 0.05. This means that
the corresponding coefficients can pass hypothesis tests at
a confidence level of 95%. However, the coefficients of the
other predictors cannot pass the tests because the correspond-
ing P values are larger than 0.05.
Next, backward stepwise selection is added. After this

selection, the model with the minimal AIC value is chosen.
After the backward stepwise selection, only 16 predictors

are still in the model (see Table 5 ). Five of the P values of the
predictors are larger than 0.1, and the remaining 11 are less
than 0.1. This means that the coefficients of the 11 predictors
(see Table 6) can pass hypothesis tests at a confidence level of
90%. Thus, they can be considered risk factors for rail defects.
Experienced railroad engineers also confirmed that these 11
predictors may be critical for defect occurrence.

TABLE 5. Logistic regression results after backward stepwise selection.

TABLE 6. Importance of the predictors.

Let p = the probability of defect occurrence in a section;
the term Odds is defined as [48]:

Odds =
p

1− p
= eβ0+β1X1+β2X2+···+βpXp (8)

For each predictor, a change of 0.1 units leads to a change
in Odds of

(
2.720.1∗β − 1

)
. We call this the odds rate.

TABLE 7. Odds rates.

According to Figure 4, here is an approximately linear
relationship between the odds rate and the coefficients of the
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FIGURE 4. Odds rate analysis.

variables. The odds rate increases as the absolute values of
the coefficients increase. Therefore, the larger the absolute
values of the coefficients are, the greater the influence on the
odds of the occurrence of defects.

In addition, AIC values were calculated. Table 8 shows
that after the backward stepwise selection, the AIC value
decreased to 510.94 from 539.19. This is a positive change
that suggests that the model improved.

TABLE 8. Comparison between different logistic regression models.

2) RANDOM FOREST
After iterative adjustments based on the training dataset,
the number of trees is set to 320, and the number of nodes
is chosen as 5.

3) EXTREME LEARNING MACHINE
First, principal component analysis is conducted on all the
continuous predictors. The results are shown in Table 9.
C.1, . . . ,C.28 are 28 principal components.
According to Table 9, the cumulative proportion of the

first 10 principal components is 87.8%. The next 18 principle
components contribute little to the variance. Therefore, the
first 10 principal components are selected for further analysis.

TABLE 9. Initial results of principal component analysis.

The 10 principal components (in Table 10 and Table 11)
replaced the corresponding variables with collinearity effects.
The number of nodes in the ELMmodel is adjusted between 1
and 500. This adjustment is applied to ELM models with all
the different activation functions presented in Table 2.

Then, the ELM models are tuned with the activation
functions. The results show that 4 activation functions per-
form significantly better than the others. They are the sym-
metric saturation linear (satlins), rectifier linear unit (relu),
triangular basin (tribas) and linear (purelin) functions.
Table 12 shows the related parameters.

4) SUPPORT VECTOR MACHINE
To address the collinearity problem, the above PCA selection
is also applied to the SVMmodel. After iterative adjustments
based on the training dataset, the penalty item is set to 1, and
the bandwidth of the kernel function is chosen as 8.

D. CROSS-VALIDATION, TEST AND MODEL SELECTION
Five-fold cross validation is applied. The average workload
presented below is the average validated workload, and the
average recall rate is the average validated recall rate.

All the models we created show very high recall rates and
favorable workloads. Therefore, these models may perform
well on the testing dataset which leads to the final model
selection, and they have passed the cross-validation.

Then, the testing dataset is used to test the above models.
The security rate term is defined as the number of predicted
defect-free sections divided by the total number of testing
sections.

For regular-speed rail, the recall rates are all 100% in the
test, and ELM (satlins) shows the optimal workload. The
performance of the ELM (satlins) is visualized.

For high-speed rail, ELM (relu) is dropped because its
recall rate is under 100%. Then, the random forest model
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TABLE 10. Parameters of selected principal components.

shows the optimal workload. The performance of the random
forest model is visualized.

The calculation speeds are fast enough for all the mod-
els. The models’ performance on the testing dataset for
regular-speed railways is shown in Table 14, Figure 6 and
Figure 7. We can observe that ELM (satlins) significantly
decreases the workload with a 100% recall rate. For this recall
rate, ELM (satlins) shows the highest security rate and the
smallest workload. Therefore, the ELM (satlins) model is the
best selection for regular-speed rail under the business goals.

The models’ performance on the testing dataset for
high-speed railways is presented in Table 15, Figure 8 and
Figure 9.We can observe that the random forest model signif-
icantly decreases the workload with a 100% recall rate. For
this recall rate, the random forest model shows the highest
security rate and the smallest workload. Therefore, the ran-
dom forest model is the best selection for high-speed rail
under the business goals.

TABLE 11. Parameters of selected principal components (Continued).

TABLE 12. ELM model parameters.

TABLE 13. Cross-validation results.

FIGURE 5. Performance evaluation based on cross-validation.

Moreover, the threshold of the optimal model for high-
speed rail is significantly stricter than the threshold of
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TABLE 14. Prediction performance on regular-speed rail.

FIGURE 6. Performance evaluation based on the testing dataset
(Regular-speed Rail).

FIGURE 7. ELM (satlins) workload optimization.

TABLE 15. Prediction performance on high-speed rails.

the optimal model for regular-speed rail. This is good
because of the higher safety requirements for high-speed rail.

FIGURE 8. Performance evaluation based on the testing dataset
(High-speed Rail).

FIGURE 9. Random forest workload optimization.

Again, the above research also addresses the foundation of
the railroad business: safety.

IV. DISCUSSION & CONCLUSIONS
The prediction methods and evaluation have been completed.
The condition of a section can be predicted by the optimal
models as follows: a better track condition inwhich no defects
are predicted or a worse track condition in which defects are
predicted to occur.

The findings in this paper provide important references
for decision makers to design predictive maintenance. The
models developed in this paper will assist engineers in
terms of railway inspection, safety management, cost control,
schedule optimization, etc.

Historically, the schedule for rail inspection was based on
the assumption that all sections require frequent inspection
to ensure safety. Through the new models proposed above,
workloads will be rearranged, and lower workloads will be
required for sections in better condition. Currently, welds
from these better sections are inspected regularly by thou-
sands of engineers, but the rail departments will be able
to decrease the workloads by half based on our models.
In China, it is estimated that more than 120,000 labor days
per month (equal to hiring 4,000 workers to work 30 days)
are needed to conduct related inspection work. According to
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the above tests, for regular-speed rail, the welds predicted
to not have any defects for about a year (the period of the
testing dataset) are 31.58% of the total welds, and this value
is 29.82% for high-speed rail. The 100% recall rate means
an extremely low probability for defect occurrence. Accord-
ing to our newest database, more than 95% of the defects
are minor defects that do not require any repair. Therefore,
the risk for the rail sections predicted to not have any defects
is very low. Inspection work for the low-risk sections should
be reduced significantly. These sections account for approxi-
mately 30% of the total sections. This suggests a massive cost
reduction for weld inspection.

Additionally, 11 risk factors contributing to rail defects and
their risk levels are identified. It is recommended that railroad
companies pay more attention to these factors.

The inputs for the whole data mining process are data that
are widely available in the daily operations of railroad compa-
nies. Additionally, the models have been integrated into one
of our newest information systems for implementation. Data
are updated, validated and prepared based on strict processes
in accordance with business requirements.

Consequently, railway companies are expected to achieve
enhanced management and operation with cost savings.
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