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ABSTRACT The calibration of traffic-flow simulation models continues to be a significant problem
without a generalized, comprehensive, and low-cost solution. Existing calibration approaches either have not
explicitly addressed the multi-objective characteristics of the problem or determining their hyperparameters
requires significant effort. In addition, statistical evaluation of alternative solution algorithms is not per-
formed to ensure dominance and stability. This study proposes an adaptation and advanced implementation of
theMulti-Objective Global-Best Harmony Search (MOGBHS) algorithm for calibrating microscopic traffic-
flow simulation models. The adapted MOGBHS provides five key capabilities for solving the proposed
problem including 1) consideration of multiple objectives, 2) easily extendable to memetic versions,
3) simultaneous consideration of continuous and discrete variables, 4) efficient ordering of no dominated
solutions, 5) relatively easy tuning of hyperparameters, and 6) easily parallelization to maximize exploration
and exploitation without increasing computing time. Three traffic flow models of different dimensionality
and complexity were used to test the performance of seventeen metaheuristics for solving the calibration
problem. The efficiency and effectiveness of the algorithms were tested based on convergence, minimization
of errors, calibration criterion, and two statistical nonparametric tests. The proposed approach dominated all
alternative algorithms in all cases and provided the most stable and diverse solutions.

INDEX TERMS Multi-objective optimization, calibration, traffic flow simulation, MOGBHS, NSGA-II.

I. INTRODUCTION
One of the most challenging tasks for the development
and use of microscopic traffic flow simulation models is
the calibration of their parameters [1], [2]. Considering the
highly dimensional search space, the randomness present in
the real-world systems been represented, and the intricate
interactions among parameters, metaheuristics are often used
for calibration involving: 1) criterion for the evaluation of
one or multiple objective functions, 2) a vector of supply
and demand parameters that must be calibrated, and 3) an
algorithm that finds a solution to minimize, or maximize,
the objective function(s) [4], [5]. Recognizing the challenges
associated with the calibration of models representing real-
word systems, Hale et al. [3] proposed an architecture for
software assisted calibration to enable flexibility, practicality,
and ease-of-use. The proposed architecture is general, but it
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was tested using two simple traffic models and two search
approaches.

Recently, memetic algorithms [6] combining exploration
and exploitation while considering the characteristics of the
specific problem have showed significant advantages over
their counterparts. Paz et al. [2] combined a Genetic Algo-
rithm (GA) and Simulating Annealing (SA) to obtain GASA,
a memetic approach that provided superior results rela-
tive to Simultaneous Perturbation Stochastic Approximation
(SPSA) (Spall [7]. Cobos et al. [8] proposed amono-objective
algorithm based on Solis and Wets Local Search Chaining
(MA-SW-Chains) [10] for the calibration of highly dimen-
sional traffic flow models. The proposed approach provided
better results in terms of convergence compared to GASA and
SPSA. However, the MA-SW-Chains approach required sig-
nificantly more running time. Amirjamshidi and Roorda [9]
proposed a pseudo multi-objective approach for the calibra-
tion of speeds, counts, and standard deviation of acceler-
ation. They combined all objectives into a single function
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using weights. Hence, there is loss of information and no
guaranty of minimizing (optimizing) all objectives simul-
taneously. Ciuffo and Punzo [5] proposed and evaluated
an approach for verifying the robustness of a calibration
algorithm. Synthetic data was used to evaluate five mono-
objective optimization algorithms which are popular in the
literature and practice for the calibration of traffic flow sim-
ulation models.

The algorithms listed above adopted a naive strategy using
weights to combine multiple objectives within a single func-
tion. Most real-world problems require or will benefit from
a multi-objective strategy where a solution includes a set,
Pareto Front, rather than a single solution [11]. The Pareto
Front only includes solutions that cannot be improved with-
out making worse off at least one objective. Having avail-
able and visualizable multiple optimal solutions helps to
get a better understanding of the trade-offs to select an
adequate alternative. Preferences and considerations beyond
those covered by the optimization framework such as political
and/or social aspects can be used to create criteria to break
ties [12].

Several recent studies have recommended multi-objective
optimization for future research regarding the calibration of
simulation-based traffic flowmodels [13], [14]. For example,
Sparnaaij et al. [14] proposed a multi-objective approach
for the calibration of pedestrian simulation models. Their
results illustrated the advantages of multi- relative to mono-
objective optimization. However, the study was limited to
pedestrian flows and the use of a grid search which is very
inefficient to solve large-scale optimization problems such
as the one involving the calibration of microscopic traffic
flow simulation models. Similarly, Cascan et al. [15] used
a GA for the calibration of traffic flow models considering
both flow and safety characteristics. However, their study was
limited to a small number of calibration parameters and a
single metaheuristic, GA.

According to several authors [11], [16], [17], the most pop-
ular multi-objective optimization algorithms are
NSGA-II [18] and SPEA-2 [19], which are relatively easy
to implement [20], [21]. Cobos et al. [22] proposed a multi-
objective memetic algorithm based on NSGA-II and SA,
NSGA-II-SA, for the calibration of microscopic traffic flow
simulation models. NSGA-II provided exploration while SA
performed exploitation. Two relatively small microscopic
traffic flow simulation models were calibrated and compared
using NSGA-II-SA, GASA and SPSA. The results illustrated
the advantages of NSGA-II-SA over GASA and SPSA in
terms of convergence and running time for small problems.
However, other multi-objective metaheuristics were not con-
sidered, and the hyperparameters of the algorithms were
not properly tuned. Karimi et al. [23] achieved great results
using a multi-objective stochastic optimization algorithm
for the calibration of a microsimulation traffic flow model.
However, they compared the performance of their proposed
algorithm with the results obtained using a mono-objective
approach. Similarly, their experiments only included one

traffic flowmodel and the objective functions did not consider
traffic speed which is a key performance measure.

According to the No Free Lunch Theorems for Optimiza-
tion [5], [24], the only way to determine the best algorithm
to solve an optimization problem is through evaluation and
comparison. Alternative optimization algorithms to be eval-
uated are chosen based on their characteristics and those
of the problem context. Previous studies comparing various
multi-objective algorithms for the calibration of various flow
models have not shown yet a dominant algorithm [25], [26].
Different algorithms present various levels of complexity and
implementation challenges including selection and tuning of
their hyperparameters. Del Ser et al. [27] provided a detailed
review of various relevant advanced optimization algorithms.

The current literature does not provide a systematic and
comprehensive analysis of available and relevant optimiza-
tion algorithms for the calibration of highly dimensional
traffic flow simulation models. A systematic and compre-
hensive analysis requires explicit consideration of multiple
goodness of fit, multiple traffic flow systems of various
degrees of complexity, and a statistical analysis of perfor-
mance by the optimization algorithms. Similarly, details for
effective implementations are lacking in the literature. Fol-
lowing these limitations and the No Free Lunch Theorems for
Optimization [5], [24] this study adapts, implements, and
evaluates various mono- and multi-objective metaheuristics
for the calibration of largemicroscopic traffic flow simulation
models. The primary objective is to determine a calibration
strategy, including an algorithm and implementation details,
that is likely to be effective while explicitly considering
multiple objectives. Considering the literature and the char-
acteristics of the calibration problem, the performance of the
proposed approach, Multi-objective Global-Best Harmony
Search (MOGBHS), is compared with various competing
alternative algorithms to illustrate its potential and advan-
tages. In addition, three memetic versions of MOGBHS are
implemented and evaluated. The proposed implementations
include: 1) parallel threading for the simultaneous generation
of multiple solutions to maximize exploration and exploita-
tion without increasing computing time, 2) parallel evaluation
of the objective functions to save resources, and 3) three
strategies of exploitation, for the memetic versions of the
algorithms, including Hill Climbing (HC), SA, and Iterate
Local Search (ILS), which are applied to a percentage of the
Pareto Front.

GBHS combines Harmony Search (HS) and Particle
Swarm Optimization (PSO) to provide better results than
HS [28] for solving problems with continuous and discrete
variables [27]–[29]. It requires few hyperparameters which
facilitates its implementation. Previously, HS has been suc-
cessfully applied to many real-world optimization problems
with better results relative to other evolutionary algorithms in
terms of solution quality [29]–[31].

MOGBHS is an extension of the Global-Best Harmony
Search (GBHS) which provides great results while con-
sidering multiple objectives simultaneously. For example,
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it has provided great results for the generation of sched-
ules for an integrated transit system [32]. MOGBHS showed
superior performance relative to NSGA-II. MOGBHS also
provided superior results for the simultaneous generation
of optimal routes and schedules [33] when compared to
NSGA-II and MOEA/D. MOGBHS was also compared to
NSGA-II, MOEA/D, MSOPS and SPEA2 using 21 multi-
objective test problems (12 with restrictions and 9 with-
out restrictions) taken from the multi-objective competition
during the 2009 IEEE-CEC conference [34]. In addition,
MOGBHS provided superior Inverted Generational Distance
with 95% significance using 10,000 and 20,000 evaluations
of the objective (fitness) functions for the nonparametric tests
of Friedman and Wilcoxon [35].

The remaining of this paper is organized as follows.
Section II provides the proposed solution approach, including
details about the objective functions, the calibration criterion,
the solution algorithm, and the threading implementation.
Section III presents the traffic flow models used for test-
ing, and provides results and analyses including conver-
gence and nonparametric tests (Friedman and Wilcoxon).
Finally, Section IV presents conclusions and future
work.

II. THE PROPOSED SOLUTION
A. MATHEMATICAL PROGRAM
The most common traffic flow characteristics use for cal-
ibration and validation are errors including the difference
between actual and simulated volume and speed [36]. Similar
to previous studies [2], [8], this research used well established
standards for the calibration of microscopic traffic flow sim-
ulation models [37].

The objective functions in this study are provided by (1)
and (2); they respectively involve the minimization of the
normalize root mean square (NRMS) difference between
simulated and actual volumes and speeds. Previous stud-
ies [2], [38] have combined these objectives into a single
function using weights as illustrated in (3). A single objec-
tive function enables the use of mono-objective optimiza-
tion algorithms as well as to break ties along the Pareto
Front. However, this is a naive or simplistic approach which
does not take advantage of multi-objective optimization.
The fundamental traffic flow relationships show that the
same flow (volume) can be associated with two distinct
speeds [39].

Min. (vol. error)

= Min.

 1
√
N

∑T

t=1

√√√√∑N

i=1

(
V i,t−Ṽ (θ)i,t

V i,t

)2
 (1)

where V i,t and Ṽ (θ)i,t are respectively the actual and sim-
ulated volume counts for link i at time t, θ is the vector of
supply and demand parameters that need to be calibrated, N
is the total number of links with data, and T is number of

FIGURE 1. Representation of a harmony.

considered time periods t.

Min. (speed error)

= Min.

 1
√
N

∑T

t=1

√√√√∑N

i=1

(
Si,t−S̃(θ)i,t

Si,t

)2
 (2)

where Si,t and S̃(θ)i,t are respectively the actual and simulated
speeds measured on i at t, and θ , N and T are as defined
before.

Min. (NRMS)

= Min. (W ∗ vol. eror+ (1−W ) ∗ speed error) (3)

where W is a weight use to assign relative value to errors
for volumes and speeds. The vector of calibration parameters
in the objective functions (1) and (2) is subject to lower and
upper bounds as denoted by the following inequalities (4).
These bounds are required to ensure that the parameters are
within values that are consistent with the real-world.

Lower bound ≤ θ ≤ Upper bound (4)

B. SOLUTION ALGORITHM
An adaptation of the MOGBHS algorithm is proposed to
solve the above calibration problem because: 1) multiple
objectives need to be considered, 2) MOGBHS is easy
to extend to achieve a memetic version of the algorithm,
3) MOGBHS enables simultaneous consideration of contin-
uous and discrete variables, and 4) MOGBHS enables fast
ordering of no dominated solutions and Crowding distance to
create an effective Pareto Front [32], [33]. For each iteration,
the standard MOGBHS creates a single harmony or offspring
combining several solutions and/or random characteristics.
Finally, the Pareto Front in the harmony memory provides
a set of optimal solutions.

1) SOLUTION REPRESENTATION
A solution, or harmony, to the optimization problem gener-
ated by MOGBHS includes a vector of calibration param-
eters, the corresponding values of the objective functions,
the rank (Pareto Front number), and the Crowding Distance
in its Pareto Front rank. A representation of a harmony is
provided in Fig. 1.

A solution is better than other based on its dominance.
That is, a solution is better than (dominates) other if at least
one objective holds a better value while the other objectives
are equal. Fig. 2 illustrates the evaluation of dominance
between solutions X and S given the objectives of minimizing
errors for volume (Volume) and speed (Speed). The method,
Dominate, in Fig. 2 compares the current harmony S with a
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FIGURE 2. Dominance between X and S (Minimization of Volume and
Speed).

potential new solution X and assigns ‘‘true’’ if X dominates
S, otherwise it assigns ‘‘false’’.

2) ALGORITHMIC STEPS
Fig. 3 provides a flow chart for MOGBHS [32] applied to
the proposed calibration problem. Additional details about
MOGBHS including a pseudo-codewere provided by Ruano-
Daza et al. [33]. Initially, the flow chart lists the required
inputs for GBHS including: (1) harmony memory size
(HMS), (2) harmony memory consideration rate (HMCR),
(3) minimum pitch adjustment rate (PARmin), (4) maximum
pitch adjustment rate (PARmax), (5) maximum number of
improvisations (NI), (6) number of solutions generated in par-
allel using threads (T ), (7) dimension of the solution vector
(n), (8) the local search algorithm (local), (9) probability of
applying local search (r), and (10) probability of selecting
a harmony (p) for local optimization. If T is set to one,
the algorithm generates only one solution within the loop of
improvisations. The number of calibration parameters n in
each harmony is illustrated in Fig. 1. The local search could
use HC, SA, or ILS to exploit the Pareto Front. If r is set
to zero (0), no local search is performed, and the algorithm
becomes a standard MOGBHS.

The first step of the proposed algorithm is to initialize the
harmony memory generating HMS random solutions using
T threads with parallel execution of simulation models and
evaluation of objectives. These solutions are generated with-
out violating constraints (4). The second step is to order
the solutions using their dominance. This produces a set of
Pareto Front Ranks with rank equal to zero for those solutions
that are not dominated and higher values otherwise. Next,
the algorithm calculates the Crowding distance within each
rank [18], [33]. When the algorithm is ordering the solutions,
if two solutions have the same rank, the one with the largest
Crowding distance is ordered first (is better) because it is far
to the others with the same rank.

Step three starts an iterative process to repeat steps four
to eleven NI times. Each iteration includes the calculation of
the pitch adjustment rate (PAR) used for creating the vector
of parameters for a new harmony. PAR is calculated in step
four using (5)

PAR = PARmin +
(PARmax − PARmin) ∗ i

NI
(5)

where i ∈ {1, 2, . . . ,NI } is the number of current iteration or
improvisation.

Step five starts a loop to generate T solutions (harmonies)
in parallel. In step six, the rules of GBHS are used to generate
a new harmony using hyperparameters HMCR and PAR.
HMCR is used to determine whether the d element of the new
harmony comes from the harmony memory or is generated
randomly (uniformly distributed between the lower and upper
bound of the current parameter vector d). If it comes from
memory, PAR decides about getting this element from either
the best or a random solution in the harmony memory from
the same place of the current parameter vector d .

In step seven, the fitness values (objectives) are evaluated.
This requires running the microscopic traffic flow simulation
model using the corresponding parameters. The evaluation
of the traffic flow simulation models is the most intensive
part of the solution algorithm. It is also the most memory
intensive task because several models with their appropriate
parameters are required at the same time, one for each thread.
Hence, to maximize performance the analyst must carefully
setup T according to the available resources and size of the
traffic flowmodels. To avoid unnecessary re-evaluation of the
same solutions in case that they are generated again in future
interactions, they are stored in a hash structure along with
the corresponding values of the objective functions. The new
harmony is added to the harmony memory in step eight.

In step 9, the harmony memory is ordered as explained
before. In step 10, the worse T solutions with the highest
Ranks and the smallest Crowding distances at each rank are
deleted from harmony memory to reduce its size and select
only the best HMS solutions.

Step 11 involves deciding about performing local search
and executing the corresponding action. If a uniformly ran-
dom number generated between zero and one is less than r ,
local search is performed for a portion of solutions in the
Pareto Front; otherwise, no local search is performed. This
local search provides memetic capabilities to the proposed
algorithm. Hyper parameter r should not be too close to one
to avoid over exploitation which could affect the exploration.
Only a percentage p of the solutions in the Pareto Front are
affected by local search as can be seen in Fig. 4 where |PF |
means the total number of harmonies in the Front. Using the
local search algorithm selected by the analyst, only a percent-
age MP (mutation probability hyper parameter) of elements
in the vector of parameters of each solution are mutated to
avoid leaving the local region instead of performing explo-
ration. The Local Search method executes a maximum of T
threads in parallel. If the number of harmonies selected from
the Pareto Front to do local optimization is greater than T ,
the solutions are queued and processed as the threads are
released. When all threads executing local search complete
the LocalSearch method, the algorithm continues with the
next iteration of MOGBHS.

When the algorithm completes the loop started in step 3
(Fig. 3), it returns harmonies (solutions) in harmony memory
sorted by their Rank values (first the lowest) and Crowding
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FIGURE 3. Memetic MOGBHS algorithm using T parallel solutions.

FIGURE 4. Local search.

distance (first the highest within eachRank). The Pareto Front
(Rank = 0) easily can be showed to the analyst in a 2D
dispersion graph using the x axis as the error for volume
and y axis as the error for speed. Examples of this kind
of graphs are shown latter as part of the experiments and
results.

III. EXPERIMENTS AND RESULTS
Experiments using models from three different vehicular net-
works were completed to evaluate the performance of the pro-
posed algorithm and our implementation. These models were
coded using CORSIM [37]. No specific information about
the characteristics of the simulation environment was used
for the development of the proposed approach. Hence, the
proposed approach is likely to provide similar results using
alternative traffic simulation software. Similarly, the same
number of evaluations of the of the objective function was
used in all experiments to enable a fair comparison among
algorithms.

A. CALIBRATION CRITERION
A common calibration criterion from the literature was used
in this study [2], [8], [22], [38]: the absolute difference
between actual and simulated link counts and speeds should
be less than 15% for at least 85% of the links. In addition,
the GEH [40] is required to be less than 5 for at least 85% of
the links. The GEH is calculated using (6).

GEH =

√√√√2(Vi − Ṽ(θ )i)
2

Vi + Ṽ(θ )i
(6)

where Vi and Ṽ(θ )i are respectively the actual and simulated
volume counts for link i, and θ is defined as before.
Microscopic traffic flow simulation models are not that

sensitive to small changes in their parameters. However,
significant changes to the model can preclude exploitation
and create a random search. In our experiments, at most,
50% of calibration parameters can be adjusted (mutated) in
each iteration of the proposed optimization algorithm. This
is accomplished using the MP hyper parameter in method
LocalSearch, described above. Details about the parameters
that can be calibrated are provided in the user’s guide of the
simulation software [37].

B. TEST MODELS
Given that the performance of anymetaheuristic is likely to be
highly dependent of the characteristics of the specific prob-
lem under study, three simulation models with different levels
of dimensionality and complexity were used to evaluate the
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FIGURE 5. McTrans network.

proposed solution approach. These three models have very
different characteristics as described below. Hence, the pro-
posed evaluation approach is likely to be fair and sufficient to
demonstrate the potential of the MOGBHS algorithm and our
implementation framework for the calibration of microscopic
traffic flow simulation models.

1) LOW DIMENSIONALITY MODEL: McTRANS NETWORK
The low dimensionality model is a hypothetical network with
all parameters set to default values. This model was devel-
oped byMcTrans Center which is a provider of transportation
analysis tools including the microscopic traffic flow simula-
tor CORSIM [37]. The model includes 20 arterial links and
two interceptions. Fig. 5 illustrates this model. The baseline
corresponds to the scenario obtained with all parameters
set to default values which are unknown by the proposed
optimization framework. After the baseline is calculated, all
parameters are perturbed randomly to represent an uncali-
brated model. The initial NRMS was 0,291 withW 0.7.

2) MEDIUM DIMENSIONALITY MODEL: RENO NETWORK
The medium dimensionality model corresponds to the Pyra-
mid network in Reno, Nevada. This network includes
126 arterial links. Actual volumes and speeds were obtained
for 45 links using traffic sensors. The initial NRMS was
0,222 with W 0.7. Fig. 6 illustrates the Pyramid network.
Field data for this model was provided by the Nevada Depart-
ment of Transportation (NDOT).

3) HIGH DIMENSIONALITY MODEL: I-75 NETWORK
The high dimensionality model corresponds to a portion
of the interstate 75 (I-75) in Miami, Florida. This network

FIGURE 6. Google (a) and TRAFVU (b) view of the Pyramid network in
Reno, Nevada.

FIGURE 7. Google (a) and TRAFVU (b) view of the I-75 freeway, Miami,
Florida.

includes 703 links. Sensor data was obtained for
346 locations. The initial NRMS was 0,332 with W 0.7.
Fig. 7 illustrates the I-75 network used in this study.

C. ALTERNATIVE ALGORITHMS
The performance of the proposed solution algorithm is
compared with the following alternatives which were used
recently and successfully to solve the same calibration prob-
lem [2], [8], [22], [38]:

• Mono-objective algorithms,
• Single-state multi-objective algorithms, also used as
local search strategies in memetic algorithms, and

• Memetic multi-objective algorithms.

All algorithms were implemented to take advantage of
parallel computing using multi-threading. This enabled a
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direct comparison with the proposed solution algorithm as
described above.

1) MONO-OBJECTIVE ALGORITHMS
SPSA and GASA were the two mono-objective algorithms
used for comparison purposes. SPSAwas proposed by [2] for
the calibration of microscopic traffic flow simulation models.
However, only models of low and medium dimensionality
were used to evaluate the performance of the algorithm.
In addition, extensive sensitivity analyses were required to
fine-tune the hyperparameters used by SPSA. GASA is a
memetic algorithm that uses SA in each iteration to obtain,
in parallel, n local solutions.

2) SINGLE-STATE MULTI-OBJECTIVE ALGORITHMS
Three single-state multi-objective algorithms including HC,
SA and ILS were also used to calibrate the three test traffic
flow models. HC and SA generate neighbor solutions using
a perturbation on a portion of the vector of traffic flow
model parameters. Once an element of this vector is selected
for update, there is a 50% (MP hyper parameter) chance
of a positive or negative perturbation. ILS builds a set of
optimal solutions by perturbing the current minimum and
applying local search. The perturbation must be sufficient to
lead the search to a different basin to reach an alternative
local optimum. The local search in this case was performed
using HC.

The optimization hyperparameters for SA were obtained
from [2] and determined using sensitivity analyses. The opti-
mization hyperparameters for ILS and HC were obtained
using covering arrays. Section D provides details about
the tuning process used to determine hyperparameters for
the proposed algorithm. A similar process was executed
for ILS and HC. The following were the corresponding
hyperparameters:
• SA: temperature = 15, cooling rate = 0.95, percentage
of perturbation= 30%, and acceptance constant= 0.35.

• HC: radius= 0.9 and percentage of perturbation= 10%.
• ILS: percentage of perturbation = 10%, probability of
acceptance = 0.4, and acceptance constant = 0.35.

These algorithms were used as local search strategy in
the memetic versions of MOGBHS and the other two multi-
objective algorithms, NSGA-II and SPEA-2.

3) MEMETIC MULTI-OBJECTIVE ALGORITHMS
Similar to a GA, NSGA-II generates multiple solutions based
on characteristics of an existing set of alternatives (popula-
tion of solutions). For a population of size N , N/2 pairs of
solutions are combined to generate N new offspring. Muta-
tion are applied to these offspring to generate new solutions
with different characteristics. All solutions are ordered in a
Pareto Front using dominance andCrowding distance. In each
iteration of the search process, the worse N solutions are
eliminated. The remaining N solutions are considered as the
new population. The above process is repeated until con-
vergence or the maximum number of iterations is reached.

TABLE 1. Vocabulary used with covering arrays.

Themethods used here for fast ordering of no dominated solu-
tions were the ones recommended by [18].The hyperparam-
eters for NSGA-II were obtained using covering arrays [41]
including: population size= 60; number of generations (iter-
ations) = 180; percentage of mutation equal to 10% for
low dimensionality model and 5% for the medium and high
dimensionality models.

The SPEA-2 algorithm used in this research is based on the
proposal by [42], [43]. SPEA-2 generates in each iteration
a population of possible solutions. New solutions are gen-
erated in each iteration based on the best current solutions
and the method of tournament. Mutation and reproduction
methods were as in NSGA-II. As was the case for NSGA-II,
the hyperparameters for SPEA-2 were obtained using cov-
ering arrays [41], including: population size = 60; size for
the external population = 15; number of generations = 180;
percentage of mutation equal to 10% for low dimensional-
ity model and 5% for the medium and high dimensionality
models.

Local search capabilities were included in NSGA-II and
SPEA-2 using HC, SA and ILC with probability r (20%) to
be applied at the end of each iteration and affecting only a
percentage p (50%) of the solutions in the Pareto Front.

D. HYPERPARAMETERS FOR THE PROPOSED ALGORITHM
Covering arrays were used to determine the best hyperpa-
rameters for the proposed implementation of the MOGBHS
algorithm. Previous studies have showed the effectiveness of
using this approach to determine this type of hyperparam-
eters [41]. We used a covering array with strength 2 and
vocabulary size of 5. Values for the vocabulary were obtained
through sensitivity analyses using recommendations from
the literature [28], [33]. Table 1 lists the vocabulary used
during the hyperparameters tuning process. The first row
provides the values recommended in the literature for GBHS.
The following rows provide variations that showed adequate
results during preliminary testing. There are other strategies
for hyper parameter tuning including the Meta Evolutionary
Algorithm (Meta-EA) [44]. However, covering arrays has
showed to be a feasible alternative because they reduce the
effort (execution time) and increase the probability to find
adequate combinations of hyperparameters; that is, maximum
coverage with the minimum effort.

Table 2 provides the resulting covering array. The number
of rows (33) denotes the required number of cases. Each
case was executed 30 times for the low dimensionality traffic
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TABLE 2. Covering Arrays for tuning hyperparameters.

flow model. The hyperparameters obtained were HMS= 60,
HMCR = 0.97, PARmin = 0, PARmax = 1, and number of
improvisations NI = 360. The probability and percentage of
exploitation were 10% (r) and 50% (p) respectively.

E. HARDWARE
The experiments were performed using Windows Server
2008 R2 64 bits, Intel Xeon CPU X7560 2.26 GHz with
64 cores, and 256 Gigabytes DDR3 of Ram. The calibra-
tion software was implemented using Java Virtual Machine
V1.7.60. Considering the characteristics of available hard-
ware and the size of the high dimensionality test model,
15 solutions were obtained in parallel in all cases.

F. RESULTS AND ANALYSIS
1) LOW DIMENSIONALITY MODEL
Table 3 shows the results obtained using the low dimension-
ality traffic flow model, McTrans Network. The MOGBHS
provided superior results in terms of ‘‘Best NRMS’’,
‘‘Worse NRMS’’, and ‘‘Average NRMS.’’ That is, the stan-
dard MOGBHS algorithm provided the best results with-
out the need for additional local search. However, the
proposed memetic MOGBHS-ILS provided similar results
with slightly less standard deviation which denotes more

TABLE 3. Results for the calibration of the low dimensionality model
(best in bold).

stable solutions. These results were followed by those
obtained using multi-objective algorithms. It was observed
that the incorporation of local search into the NSGA-II and
SPEA-2 improved the quality of the results and running
time for NSGA-II. As expected, single-state multi-objective
and mono-objective algorithms provided the worse results
including larger standard deviations compared to all other
algorithms.

SPSA provided the smallest running time. However, its
performance was the worst. These results were interesting
given that SPSA has received significant attention by the
transportation engineering community. The results from this
research should encourage others to consider MOGBHS
for solving other types of relevant optimization problems.
Despite the difference in performance illustrated in Table 3,
all algorithms were able to meet the calibration criterion.

All algorithms were analyzed using the Friedman and
Wilcoxon nonparametric tests [45] using their NRMS.
Table 4 shows the ranks obtained under the Friedman test.
The lower the ranking, the better the statistical performance
for the corresponding algorithm. Consistent with the previ-
ous results, the MOGBHS outperformed all other algorithms
followed by its memetic versions.

Similarly, the SPSA algorithm provided the worse per-
formance. These results also showed that adding local
search to some of the multi-objective algorithms improved
their performance. However, this was not the case for
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TABLE 4. Results for the Friedman test using the low dimensionality
model (best in bold).

FIGURE 8. NRMS versus searching time by the top three algorithms for
the calibration of the low dimensionality model.

the MOGBHS which performed better than its memetic
versions.

Table 5 shows the dominance of the algorithms based on
their average performance. A solid circle denotes the domi-
nance of the algorithm of that row with respect to the corre-
sponding column. The hollow circle denotes the dominance
of the algorithm associated with that column with respect to
the corresponding row. The results above and below the diag-
onal have a significance level of 0.9 and 0.95, respectively.
MOGBHS dominated all other algorithms but MOGBHS-
HC. Consistent with the previous results, SPSA was domi-
nated by all other algorithms. GASA only dominated SPSA.

Fig. 8 illustrates the convergence curve for the three top
performing algorithms. In these experiments, W was 0.7.
The performance of these algorithms was similar. How-
ever, MOGBHS provided less dispersion or more stability.
Fig. 9 shows the convergence forMOGBHS as well as SPEA-
2-ILS and NSGA-II-ILS. MOGBHS showed a less disper-
sion. Similarly, for some early iterations SPEA-2-ILS found
NRMS close to the best found in short time (less than 100 sec-
onds) because of its exploitation capabilities. However, there
was significant dispersion.

Fig. 10 shows the convergence for MOGBHS, GASA and
SPSA. GASA found better results early in the process (fist
40 seconds) because it included exploitation around the best
solutions. However,MOGBHS converged faster (after 55 sec-
onds) to even better solution and provided less dispersion
with smaller average NRMS. SPSA did not converge fast and

FIGURE 9. NRMS versus searching time using MOGBHS, SPEA-2-ILS and
NSGA-II-ILS for the calibration of the low dimensional model.

FIGURE 10. NRMS versus searching time using MOGBHS, GASA and SPSA
for the calibration of the low dimensionality model.

FIGURE 11. Pareto Fronts using the top three algorithms for the
calibration of the low dimensionality model.

provided solutions with significant dispersion. Fig. 11 shows
the Pareto Fronts using lines for the top three algorithms.
As expected, the solutions along the Pareto Front obtained
using MOGBHS and its variations were distributed uni-
formly. All other solutions tended to converge towards the
front.

Fig. 12 shows the Pareto Fronts for MOGBHS,
SPEA-2-ILS and NSGA-II-ILS. SPEA-2-ILS and
NSGA-II-ILS found the same solution multiple times. That
is, these algorithms generated solutions that were relatively
the same in terms of the performance of the traffic flow
model. In contrast, MOGBHS did not accept similar solutions
in terms of the performance of the traffic flow model. In this
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TABLE 5. Results for the Wilcoxon test using the low dimensionality model.

FIGURE 12. Pareto Fronts using MOGBHS, SPEA-2-ILS and NSGA-II-ILS for
the calibration of the low dimensional model.

FIGURE 13. GEH before and after calibration using the top three
algorithms and the low dimensionality model.

case, all solutions found by SPEA-2-ILS were part of the
Pareto Front.

Fig. 13 provides the GEH before and after calibration
using the top three algorithms. The GEH before calibration,
denoted by the black pointed line without marker, was less
than 5 for 50% of the links. After calibration using any of the
top three algorithms, the GEH was less than 5 for all links.

2) MEDIUM DIMENSIONALITY MODEL
Table 6 shows the results obtained using all algorithms for
the calibration of the medium dimensionality traffic flow

model, Reno Network. Running times were similar other tan
for SPEA-2, GASA, and SPSA. The algorithms involving
NSGA-II and SPEA-2 provided similar trends to the ones
obtained using the low dimensionality model. That is, their
memetic versions provided better NRMS results in this case
as well. The memetic versions of SPEA-2 converged much
faster than the base algorithm. Similarly, MOGBHS provided
the best average results followed by its memetic versions.
However, MOGBHS-ILS provided the overall best results
while MOGBHS-SA provided the smallest standard devia-
tion. All results obtained using MOGBHS and its memetic
versions were relatively similar. The memetic versions of
NSGA-II and MOGBHS that provided the best results were
those involving ILS for local search. The memetic versions
of NSGA-II involving ILS and SA provided similar results.
As in the previous set of experiments using the low dimen-
sionality model, SPSA provided the worse overall results.
However, all algorithms were able to find parameters that
enabled to meet the required calibration criterion. All algo-
rithms, other than SA, were able to produce GEH less than
5 for all links in the network.

Table 7 provides the rankings based on the Friedman
test. Similar results were obtained for this set of experi-
ments compared to the ones using the low dimensionality
model. MOGBHS provided the best performance followed
by its memetic versions. SPSA presented the worse
performance.

The memetic versions of NSGA-II and SPEA-2 with the
best performance were those using ILS for local search,
followed by those including SA. In this experiment, GASA
won several places in the ranking and was better than all
algorithms except MOGBHS and its variations.

Table 8 shows the dominance for all algorithms using
Wilcoxon test. MOGBHS was the only one that domi-
nates with a 95% level of significance all other algo-
rithms except MOGBHS-SA and MOGBHS-ILS. It was
not possible to stablish a relationship of dominance
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TABLE 6. Results for the calibration of the medium dimensional model (best in bold).

TABLE 7. Results for the friedman test in the medium dimensional model
(best in bold).

betweenMOGBHS andMOGBHS-SA. However, MOGBHS
dominated MOGBHS-ILS with a 90% of significance. Simi-
lar to the previous results, SPSA was dominated by all other
algorithms. GASA dominated all single-state multi-objective
algorithms and all algorithms involving NSGA-II and
SPEA-2.

Fig. 14 shows the convergence obtained using the top
three best performance algorithms. Consistent with pre-
vious results, MOGBHS found better and less spread
solutions compare to its memetic versions, MOGBHS-
ILS, and MOGBHS-SA. As the running time increased
the magnitude of the spread decreased for the memetic
algorithms, but it was never as small as the dispersion
obtained usingMOGBHSwithout any additional local search
capability.

Fig. 15 shows the convergence for MOGBHS and
the memetic algorithms SPEA-2-ILS and NSGA-II-ILS.
As before, MOGBHS found better and less spread solu-
tions. Initially (before 700 seconds), SPEA-2-ILS and
NSGA-II-ILS found better solutions due to their local search
capabilities. However, after 1500 seconds, the dominance
of MOGBHS was clear. Even with longer running times,
SPEA-2-ILS and NSGA-II-ILS did not get better solutions
than MOGBHS.

FIGURE 14. NRMS versus running time using the top three algorithms for
the calibration of the medium dimensionality model.

FIGURE 15. NRMS versus search time using MOGBHS, SPEA-2-ILS and
NSGA-II-ILS for the calibration of the medium dimensionality model.

Fig. 16 shows the convergence for MOGBHS, GASA and
SPSA. As before, GASA provided better solutions before
the first 1000 seconds. However, MOGBHS provided the
best convergence and less spread. As in the previous set of
experiments, SPSA provided the worse convergence and its
results were overly spread.

Fig. 17 shows the Pareto Front for the best three algorithms
tested in this set of experiments. The Front is uniformly
distributed, and other solutions tend to converge towards
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TABLE 8. Results for the Wilcoxon test in the medium dimensionality model.

FIGURE 16. NRMS versus search time using MOGBHS, GASA, and SPSA
for the calibration of the medium dimensionality model.

FIGURE 17. Pareto Fronts using the best three algorithms for calibration
of the medium dimensionality model.

the Front. In general, MOGBHS performed better followed
by MOGBHS-ILS.

Fig. 18 comparers the Pareto Fronts for MOGBHS,
SPEA-2-ILS and NSGA-II-ILS. For SPEA-2-ILS and
NSGA-II-ILS the number of similar solutions was much less
compared with the previous set of experiments. This is prob-
ably because the search space in this case was much larger
than in the previous set of experiments. In general, MOGBHS

FIGURE 18. Pareto Fronts using MOGBHS, SPEA-2-ILS and NSGA-II-ILS for
the calibration of the medium dimensionality model.

performed better followed by SPEA-2-ILS. In addition, the
Pareto Front for MOGBHS included more solutions.

Fig. 19 shows the GEH statistics before and after cal-
ibration using the best three optimization algorithms. The
GEH was calculated using the best results in each case. The
black pointed line without marker provides the results before
calibration with values less than 5 for 47% of links. All
algorithms were able to calibrate the model with a GEH less
than 5 for all links.

3) HIGH DIMENSIONALITY MODEL
Table 9 provides a summary of the results obtained using all
algorithms. All search times were similar other than for the
multi-objective NSGA-II, SPEA-2, and GASA. In contrast to
the results from the previous sets of experiments, the memetic
versions of NSGA-II and SPEA-2 using HC provided better
NRMS with less search time. As with the previous sets of
experiments, MOGBHS provided the best results. SPSA pro-
vided the smallest searching time and the worse performance
in terms of convergence and NRMS. GASA took the longest
searching time after SPEA-2. The average NRMS obtained
using GASA was only outperformed by MOGBHS and its
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TABLE 9. Results for the calibration of the high dimensionality traffic flow model (best in bold).

FIGURE 19. GEH before and after calibration using the best three
optimization algorithms for the calibration of the high dimensionality
model.

memetic versions. All algorithms other than SA and SPSA
were able to meet the required calibration criterion. All algo-
rithms that were able to calibrate the model achieved GEH
less than 5 for at least 90% of the links.

Table 10 shows the results of the Friedman test. MOGBHS
and SPSA provided the best and worse rankings, respectively.
The memetic versions of NSGA-II and SPEA-2 using HC
provided the best rankings compared to the standard and
other memetic versions of these algorithms. GASA kept its
ranking compared with the previous sets of experiments. The
three sets of experiments performed in this research show
that as the complexity of the traffic flow model increased,
MOGBHS provided better ranking. This implies that the joint
use of the harmony search, the swarm approach (taken from
PSO) for local search around best solutions, and the use
of Pareto domination and Crowding distance to find solu-
tions was highly effective for solving calibration problems of
high dimensionality. All results revealed that additional local
search did not improve but rather negatively affect the search
capabilities of MOGBHS.

Table 11 shows the dominance results obtained using the
Wilcoxon test. As in the previous two sets of experiments,

TABLE 10. Friedman test in the high dimensionality model (best in bold).

MOGBHS dominated all other algorithmswith a 95% level of
significance. Similarly, SPSA is dominated by all other algo-
rithms. GASA dominated all algorithms other tan MOGBHS
and its memetic versions. Most algorithms involving SA,
were dominated by all other.

Fig. 20 shows the convergence of the three best algo-
rithms used in this set of experiments. It shows similar trends
to the ones observed in the previous sets of experiments.
MOGBHS found the best solutions and they were less dis-
persed. MOGBHS-ILS and MOGBHS-HC produced better
solutions than MOGBHS only at the beginning of the search
process. Similarly, the spread of the solutions was reduced
over time.

Fig. 21 shows the convergence for MOGBHS,
SPEA-2-HC, and NSGA-II-HC. MOGBHS provided less
disperse solutions. For early iterations (execution time
less than 3000 seconds), the exploitation approaches in
SPEA-2-ILS and NSGA-II-ILS helped find better solu-
tions than MOGBHS. However, as the number of
iterations increased, MOGBHS outperformed all other
algorithms.

Fig. 22 shows the convergence for MOGBHS, GASA and
SPSA. Initially (execution time less than 5000 seconds),
GASA found better solutions. However, as before, MOGBHS
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TABLE 11. Results for the Wilcoxon test in the high dimensionality model.

FIGURE 20. NRMS versus search time using the best three algorithms for
the calibration of the high dimensionality model.

FIGURE 21. NRMS versus search time using MOGBHS, SPEA-2-HC and
NSGA-II-HC for the calibration of the high dimensionality model.

outperformed all other algorithms with smaller value for
the objective function and less dispersion of the solutions.
In addition, MOGBHS converged much faster than the other
algorithms. It was not possible to find hyperparameters for
SPSA that can provide competitive solutions. This illustrated
a major challenge for using SPSA to solve this type of highly
complex optimization problems.

Fig. 23 shows the Pareto front obtained using the three best
performing algorithms. As before, the solutions were more or
less uniformly distributed and those that were not part of the

FIGURE 22. NRMS versus search time using MOGBHS, GASA, and SPSA
for the calibration of the high dimensionality model.

Pareto Front tended in its direction. In this case, it was not
straight forward to decide between the solutions provided by
MOGBHS and MOGBHS-ILS.

Fig. 24 shows the Pareto front for MOGBHS,
NSGA-II-HC, and SPEA-2-HC.MOGBHS provided the best
solutions. Relative to the first experiment, the number of
repeated solutions decreased significantly for SPEA-2-HC
and NSGA-II-HC. This was probably because the search
space was much larger for this experiment. SPEA-2-HC pro-
vided the most diverse Pareto front. However, these solutions
were very far compared to the ones obtained by MOGBHS
and NSGA-II-HC.

Fig. 25 provides the GEH before and after calibration for
the best three algorithms. GEH was calculated using the
results from the best solution in each case. The black pointed
line provided the results before calibration when only 40%
of the links have GEH less than 5. After calibration using
MOGBHS, MOGBHS-ILS and MOGBHS-HC the GEH was
less than 5 for 95-97% of the links.

G. SENSITIVITY ANALYSIS FOR MOGBHS
A sensitivity analysis regarding the hyperparameters required
by MOGBHS was performed to understand their impact on
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FIGURE 23. Pareto Fronts using the best three performing algorithms for
the calibration of the high dimensionality model.

FIGURE 24. Pareto Fronts using MOGBHS, SPEA-2-HC and NSGA-II-HC for
the calibration of the high dimensionality model.

FIGURE 25. GEH using MOGBHS, MOGBHS-ILS and MOGBHS-HC before
and after calibrating the high dimensionality model.

the results. The analysis involved the low complexity model
as well as covering arrays with hyperparameters provided
in Table 2 and 30 iterations. The results were classified using
the criterion in Table 12.

A decision tree was obtained using the J48 algorithm [46]
to determine that many iterations enables finding great solu-
tions without having to fine-tune the other hyperparameters
used by MOGBHS. When a small number of iterations were
used, MOGBHS required that hyper parameter HMCR be
less or equal to 0.8 (more exploration) to obtain acceptable
NRMS. If HMCR was between 0.8 and 0.9 and the size of
the harmony memory was less or equal to 20, MOGBHS
was able to find acceptable solutions. If we used relatively
large populations (more than 20), MOGBHS was able to
obtain great solutions and the quality increased with the size

TABLE 12. Categories based on NRMS.

of HMCR. Hyperparameters PARmin and PARmax did not
affect the performance of MOGBHS to solve the proposed
calibration problem.

IV. CONCLUSIONS AND FUTURE WORK
This research investigated the performance of multiple opti-
mization algorithms for the calibration of microscopic traffic
flow simulation models. Three simulation models of different
dimensionality and complexity were used to test the per-
formance of the algorithms. Among the tested algorithms,
MOGBHS provided the best performance in all cases. The
basic MOGBHS was expanded to include memetic charac-
teristics which included three local search algorithms, HC,
SA, and ILS, to explore opportunities for further improve-
ment. Other multi-objective algorithms that were evaluated
includedNSGA-II and SPEA-2whichwere also coupledwith
HC, SA, and ILS. All multi-objective algorithms were able to
meet the calibration criterion with and without adding local
search capabilities. The Friedman andWilcoxon tests showed
that the algorithm with the best statistical performance was
MOGBHS followed by its memetic versions.

MOGBHS provided better results than its memetic ver-
sions probably because its Particle Swarm Optimization
search process performs the appropriate exploitation around
the current best solution. Hence, the addition of local search
algorithms only helped the search process at the beginning.
As required, the basic MOGBHS performs more exploitation
as the number of iterations increases. The results showed that
SPSA was outperformed in all cases by all other algorithms.
This is probably because SPSA does not provide mechanisms
to leave local minima. New solutions are generated by SPSA
using a gradient based approach while modifying all compo-
nents of an existing solution.

In terms of running time, overall SPSAwas the fastest algo-
rithm followed by MOGBHS. However, GASA was faster
than MOGBHS for the calibration of the low dimensional
traffic flow simulation model. In general, as the dimensional-
ity increasedGASAprovided better convergence at the begin-
ning of the search process, but then, MOGBHS provided
better and more stable convergence achieving the best results.

A sensitivity analysis including the best algorithm,
MOGBHS, was performed. The analysis revealed that, other
than for the harmony memory size, using default hyperpa-
rameters provides similar results. That is, MOGBHS was not
much sensitive to changes in its hyperparameters. This is an
advantage because little time is required to implement and
use an effective MOGBHS. Most optimization algorithms
require fine-tuning hyperparameters to be able to find the best
solutions for a problem.
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Future research is recommended to implement the solution
framework using as objective functions the cumulative of
the absolute difference between simulated and actual metrics
rather than NRMS. This is because metaheuristics optimiza-
tion algorithms in general seem to perform better using abso-
lute differences rather than the NRMS. Another interesting
extension is the explicit consideration of more aspects of the
real system such as minimization of queue lengths.

Other opportunities to improve the search process include
using NSGA-II and MOGBHS with a density function
involving the nearest neighbor as in SPEA-2. This is with
the objective of generating a more diverse Pareto Front as
is the case of SPEA-2. Another opportunity is to borrow the
exploitation approach used in GASA to search the neigh-
borhood of the best solution. Other available multi-objective
algorithms that were not tested but have potential for solving
the calibration problem include, among others, MOEA/D
(a decomposition-based evolutionary multi-objective algo-
rithm), OMOPSO (a multi-objective algorithm based on Par-
ticle Swarm Optimization), ε-NSGA-II, and NSGA-III.
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