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ABSTRACT This paper proposed a distributed sensor management method in the constraint of target losing
probability for maneuvering multi-target tracking. Three main contributions existed in this paper, including
adding the emission interception risk to the sensor management objective function, analyzing actual working
modes of radars and regarding the target losing probability as one of constraints in sensor management.
Two kind of radar working modes were introduced. They were the single target tracking mode and the
multiple target tracking mode, leading to different kinds of sensor management methods. Then two sensor
management models, containing sensor management in a large defending scope and in a small defending
scope, were built. After that, the distributed sensor management process was introduced. Finally, simulations
were conducted to show the effectiveness and efficiency of the proposed sensor management methods.
By applying the proposed sensor management method, targets couldn’t be easily lost and radar could be
well protected at the same time.

INDEX TERMS Sensor management, target tracking, distributed sensor networks, target losing probability.

I. INTRODUCTION
Sensor networks, especially radar networks, are usually used
to detect targets in military. They should be managed or
scheduled in a proper way to behave a perfect sensing per-
formance. It is a better way to make full use of sensor
resources through sensor management, and this topic has
been a hot and attracted researches all over the world for
many years. In sensor management, there are formally two
steps. An objective function should be established firstly and
after that, the optimal sensor management schemes should
be calculated. The calculated sensor management scheme is
carried out to get observations, which will be used to estimate
motion states of targets [1]–[4].

Sensor management can be divided into two categories,
including immobile sensor management and mobile sen-
sor management. For immobile sensors, their locations are
unchanged and stable. And in immobile sensor management,
one sensor is usually assumed to track only one target.
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Sensors are allocated to targets in a proper way to maximize
the efficiency of sensor networks [5]–[8]. The main research
in this aspect is how to calculate the best sensor-target alloca-
tion scheme. However, inmobile sensormanagement, sensors
can adjust their locations to improve their tracking perfor-
mance [9]–[12]. And in this aspect, optimizing the motion
trajectory of sensors is the main work.

For the both two categories of sensor management,
the method of building the objective function in sensor man-
agement can be concluded as follows [13], [14].

The first category is the sensor management method based
on covariance [15]–[18]. In this method, the target tracking
accuracy is defined based on error covariance matrix firstly.
And when managing sensors, the target tracking accuracy
is optimized as the objective function or satisfied as one
of the constraints. The second category is the information
based sensor management method [19]–[23]. In this method,
the information gain obtained by observations is maximized
in sensor management. This method has been proved to be
the same principle as the former sensor management method
with the same optimal solution obtained. The third one is
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the sensor management method based on random sets for
multi-objective tracking [24]–[27]. The difference between
this method and the former two kinds of methods is mainly
on the target tracking theory, rather than the optimization
principle. The fourth kind of sensor management methods
is based on optimization algorithm, including centralized
algorithm and distributed algorithm. In sensor management
method based on centralized algorithm, there are sensor man-
agement methods based on the planning theory [28], [29]
and intelligent algorithm [30], [31]. In distributed algorithm,
the sensor management method is mainly based on game
theory [32], [33]. In this aspect, the optimization process can
be seen as the multiple sensor gaming process obeying the
biggest local optimization.

Sensors are radars in this paper. Although sensor manage-
ment methods mentioned above can achieve pretty perfect
target tracking performance, for example, satisfying tracking
accuracy, three main issues existing in the former researches
mentioned above.

Firstly, the mentioned references have seldom taken the
emission interception probability into consideration. That
is to say, the safety of radars have been ignored in the
former researches. Nowadays, anti-radiation weapons have
been developed rapidly. When radars are tracking targets,
the safety of them is also threatened. The emission intercep-
tion should not be ignored for that targets can intercept our
emission to find positions of sensors and they can further
launch missiles to destroy our sensors. In another word, in the
process of emitting radiations, the safety of radars should also
be taken into consideration firstly.

Secondly, working modes of sensors are often not taken
into consideration. However, different kinds of radar working
modes need different kinds of sensor management methods.
The former researches has not discussed the application scope
and limitation of existing sensor management methods. There
are two working modes of radars. The first one is taking
measurements by focusing one radar beam on one target’s
position, resulting that one radar can only track one target
mostly with a bigger emission interception probability and a
better tracking accuracy. The other one is to scan all directions
using one radar beam at the same time, leading to the fact
that one radar can track multiple targets contemporary with
a less emission interception probability and a worse tracking
accuracy. Obviously, different workingmodes of radars result
in different target tracking performance. In the first working
mode, the sensor management can be seen as the sensor-
target allocation problem, which has been analyzed in the
former researches. However, in the multiple target tracking
mode, the sensor-target tracking allocation is meaningless.
But in this mode, sensors can adjust their positions to improve
tracking performance. And this is the second sensor manage-
ment problem. There is rarely related researches. Analyzing
the impact of radars’ working modes on the target tracking
performance is also an important job in this paper.

The last but not the least is that the former references
often improve the tracking performance as much as possible,

ignoring the combat requirement. If the combat order is just
to track targets in order to keep them not lost, but not to
destroy them, we needn’t consume much radar resources to
keep a high tracking accuracy, leading to a high emission
interception probability. The former researches hold the point
that a sensor management method with better tracking perfor-
mance is better. For example, they think the more accurate
one sensor management scheme has, the more perfect the
sensor management scheme is. Obviously, this is not suitable
for the case mentioned above.

In order to solve the problems mentioned above, this paper
mainly focuses on the following points.

Firstly, we try to reduce the emission in case of interception
on the condition that the tracking accuracy is satisfied. Only
by doing so, the safety of radars can be ensured. Then target
can be tracked perfectly. In sensor management, on one hand,
the radar emission interception probability will be reduced.
On the other hand, the target tracking accuracy will be
improved. The two aspects are combined in the objective
function of sensor management.

Secondly, different form the former researches, the work-
ing modes of radars will be introduced and analyzed. The
two kinds of related sensor management methods will be
proposed. In the single target tracking mode, the sensor-
target allocation schemes will be optimized. This case can
be applied to target tracking in a large scope. In the multiple
target tracking mode, the motion trajectories of sensors will
be optimized. This case can be used to target tracking in a
small scope. All in all, sensor management method proposed
in this paper can solve both the two kinds of sensor manage-
ment problems.

Thirdly, we add the target losing probability to the con-
straints of the sensor management objective function in case
of radar resource wasting. We take the target tracking case,
where target can be kept just not lost and not escape from our
monitoring scope, into consideration. In this case, improving
the target tracking accuracy as much as possible will lead
to sensor resource wasting. On another hand, this point can
effectively reduce the sensor emission and keep radar in a low
emission level.

Sensors are scheduled in the distributed network. When
producing sensor management orders, we just use the greedy
algorithm to solve the objective function to produce sensor
management schemes. The emphasis of this paper is not the
optimization algorithm.

Based on the analysis above, this paper proposes a sensor
management method in the constraint of target losing proba-
bility for maneuvering multi-target tracking. The rest of this
paper is organized as follows. Section II introduces the basic
knowledge of target tracking, including the maneuvering tar-
get moving model, measurement model, the two working
modes of radars, and the methods of estimating target motion
state. In section III, the target losing probability is analyzed
and its calculation method is proposed. In section IV, two
sensor management models, containing sensor management
in a large defending scope and sensor management in a small
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defending scope, are built after the calculation of the radar
emission interception probability is proposed. What’s more,
the distributed sensor management process is also described.
Some simulations are made in section V to illustrate the
effectiveness of the method and algorithm in this paper before
section VI concludes the paper.

II. PRELIMINARIES
A. THE MANEUVERING TARGET MOVING MODEL
AND MEASUREMENT MODEL
Two moving modes are combined and taken into considera-
tion, including a constant velocity (CV) mode and a coordi-
nated turning (CT) mode. When targets are moving, the two
moving modes can be converted to the other one randomly.

In a two-dimensional Cartesian space, the motion state of
a target is noted as x(k) = [x(k), ẋ(k), y(k), ẏ(k), �(k)]T at
time instant k , evolving as the following equation:

x(k|k − 1) = f (x(k − 1))+ w(k − 1) (1)

where there are the variable

∂f
∂x
= F(k) =
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and �(k) = 0 when the target is moving with a constant
velocity(CV), and there is the variable
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when the target is in a coordinated turning (CT) mode; The
variable w(k − 1) is a process noise, which obeys the distri-
bution p(w)− N (0,Q), and there is
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.
Sensors are radars in this paper. There are M radars

in the distributed radar network, which are denoted as
{s1, s2, . . . , si, . . . , sM }.

An observation from radars si is shown as follows.

zi(k) = hi(x(k), xsi )+ vi(k)
hi(x(k), xsi )
= [ri(k), θi(k)]T

=


√
(x(k)− xsi (k))

2 + (y(k)− ysi (k))
2,

arctan
(
y(k)− ysi (k)

x(k)− xsi (k)

) 
(2)

where the variable vi(k) denotes a measurement noise with
the distribution p(v) − N (0,Ri(k)), and covariance matrix
Ri(k) = diag

[
σ 2
ri (k), σ

2
θi
(k)
]
; The variable (xsi (k), y

s
i (k)) is

the coordination of radar si at time instant k .
After linearization, there is

H =
∂h
∂x
=


1xi
ri

0
1yi
ri

0

−
1yi
r2i

0
1x

r2i
0

 ,
where there is 1xi = x(k|k − 1) − xsi , 1yi = y(k|k − 1) −

ysi , and ri =
√
(1xi)2 + (1yi)2. The covariance matrix of

measurement noise changes with the radiation time and the
distance between targets and radars as follows [34].

σri (k) = σr,cal
√
(SNRi(k)/SNRcal)

σθi (k) = σθ,cal
√
(SNRi(k)/SNRcal)

SNR0i(k) = SNRcal

(
τ

τcal

)(
d
dcal

)−4
SNRi(k) = SNR0i(k) exp

(
−4 ln(2)

ã2

B2

) (3)

where the variable SNRcal = 12, σr,cal = 200m, σθ,cal =
0.1rad , τcal = 10ms and dcal = 40km are calibrated values;
The variable B = 3dB is a half power width; The variable
ã denotes the mismatch between the direction of one radar
beam and the actual target azimuth.

It can be seen that with the distance of the target and the
sensor changing, the three values, SNR, σri (k) and σθi (k)
are all changing, not keeping stable. The target detection
probability pd (k) can be calculated by [35]:

pd = 0.5erfc(
√
− ln pfa −

√
SNR+ 0.5)

erfc(z) = 1−
2
√
π

z∫
0

e−v
2
dv

(4)

where the variable pfa is the false alarming probability.
When there arem(k) sensors tracking the same target at the

same time, the joint detection probability can be calculated by
the following equation.

p∗d (k) = 1−
mk∏
i=1

(
1− pid (k)

)
(5)

where the variable pid (k) is the detection probability.
Example 1: Suppose that the coordinate of a sensor is

si(0, 5), the original position of target is (0,50), its velocity
is (1,−1), and there is ã = 0. The radiation time of one
observation is τ = 10ms. There is pfa = 0.01. The unit
of variables is km. When target is moving in 50 seconds,
changes of SNR, σri (k), σθi (k) and pd (k) are in Fig.1.
The tracking performance varies when the target moves.

It can be seen from Fig.1 (c) and (f) that if the value of
SNR is big enough, the target detection probability can be
‘‘1’’, that is to say, in this case, the target must be found.
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FIGURE 1. Changes of SNR, σri (k), σθi
(k) and pd (k) when the target

moves.

The values of SNR and pd are inversely proportional to the
distance between the target and the sensor. The values of σri
and σθi are proportional to the distance.

B. METHODS OF ESTIMATING TARGETS’
MOTION STATE
There are two working modes in radars, and they are tracking
one special target using its one beam (working mode 1) and
tracking multiple targets by scanning all monitoring space
(working mode 2) in one observation period as Fig.2 shows.

The tracking accuracy of the first one outperforms the sec-
ond one for the reason that its beam dwelling time in one
target is longer with the same radiation power and emission
time. However, in the second working mode, one radar can
keep tracking multiple targets at the same time.

Some assumptions are proposed in this paper as follows.
Assumption 1: The number of targets keeps not changeable

in the whole target tracking process. Targets can’t occur or
disappear suddenly;
Assumption 2: Each radar has two working modes men-

tioned above, so as to track a single target or track multiple
targets at the same time. Due to this case, in the far distance
between targets and radars, single target tracking mode is
taken, and in the near distance, multiple target tracking mode

FIGURE 2. Radar’s two kinds of working modes.

is taken. Different working modes result in different sensor
management methods;
Assumption 3: For each radar, its radiation power and time

in one period of observation keeps unchangeable;
Assumption 4: The time interval 1T is unchangeable;
Assumption 5: Each sensor can only produce one observa-

tion from one target at most, and one observation is allocated
to one target at most;
Assumption 6: This paper studies the problem of sparse

target tracking.
Assumption 7: Each radar keeps its emission time, power,

and beam width unchangeable. That is to say, in the multiple
target tracking mode, the emission time can be seen equal to
τ ′ = τθ/360, where the variable θ is the width of the radar
beam.

1) SINGLE TARGET TRACKING ALGORITHM
BASED ON IMM
In the single target tracking mode, IMM is used to estimate
the states of maneuvering targets. The calculation process is
shown in Table 1 in the appendix. At time instant k, the input
of IMM is the target motion states (x̂(k − 1|k − 1), P̂(k −
1|k − 1)) and observations z(k), and the output is the target
motion states (x̂(k|k), P̂(k|k)).

2) MULTI-TARGET TRACKING ALGORITHM BASED
ON DATA ASSOCIATION ALGORITHM
In this case, one radar is assumed to be able to maintain
tracking multiple targets at the same, which means that it can
obtain observations of all targets simultaneously.

After a sensor has obtained multiple observations from tar-
gets meanwhile, observations should be associated to targets
respectively. Dada association algorithm should be applied to
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TABLE 1. Algorithm 1: IMM algorithm.

relate each observation to each target respectively. Then the
multi-target tracking problem can be translated into the single
target tracking problem.

TABLE 1. (Continued) Algorithm 1: IMM algorithm.

When targets is in the maneuvering moving, there is the
calculation method of x̄i(k|k − 1) as follows.

x̄j(k|k − 1) =
g∑

h=1

x̂0h(k − 1|k − 1)cj(k − 1)

P̄ j(k|k − 1)

=

g∑
h=1


P̂
0h
(k−1|k − 1)

+

(
x̄j(k|k−1)−x̂

0h(k−1|k−1)
)

(
x̄j(k|k−1)−x̂

0h(k − 1|k − 1)
)T

 cj(k − 1)

(6)

where the variable x̂0h(k − 1|k − 1) and P̂
0j
(k − 1|k − 1) is

calculated by equation (21).
The data association algorithm is shown in Table 2 in the

appendix. And the data association algorithm can be applied
to associate observations {z1(k), z2(k), . . . , zN (k)} with tar-
gets. The the multiple target tracking can be inverted into
singlet target tracking. Then motion states of targets can be
estimated.

III. ANALYSIS ON TARGET LOSING PROBABILITY
This paper considers the combat situation whose aim of
managing radars to track targets is just to keep targets not
lost, corresponding to the tactical case where targets are far
from our defensed center and there is no need to destroy them
in reality. In another view, it is not better to obtain higher
tracking accuracy. Once the positions where a target may
occur are all covered by a radar beam, the target will not
be lost. The relationship of a target’s position distribution
and a radar beam is shown in Fig.3. It is known that the
estimation of a target moving state obeys the distribution
p(x̂(k))−N

(
x̂(k|k), P̂(k|k))

)
, which can be described by the

ellipse in Fig.3 (b).
The target losing probability when a radar is in the single

target tracking mode can be defined as (7), shown at the
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TABLE 2. Algorithm 2: Data association algorithm.

FIGURE 3. Relationship of a target’s position distribution and a radar
beam.

bottom of this page, where the variable 2 denotes the area
covered by radar beam and is the circle in Fig.3 (b).

The radius of the radar beam can be calculated by the
following equation:

r = 0.5θd (8)

where the variable θ is the width of the radar beam and the
variable d is the distance between the radar and the target.
Example 2: The target tracking accuracy is defined as

Pl =
√
trace(P̂(k|k)), which can stand for the area of the

ellipse shown in Fig.3 (b) in some degree. The relationship of
target tracking accuracy and target losing probability is shown
in Fig.4. It can be seen from Fig.4 that when the target moves,
there is only one value for the target tracking accuracy but the
target losing probability varies with the change of the radar
beam’s radius.

When the radar beam’s radius is 400, the target losing prob-
ability keeps in a low level.When the radar beam’s is less than
400, we can also reduce the target tracking accuracy by utiliz-
ing more radars to make the value of target losing probability
less. It is surely becoming better when the target tracking
accuracy becomes less. However, in another extent, when the
target tracking accuracy is so little that the area of the ellipse
is totally covered by the radar beam, there is no need to make
target tracking accuracy less, even it will bring radar resource
waste at this time. We just limit the ellipse into the circle
in Fig.3 so that the target losing probability can be reduced
to the lowest value 0 and there is no radar resource wasting.

Calculating the target losing probability through equation
(7) will take more time due to integration. In target tracking,
the radar beam is assumed to be focused on the position
(x̂(k|k)(1, 1), x̂(k|k)(3, 1)) at time instant k so that the center
of the ellipse and the circle is the same one point. We can find
that once the semi-major axis a and semi-minor axis b of the
ellipse in Fig.3 (b) are both less than the radius of the circle
in Fig.3 (b), there will be no target losing. In order to simplify
the integration, we calculate the semi-minor and semi-major
axis of the ellipse instead. In fact, for the reason that the vari-
able

(
x̂(k|k), P̂(k|k))

)
can’t be obtained when observations

occur at time instant k , the radar beam is focused on the point
(x̂(k|k − 1)(1, 1), x̂(k|k − 1)(3, 1)) based on the prediction
N
(
x̄(k|k − 1), P̄(k|k − 1))

)
, where there is x̄(k|k − 1) =

Fx̂(k − 1|k − 1) and P̂(k|k − 1) = FP̂(k − 1|k − 1)FT .
The relationship of the ellipse based onN

(
x̂(k|k), P̂(k|k))

)
,

the ellipse based on N
(
x̄(k|k − 1), P̄(k|k − 1))

)
and the

radar beam is in Fig.5.
The process of the calculating ā and b̄ at time instant k − 1

is described in Table 3 in the appendix. Algorithm 3 is used
to describe the target tracking losing probability. And the
tracking ellipse can be obtained through this algorithm. Its
input is the target motions states (x̂(k|k), P̂(k|k)), and its
output is the target losing probability.

plos sin g=1−pd (k)
∫∫
2



1

2π
√
P̂(k|k)(1, 1)

√
P̂(k|k)(3, 3)

√
1− P̂(k|k)(1, 3)

× exp


−1

2(1−P̂(k|k)(1, 3))


(x − x̂(k|k)(1, 1))2

P̂(k|k)(1, 1)
− 2

√
1− P̂(k|k)(1, 3)

×
(x−x̂(k|k)(1, 1))(x−x̂(k|k)(3, 1))√

P̂(k|k)(1, 1)
√
P̂(k|k)(3, 3)

+
(x−x̂(k|k)(3, 1))2

P̂(k|k)(3, 3)





dxdy (7)
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FIGURE 4. Relationship of target tracking accuracy and target losing
probability.

FIGURE 5. Relationship of the target motion state estimation and radar
beam.

When radars are in the multi-target tracking mode, a radar
beam scans all monitoring space in an observation period,
and all probable occurring space of targets can be detected,
then the target losing probability is just the losing alarming
probability 1 − pd . In this case, the target detection pd for
one target is much smaller than that when radars are in the
single target tracking mode, for the reason that the radiation
is allocated to multiple targets simultaneously.

IV. SENSOR MANAGEMENT MODELS
This section introduces radar interception probability firstly,
based on which two sensor management models are built in
two cases, which are sensor management in a large defending
scope with the working mode 1 introduced in Section IIB

TABLE 3. Algorithm 3: The algorithm of making the ellipse.

and sensor management in a small defending scope with the
working mode 2 introduced in Section IIB.

A. RADAR EMISSION INTERCEPTION PROBABILITY
When the a radar beam is focused on a target, and radar
emission is intercepted by the enemy, four conditions should
be satisfied simultaneously, including power, space domain,
time domain, and frequency domain. The radar radiation
interception probability can be calculated by the equation
pl = p1p2p3p4, where pl denotes the radar radiation inter-
ception probability, p1 denotes the power interception prob-
ability, p2 denotes space domain interception probability,
p3 denotes the time domain interception probability, and p4
denotes the frequency domain interception probability.

The variable p1 can be calculated by:p1 = 0.5erfc(
√
− ln pf1 −

√
SNR1 + 0.5)

SNR1 = SNRcal1 (
Pτ

Pcalτcal
)(

r
rcal1

)−2
(9)

where pf1 is the given false alarm probability; r is the distance
between the target and the radar; τ is the radiation time and P
is the radiation power; The variable SNRcal1 is a calibrated
value—the SNR of the received signal on condition that a
radar radiates for τcal time with the radiation power Pcal and
distance rcal1 .

When the target is being tracked, there is p2 = 1, for
the reason that the radar beam focuses on the target in the
whole tracking process. The time domain and the frequency
domain should be combined, for the reason that scanning
all frequencies of electromagnetic waves takes some time.
The variable n1 denotes the number of frequencies and n2
denotes the number of beam positions to be scanned by the
receiver. The variable t0 denotes the time spend to scan a kind
of frequency at a certain beam position. Then the total time
spend to scan n1 kinds of frequency at n2 beam positions is
τT = n1n2t0. During a period of time τ , the receiver can
scan n3 kinds of frequency, and n3 = τ/t0. Then p3p4 can
be calculated by:

p3p4 =


n3
n1n2

=
τ

τT
, if there is τ < τT

1, if there is τ ≥ τT
(10)
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Above all, there is the calculation of radar emission inter-
ception probability as follows:

pl = 0.5erfc(
√
− ln pf1

−

√
SNRcal1 (

Pτ
Pcalτcal

)(
r

rcal1
)−2 + 0.5)

τ

τT
(11)

When there are n(k) targets are tracked by one radar,
the joint interception probability can be calculated by:

p∗l (k) = 1−
n(k)∏
j=1

(
1− pl,j(k)

)
(12)

Example 3:Assume that there are SNRcal1 = 30dB, Pcal =
1kW , τcal = 10ms, rcal1 = 20km, and pf1 = 0.01. Then the
change of radiation interception probability when the target
is moving in the same simulation scene of Fig.1 can be shown
as Fig.6 shows.

FIGURE 6. Radar radiation emission interception probability changing
with time.

It can be seen that from Fig. 1, Fig.4 and Fig.6, there
remains a significant inverse relationship between the indica-
tors SNR, σr , σθ , pd and the distance from targets to sensors.
However, the indicators, including losing probability and
radiation interception probability, are positively correlated
with the distance.

B. SENSOR MANAGEMENT IN A LARGE DEFENDING
SCOPE WITH THE SINGLE TARGET
TRACKING MODE
This subsection takes the target tracking scene in a large
defending scope, where pretty radars locate and targets move
in a high velocity. In this case, we can select the most proper
radars to satisfy the radar management objective function.
When the position distributions of targets are all covered by
radar beams, the target losing probability in equation (7) can
be changed into plos sin g = 1−p∗d (k), where the variable p

∗
d (k)

is the joint detection probability.
In a large defending scope, air targets keep in a high mov-

ing velocity such as hundreds of meters in a second. Radars
are distributed on the ground, and their moving velocities are
low such as several meters in a second. In this case, radars
can’t adjust their locations to keep the distances between them
to targets actively, for the reason that their moving can be

FIGURE 7. Sketch of sensor-target allocation schemes.

ignored compared with targets’. But we can choose a suitable
target-radar allocation to conduct the target tracking task in
radar’s single target tracking mode. The different kinds of
allocations are shown in Fig.7.

Denote the matrix U(k) = [uij(k)]M×N , uij(k) ∈ {0, 1} as
radar management scheme. uij(k) = 1 denotes that radar si is
used to track targets tj, or uij(k) = 0 denotes not.
On the consideration that more radiation emission will

result in the bigger radiation interception probability by the
enemy’s radiation receiver, the number of sensors in the one
observation should not be too big to in case of interception.
We should schedule radars as less as possible in one period of
measurement, thus the optimal sensor management scheme is
calculated by the following objective function.

π=arg


minmize


ω

M∑
i=1

1−
N∏
j=1

(
1−E

(
pl,ij(k)

))uij(k)
+ (1−ω)

N∑
j=1

E
(√

trace(P̂
∗

j (k|k))
)



(13)

where the variable p̄l,ij(k) is the predicted interception prob-
ability by target tj for radar si at time instant k; E (•) is the
expectation calculation; ω is the weight parameter with the
value ω = 0.995.
subjects to: (1) Each position distribution of sensors

is covered by a radar beam at least, then there is
ā1(k) ≤ r, ā2(k) ≤ r, .., āj(k) ≤ r, . . . , āN (k) ≤ r,
b̄1(k) ≤ r, b̄2(k) ≤ r, .., b̄j(k) ≤ r, . . . , b̄N (k) ≤ r;
(2) The joint detection probability to each target should

receive the threshold value, then there is p̄∗d,1(k) ≥

γ, p̄∗d,2(k) ≥ γ, . . . , p̄
∗
d,j(k) ≥ γ, . . . , p̄

∗
d,N (k) ≥ γ ;

(3) One radar can track one target at most meanwhile, and

there is
N∑
j=1

uij ≤ 1.

C. SENSOR MANAGEMENT IN A SMALL DEFENDING
SCOPE WITH THE MULTIPLE TARGET
TRACKING MODE
This subsection considers the target tracking scene in a small
defending scope, where only a few of radars distribute and
targets move in a low velocity. In this case, when targets move
in a low velocity such as several meters in a second, their
velocities are almost the same with radars.
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FIGURE 8. Sketch of moving sensors as targets moves.

Each radar can track all targets at the same time in the
multiple target trackingmode. There are not toomany sensors
to select, however, radars can adjust their locations to improve
the tracking performance. The radar moving portray and fea-
sible moving directions are shown in Fig.8. Feasible moving
direction in a time instant can be divided into the following
nine choices, including keeping stable.

As Fig.8 (b) shows, assuming that the position of a radar
is (xs(k − 1), ys(k − 1)) at time instant k − 1, the feasible
positions at time instant k can be:

U(k)

=


(
xs(k), ys(k)

)
∈



x
s(k−1)+vs1T cos

(
h
2π
Nθ

)
,

ys(k − 1)+vs1T sin
(
h
2π
Nθ

)


∪ (xs(k − 1), ys(k − 1))




,

Nθ = 8, h ∈ {1, 2, . . . ,Nθ } (14)

where the variable vs is the velocity of radars.
The sensor management objective function is as follows:

π=arg


minmize


ω

M∑
i=1

1−
N∏
j=1

(
1−E

(
pl,ij(k)

))
+(1−ω)

N∑
j=1

E
(√
trace(P̂

∗

j (k|k))
)



(15)

subjects to:
The joint detection probability to each target should arrive

at the threshold value, then there is: p̄∗d,1(k) ≥ γ, p̄
∗

d,2(k) ≥
γ, . . . , p̄∗d,j(k) ≥ γ, . . . , p̄

∗
d,N (k) ≥ γ .

There are the variable λ = 0.95.

D. DISTRIBUTED SENSOR MANAGEMENT PROCESS
The distributed sensor management process in this case can
be shown as follows.

Step 1: At time instant k − 1, each radar predicts targets
motion states of the nest time instant and utilizes the sensor
management objective function to produce their controlling
orders, containing their moving direction;

Step 2: Radars adjust their positions obeying controlling
orders;

Step 3: At time instant k , radars take observations from
targets;

Step 4: Radars broadcast their observations to other radars
in the network;

Step 5: Radars receive data and fuse all observations to
product the estimations of target motion states.

Step 6: Set k − 1 = k , and go back to Step 1.
In this distributed sensor management process, sensors

share the same information with each other, thus their cal-
culation results remaining nearly the same.

V. SIMULATIONS
In this section, the sensor management methods proposed in
this paper are simulated to claim their effectiveness, includ-
ing three portions. Firstly, the compared methods with the
proposed one are introduced. After that, simulations on the
two sensor management methods proposed in Section IV
subsection B (namely method 1) and Section V subsection
C (namely method 2) are conducted.

A. THE COMPARED METHODS
In simulation, two sensormanagementmethods are compared
with the two proposed sensor management methods, and they
are the sensor management based on random control (namely
method 3) and sensor management based on information
(namely method 4). There is no target losing probability
constraint in the two latter methods.

In method 3, when radars are immovable and can only
track on target mostly in a large defending scope, radars are
allocated to targets randomly, and when radars are mobile and
can trackmultiple targets simultaneously in a small defending
scope, radars change their locations randomly.

In method 4, radars are allocated to targets or change their
locations obeying the most information gain rule. Shannon
entropy [36], [37] is usually used to describe the information
amount in an event. Let p0 − N(X̄(k|k − 1), P̄(k|k − 1))
denote the prior probability of target t’s motion state before
observation and p1 −N(X̂(k|k), P̂(k|k)) denote the posterior
probability of target t’s motion state after a radar has fused its
observation. The information gain based on Shannon entropy
is as follows.

S(p1||p0) = ln

(√∥∥∥P̂(k|k)∥∥∥/√∥∥P̄(k|k − 1)
∥∥) (16)

Renyi entropy is the generalized form of Shannon entropy.
When the probability of the random variable X changes from
f1 to f2, its Renyi entropy is defined as:

ϒα(f1||f2) =
1

α − 1
ln
(∫

f α1 f
1−α
2 dx

)
(17)

where the variable α is a parameter [38].
In target tracking, the information gain after fusing obser-

vations can be calculated by the following equation. And the
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FIGURE 9. Sketch of target moving trajectories.

information gain is defined as follows.

ϒα(p1||p0)

=
1

α − 1
ln
(∫

pα1 (x)p
1−α
2 (x)dx

)

=
1

2(α − 1)
ln

∣∣P̄(k|k − 1)
∣∣α ∣∣∣P̂(k|k)∣∣∣1−α∣∣∣αP̄(k|k − 1)+ (1− α)P̂(k|k)

∣∣∣
−
α

2

(
X̂(k|k)− X̄(k|k − 1)

)T (αP̄(k|k − 1)
+(1− α)P̂(k|k)

)−1
×

(
X̂(k|k)− X̄(k|k − 1)

)
(18)

B. SIMULATION ON MULTI-TARGET TRACKING WHEN
RADARS ARE IN THE SINGLE TARGET
TRACKING MODE
The initial states of four targets are

X1(0) =
[
4000 100 6000 − 60 0

]T
,

X2(0) =
[
6000 100 8000 − 80 0

]T
,

and X3(0) =
[
5000 100 5000 − 80 π/3

]T . The
three targets move with 50 seconds in the monitor-
ing space �10000×10000, where six sensors distribute with
locations s1(4000, 6000), s2(3000, 5000), s3(5000, 3000),
s4(8000, 5000), s5(5000, 7000) and s6(8000, 7000). The
flight trajectories of targets are as Fig.10 shows.

In target tracking, three sensor management methods,
including method 1, method 3 and method 4, are compared
in tracking performance. When the proposed sensor manage-
ment method in the constraint of target losing probability
(method 1) is used to track targets, the predicted ellipses and
estimated ellipses are shown in Fig.9.

It can be seen from Fig.9 that the areas of predicted ellipses
are lager than those of predicted ellipses, which indicates that
the tracking errors have changed to be smaller after observa-
tions are fused with predictions. In another hand, the simu-
lation result shows that when making sensor schemes, there
may be errors only according to the predicted target motion
states. These sensor managements made at time instant k-1
may not be the optimization for the motion station at time
instant k .

FIGURE 10. Sensor management process in case 1.

The comparison results of three sensor management
methods are shown in Fig.10 and Fig.11. Fig.10(a) shows
the changes of objective function values in equation (13);
Fig. 10 (b) shows the changes of radar emission interception
probability; Fig. 10 (c) shows the changes of target track-
ing accuracy; Fig.10 (d) shows the changes of target losing
probability.

Fig 11(a) shows the selected sensors applied to different
target using the first sensor management method at different
time instants; Fig 11(b) shows the selected sensors applied to
different target using the second sensor management method
at different time instants; Fig 11(c) shows the selected sensors
applied to different target using the third sensor management
method at different time instants.

It can been seen from Fig.10(a) that the objective function
values in method 4 keep almost the lowest among the three
sensor management methods at most time instants, the sen-
sor management method in the constraint of target losing
probability (method 1) performs worse than the sensor man-
agement based on information gain (method 4) at most time
instants, and the randomly controlling based method (method
3) behaves the worst at most time instants. The reason for
this result is that for the objective function, both the target
tracking accuracy and radar emission interception probability
are added in method 1 as equation (13) shows. However,
in method 4, only the target tracking accuracy is taken into
consideration and optimized to the greatest extent. Although
the radar emission probability in method 4 is greater that in
method 1, the target tracking accuracy is smaller than that
in method 1. Thus the sum of target tracking accuracy and
radar emission interception probability is smaller than that in
method 1.

It can been seen from Fig.10(b) that the radar emission
interception probability values in method 1 keeps almost the
lowest at most time instants, method 3 performs worse than
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FIGURE 11. Sensor management schemes in case 1.

method 1, and method 4 behaves the worst among three
sensor management methods. The reason for this result is that
only in method 1, the radar emission interception probability
is optimized shown as equation (13). And in method 4, more
radars are used to improve the target tracking accuracy, lead-
ing to the biggest radar emission interception probability.

It can been seen from Fig.10(c) that the target tracking
accuracy values in method 4 keeps almost the lowest at most
time instants, method 1 performs worse than method 1, and
method 3 behaves the worst among three sensor management
methods. The reason for these results is that in method 4,
more radars are sacrificed to achieve better target tracking
performance ignoring the emission interception. And only the
target tracking accuracy is optimized in method 4. In method
1, the radar emission interception probability is also opti-
mized in the objective function. So less radars are used to
track targets in order to reduce the radar emission interception
probability, leading worse target tracking accuracy, but lower
radar emission interception probability.

It can been seen from Fig.10(d) that the target losing prob-
ability values in method 1 keeps almost the lowest at most
time instants, method 4 performs worse than method 1, and
method 3 behaves the worst among three sensor management
methods. The reason for this result is that only in method 4,
the target losing probability is considered and optimized.

This simulation results mentioned above show that by
applying the sensor management method proposed in this
paper, targets cannot be easily lost and radar can be well
protected at the same time. Compared with method 3, which
doesn’t control sensors to track targets and make sensor
obtain observations randomly, method 1 and method 4 can
both improve the tracking performance.

Fig.11 shows the sensor management schemes changing
with time when targets move. It can be seen that in the whole
target tracking, radars choose targets which are in a medium
distance to keep both target losing probability and emission
interception probability in a low level at the same time.
Radars haven’t chosen the nearest targets to obtain the least
tracking errors in case of a high emission interception prob-
ability, and they also haven’t selected targets in the largest
distance to keep a low emission interception probability in
case of worse tracking performances.

C. SIMULATION ON MULTI-TARGET TRACKING WHEN
RADARS ARE IN THE MULTI-TARGET
TRACKING MODE
Different from Section V subsection B, radars can track
multiple targets at the same time, form which we can see
that the focus in sensor management is not to calculate the
sensor-target allocation schemes, but to adjust the positions
of radars to improve the tracking performance. This section
compares performances of method 2, method 3 and method
4 in target tracking. The initial states of four targets are
X1(0) =

[
500 6 500 −6

]T , X2(0) =
[
600 6 500 3

]T , and
X3(0) =

[
300 8 800 −8

]T . The initial positions of two
sensors are respectively s1(0) = (500, 600) and s1(0) =
(500, 300). Fig 12 shows the moving trajectories of targets,
including predicted ellipses and estimated ellipses by using
method 2. What’s more, the moving trajectories of two radars
can also be shown in Fig.12.

When the distance from targets and sensors is small, there
is perfect tracking performance with a high SNR. But in this
case, the radar emission interception probability is terrible.
When the distance is far, the result is inverse. In target track-
ing, radars can adjust their positions not only to obtain a pretty
low target losing probability, but also to keep a low emission
interception probability to keep themselves safe at the same
time. So radars keep medium distances from targets, where
they can obtain both a low target losing probability and a
low emission interception probability in the whole tracking
process.

FIGURE 12. Sketch of target moving trajectories.
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FIGURE 13. Sensor management process in case 2.

It can also be seen from Fig.12 that the areas of predicted
ellipses are lager than those of predicted ellipses, which
indicates that the tracking errors have changed to be smaller
after observations are fused with predictions.

The comparison results of method 2, method 3 and method
4 are shown in Fig.13.

Fig.13(a) shows the changes of objective function values in
equation (13); Fig.13 (b) shows the changes of radar emission
interception probability; Fig.13 (c) shows the changes of
target tracking accuracy; Fig.13 (d) shows the changes of
target losing probability.

It can been seen from Fig.13(a) that the objective function
values in method 4 keep almost the lowest among the three
sensor management methods at most time instants, the sen-
sor management method in the constraint of target losing
probability (method 1) performs worse than the sensor man-
agement based on information gain (method 4) at most time
instants, and the randomly controlling based method (method
3) behaves the worst at most time instants. The reason for
this result is that for the objective function, both the target
tracking accuracy and radar emission interception probability
are added in method 1 as equation (13) shows. However,
in method 4, only the target tracking accuracy is taken into
consideration and optimized to the greatest extent. Although
the radar emission probability in method 4 is greater that in
method 1, the target tracking accuracy is smaller than that
in method 1. Thus the sum of target tracking accuracy and
radar emission interception probability is smaller than that in
method 1.

It can been seen from Fig.13(b) that the radar emission
interception probability values in method 1 keeps almost the
lowest at most time instants, method 3 performs worse than
method 1, and method 4 behaves the worst among three
sensor management methods. The reason for this result is that
only in method 1, the radar emission interception probability

is optimized shown as equation (13). And in method 4, more
radars are used to improve the target tracking accuracy, lead-
ing to the biggest radar emission interception probability.

It can been seen from Fig.13(c) that the target tracking
accuracy values in method 4 keeps almost the lowest at most
time instants, method 1 performs worse than method 1, and
method 3 behaves the worst among three sensor management
methods. The reason for these results is that in method 4,
more radars are sacrificed to achieve better target tracking
performance ignoring the emission interception. And only the
target tracking accuracy is optimized in method 4. In method
1, the radar emission interception probability is also opti-
mized in the objective function. So less radars are used to
track targets in order to reduce the radar emission interception
probability, leading worse target tracking accuracy, but lower
radar emission interception probability.

It can been seen from Fig.13(d) that the target losing prob-
ability values in method 1 keeps almost the lowest at most
time instants, method 4 performs worse than method 1, and
method 3 behaves the worst among three sensor management
methods. The reason for this result is that only in method 4,
the target losing probability is considered and optimized.

This simulation results show that by applying the sensor
management method proposed in this paper, targets cannot
be easily lost and radar can be well protected at the same
time. Comparedwithmethod 3, which doesn’t control sensors
to track targets and make sensor obtain observations ran-
domly, method 2 and method 4 can both improve the tracking
performance.

VI. CONCLUSION
This paper proposed a sensor management method in the
constraint of target losing probability for maneuvering tar-
get tracking. Three main contributions existed in this paper.
Firstly, the emission interception risk of radars was consid-
ered and added to the sensor management objective function,
which should not be ignored for the reason that hostile targets
could intercept our emission to find out the positions of
sensors and they could further launch missiles to destroy
our sensors. Secondly, two actual working modes of radars
were analyzed, and they were focusing one radar beam on
one target’s position and scanning all directions using one
radar beam, based on which the tracking performances were
different. The last but not the least was to add the target
losing probability to the constraints of the sensor manage-
ment objective function in order to save radar resources and
reduce the emission interception probability. Based on the
introduction mentioned above, two sensor management mod-
els, containing sensor management in a large defending scope
with the single target tracking mode and sensor management
in a small defending scope with the multiple target track-
ing mode, were built. What’s more, the distributed sensor
management process was also introduced. Simulation results
showed the effectiveness of the proposed sensor management
method. Due to these cautions, the proposed sensor manage-
ment method can keep radars in a low emission level, take
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different actions when radars are in different working modes,
and avoid sensor resource from being wasted. Besides these
advantages, there are also two shortcomings in the proposed
method. The first one is that the caution of reducing emission
may meaningless when the number of targets are so large that
radar resources are saturated and run out of. In this case, all
radars should emit radiation uninterruptedly. The second one
is that regarding the target losing probability as the objective
function of sensor management may lead to a poor target
tracking accuracy. This is not allowed when missiles are
launched to destroy targets. In the future, the proposed sensor
management methods will be improved to adjust to different
target tracking scenes. And the different importance of radars
in a network will be considered, based on which, we can
protect radar of more importance at the sacrifice of radars of
less importance.

APPENDIX
A. IMM ALGORITHM
IMM is used to estimate the motion states of maneuvering
targets. After observations from sensors are obtained, they
can be fused with the predicted target motion states by IMM
to update the target motion states. The motion states of all
possible motion models should be calculated firstly, then
they are fused to make the final target motion states. The
calculation process is shown in Table 1.

B. DATA ASSOCIATION ALGORITHM
Data association algorithm is used to allocate different obser-
vations with different targets respectively.

C. THE ALGORITHM OF MAKING THE ELLIPSE
It is difficult to calculate the target losing probability due to
much calculation. This method provide an estimation method
of target losing probability and can replace the calculation of
target losing probability. The calculation is as follows.
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