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ABSTRACT Recently, the focus on sentiment analysis has been domain dependent even though the
expressions used by the public are unsophisticatedly familiar regardless of the topics or domains. Online
social media (OSNs) has been a daily venue for informal conversational contents from various domains
ranging from sports and cooking to politics and human rights. Generating specific resources for every
domain independently requires high cost and extensive efforts. In response, we propose to build a general
multi-class sentiment classifier using our Domain-Free Sentiment Multimedia Dataset (DFSMD). Based on
the proven capabilities of Light Gradient Boosting Machine (LGBM) in dealing with high dimensional and
imbalance data, we have trained an LGBM model to recognize one of three sentiments of tweets: positive,
negative, or neutral. We have conducted extensive comparisons and evaluations for six other standard
sentiment classification algorithms and different sets of features including OSNs-specific ones. Our results
have shown that LGBMmodel is the winner among the other six algorithms. It has been also shown that our
dataset contains distinguishing characteristics in the three classes. Moreover, hashtag words are shown to
be significantly important in capturing the sentiments of tweets. In addition, our findings have revealed the
effectiveness of our approach in adapting general-domain sentiment to domain-specific sentiment analysis.

INDEX TERMS Domain-free, datasets, sentiment analysis, gradient boosting, LGBM, XGB, SVM, Naïve
Bayes, random forest, logistic regression, machine learning, social media, hashtag, slang.

I. INTRODUCTION
As has become evident, online social media (OSNs) plat-
forms have proliferated in recent years and immense amount
of data from different domains is being publicly published
online. This data unquestionably contains rich opinion infor-
mation that could be leveraged in opinion analysis research
and applications. However, it is nearly impossible to man-
ually monitor the huge volume of data published online.
Consequently, machine intelligence is inevitably necessary to
automate the monitoring of online stream of conversations
and talks that express various opinions regardless of the
aspects involved; let it be preferences, agreements, refutations
or even neutrality over a discussed topic. These opinion-rich
conversations fall under the umbrella of sentiment analysis,
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which has been proven to be effective in recognizing opinions
in many real-world scenarios [1].

Many OSNs platforms have imposed restrictions on text
length. Although Twitter has doubled its character count from
140 to 280, text limitation raises the challenge of extract-
ing useful sentimental clues from such short and unstruc-
tured inputs in comparison with long texts [2]. Nonetheless,
restricting users to a limited writing space has compelled
them to disseminate messages with concise expressions. The
usage of hashtag is one example of summarizing and empha-
sizing an opinion or an emotion of the overall context of
a message. With the input limit restriction, we have also
observed the emergence of online cultural language that
includes slangs, short forms, emojis, etc. This has resulted
in contents with a mix of spoken and online language.
Another linguistic representational challenge, therefore, has
been raised to utilize the online language along with the exist-
ing formal sentiment resources. It should be noted that OSNs
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platforms (Twitter in our work case) is an open environment
for different domains. Sport fans use Twitter to cheer for
their teams. Political conversations take place on Twitter on
daily basis and especially during critical events like elections.
Also, people use Twitter to search for and exchange reviews
about products, movies, or events. The trend among sentiment
researchers is to build sentiment classifiers for each domain
independently [1], [3]. This actually is very costly due to
the following reasons: (1) Data collection needs to be cus-
tomized to the target domains. This requires extensive efforts
to search and match the required data. (2) Data annotation
needs domain experts. It is very hard to have experts agree
to annotate a large volume of data, and even if they do,
the cost in terms of time and expenses is high, let alone the
tediousness of the task. (3) Individual sentiment models share
the base knowledge of sentiments (e.g. like, dislike, love,
hate) regardless of the domains they fall under. ‘‘Ronaldo
was a disappointment in today’s match’’ and ‘‘Trump is such
a disappointment’’ reflect negative sentiment even though
both sentences are from different domains. Therefore, there
is redundancy in preprocessing and training sentiment models
for different domains. The challenges of the domain-specific
sentimentmodeling shed the light on the importance of gener-
alizing the sentiment learning independently of any domains.
This general knowledge of models would, in turn, help in
speeding up the learning process of specific domains or the
process of domains adaptation. Instead of learning a model
from scratch, the prior knowledge learnt through general
sentiment would act as a base knowledge to start from there.
Another advantage for building general sentiment classifiers
is that reasonable performance in terms of resources and
training can be obtained at a lower cost than building a
model for every domain. In this work, we focus on building
a general sentiment three-class classifier to sort tweets as
positive, negative, or neutral. The nature of data shared on
Twitter is different from the nature of reviews which tend to
be predominantly negative or positive. The first step towards
solving the domain-free problem is to create a domain-free
sentiment dataset. Our dataset (DFSMD) [4] was collected
and annotated using high quality techniques to meet the
purpose of this study.

It is a common phenomenon to have data imbalance on
sentiment datasets collected through OSNs [5]. This is the
case with our DFSMD dataset. Literature [6] suggests that
having balanced dataset would improve the learning process.
However, it is too expensive and time consuming to balance
the data while preserving the natural distribution to avoid
biases.Many traditional classification algorithms assume that
the training datasets are evenly distributed; SVM is one
example [7]. On the other hand, the newly introduced Light
Gradient Boosting Machine (LGBM) [8] makes it possible
to deal with uneven data distributions. Its natural design
allows it to deal with data imbalance through the Gradient-
based One-Side Sampling (GOSS) technique. GOSS gives
more consideration to the data samples with high error (i.e.
difficult cases or minor class in our case) as it assumes that

samples with low error are already well-trained and do not
needmore training. Another advantage of LGBM is that it has
the ability to deal with high dimensional data as it is the case
in sentiment analysis problems. This is done through using
‘‘Exclusive Feature Bundling’’ technique that reduces the
number of features while keeping the effective ones. Finally,
it has been proven that LGBM converges the fastest among its
siblings in the gradient boosting family. When dealing with
sentiment classification, data sparsity and data imbalance
are the most common problems [7]. Hence, we believe that
LGBM is a great fit to learn a multi-class sentiment using
our DFSMD dataset. To the best of our knowledge, our paper
presents one of the first works to build LGBM classifier for a
general purpose multi-class sentiment classification on short
informal texts.

Hybrid approach of lexical and statistical machine learning
methods have been popular in recent sentiment classification
works [9], [10]. In this work, we follow the same hybrid
approach which will be explained in the related work section.
We train an LGBM classifier to give the sentiment (i.e. pos-
itive, negative, or neutral) of tweets based on the five types
of features. It is well known that the quality of classifiers is
highly dependent on the chosen features they are trained on.
We carefully exploit features that represent social short text
(i.e. tweets) and that might contain sentiment signals. Further,
we train other six classifiers for evaluation purposes.

In this work, we aim to achieve the following four goals.
(1) Build a classification model based on LGBM for general
sentiment analysis on short informal texts (i.e. tweets in
this study). (2) Investigate how our proposed features would
perform on our Domain-Free Sentiment Multimedia Dataset
(DFSMD). (3) Investigate the correlation between positive,
negative, and neutral terms extracted from our DFSMD
dataset. (4) Compare LGBM with six other classifiers (i.e.
classic, ensemble algorithms, deep learning) in identifying
sentiment of short informal texts. (5) Investigate the effec-
tiveness of adapting general-domain sentiment to domain-
specific sentiment analysis. We summarize the contributions
of this work as follows:
• Develop a state-of-the-art LGBM-based model for gen-
eral sentiment analysis on short informal texts.

• Conduct extensive comparisons and evaluations of dif-
ferent sentiment classification algorithms with different
feature subsets through a comprehensive set of experi-
ments performed on our dataset (DFSMD).

• Conduct cross-domain sentiment experiments through
adapting general-domain to specific-domain sentiment
and generalizing specific-domain to general-domain
sentiment.

The rest of the paper is organized as follows. Section II
explains in details the related work. Section III introduces
our dataset (DFSMD). The proposed sentiment framework
is presented in Section IV. Sections V-IX describe our
sentiment classification approach. In Section X, the anal-
ysis of correlation between the three classes is presented.
The experiment design and set up are explained in Section XI.
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The results and analysis are discussed in details in
Section XII. Finally, in Section XIII we conclude our pro-
posed work and findings and discuss future work.

II. RELATED WORK
The interest in sentiment analysis keeps increasing among
researchers as it represents a seed for many further research
domains [2], [11] such as fine-grained emotion analy-
sis, psychological human needs analysis, and smart cities.
Many sentiment analysis works have been done on both
long texts (i.e. document-level) [12] and short-texts (i.e.
message-level) [13]. The average length of a document-level
text is 241 tokens in IMDB dataset [14]. Unlike a long
text, the short text has an average length of ≈ 81 tokens
which is the average length that we have observed in our
dataset.

In this work, we focus on analysing short tweets.
We believe that short texts provide concise expression and
require lower features space than long texts.

Many researchers have focused on domain-specific sen-
timent analysis [3], [15]. Studies on product reviews and
political voting forecasts are examples on domain-specific
sentiment analysis [2]. This extends to the methodology that
previous studies adopted to collect their datasets. Authors
in [16] used emotion keywords to collect tweets while oth-
ers [9] used domain-related keywords (e.g. event-related or
topic-related) to build their dataset.

Furthermore, we have found that these datasets suffer from
at least one of four main limitations that contradict with the
purpose of this study [4]: (1) ignoring the objectivity part of
texts, (2) texts were automatically or noisy annotated, (3) if
a dataset is manually annotated, the number of annotators is
small, (4) the size of a dataset is small. Studies have repeat-
edly reported that training simple models using large datasets
yields better results than sophisticated models trained over
small datasets [17], [18].

For text classification, the performance of classifiers is
highly dependent on selected features. The right features
will guarantee good learning output. In text classification,
BOW using TF or TF-IDF is the most popular feature. Its
effectiveness directly depends on the quality of the dataset it
was derived from.Most of the sentiment classification studies
use BOW as one of the features to build their models [12],
[19], [20]. Since BOW ignores the order of words which in
turn ignores the context of texts, n-gram techniques provide
a partial solution to the lack-of-context problem [21], [22].
It has been shown that using BOW and n-grams features
is insufficient for sentiment learning [9], [23]. Considering
specific features containing or representing opinion informa-
tion has proven to better improve the sentiment learning than
when only BOW is used. Authors in the study [10] showed
that linguistic feature has enhanced the learning performance
over BOW feature on MVSA dataset. Similarly, frequency of
POS feature has demonstrated a better classification perfor-
mance than BOW feature when trained on Latent Dirichlet
Allocation (LDA) algorithm [23].

Although individual features such as sentiment lexicon or
BOW are necessary for sentiment learning, they are far from
enough to yield good results [24]. Integrating BOW with
sentiment-rich clue features has shown to be more effective
in the sentiment analysis [25]. The integration of emoticons
with BOW as proposed in the study [26] has boosted the sen-
timent learning performance by 13% than when using BOW
feature only. Aloufi and El Saddik [9] showed that combining
sentiment lexicons and POS features with the BOW feature
also improves the sentiment learning process. The use of
sentiment lexicons is shown to be necessarily informative
for the sentiment classification [27] especially for the minor
classes in cases where the classes are imbalanced. The results
provided by Niu et al. [20] showed that using SentiStrenght
sentiment lexicon yielded better performance than BOW-
TF for the minor class. When using sentiment lexicons for
training sentiment models, we actually combine two learning
approaches as suggested in literatures [3], [10], [28], [29]:
(1) statistical machine learning approach and (2) lexicon-
based approach. When using features other than BOW,
the occurrence of feature and frequency of occurrences [27],
[30] are the two popular approaches to use in sentiment anal-
ysis. We adopt the two approaches in our proposed features.

Previous works on sentiment analysis have focused mostly
on support vector machine (SVM), naïve -bayes (NB),
logistic regression (LR), random forests (RF), and decision
trees (DS) to build sentiment classifiers [2]. The reason that
they are the most applied classifiers is due to the better
performance they provide in comparison to other classifiers
such as k-nearest neighbour (KNN). Niu et al. [20] used
NB, maximum entropy (ME), and SVM to learn sentiment
from texts. The result showed that SVM was the winner
among the other classifiers. Bilal et al. [31] conducted a
similar sentiment analysis research using NB, DT, and KNN
algorithms. NB classifier has shown better performance than
DT and KNN methods. Another sentiment analysis work
done by Wan and Gao [13] on Airline Service twitter dataset,
showed that RF outperforms NB, SVM, Bayesian Network,
and DT when conducting binary classification while DT
outperforms the others when training on three classes. Also,
four classifiers were used in training a binary sentiment
model in the work [22] and the results showed that SVM was
the winner among NB, ME, and stochastic gradient descent
(SGD). Recently, deep learning algorithms have achieved
very good results in sentiment analysis domain [32]. It differs
from machine learning in its ability to learn features directly
from data. However, explainability of features and learning
can be heuristically understood [33]. In contrary, machine
learning along with feature engineering, would easily offer
such explainablity and interpretability of learning and feature
importance especially for unstructured texts. The availability
of sentiment resources created by domain experts, makes
it easier and faster to craft features and hence reduce the
computational complexity of deep learning. In this work,
we propose to use machine learning along with feature engi-
neering in order to understand our dataset (DFSMD) and to
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provide explainable evaluation of its quality on the sentiment
learning.

Recently, researchers have proposed to use ensemble
classifiers (a combination of multiple classifiers) to build
more accurate sentiment classifiers for textual contents on
OSNs [34]. It has been found that ensemble methods are
effectively capable of scaling out as data volume increases.
In Lin and Kolcz research [35], individual models are trained
independently and then evidences from each model are com-
bined for the final prediction. Predictions from the ensemble
method have been shown to be better than predictions from
individual classifiers. This type of ensemble uses bagging
approach and is based on taking the majority votes of all
the classifiers [36]. Another type of ensemble uses boosting
approach that utilizes the weighted average to build a strong
learner from weak ones [37]. Adaptive Boosting (AdaBoost)
and Gradient Boosting (GBM) are the most common tech-
niques of the boosting ensemble. In this paper, we have
used the GBM method, as it proves to well handle the high
dimensionality and high sparseness problems [5], which is an
advantage in the case of sentiment analysis. We have exper-
imented with two powerful GBM algorithms: (1) Extreme
Gradient Boosting (XGB) [38] and Light Gradient Boosting
Machine (LGBM) [8]. Authors in [39] proposed to use XGB
with lexical and embedding features for emotional analysis
of tweets. Combining the XGB model with the convolutional
neural network model has shown an improvement in the over-
all performance of the proposed system. The capabilities of
XGB to cope with large-scale data has allowed the ensemble
model to improve its overall performance. Another work [1]
proposed to build an XGB sentiment classifier for financial
news and headlines. When training on combination of uni-
gram and bi-gram feature, the XGB model has shown to
be more effective than when training on other features of
TF-IDF and paragraph vector features. Again, a sentiment
model learnt using XGB algorithm has shown to outper-
form other algorithms (i.e. SVM and Gradient Boosting
Trees (GBT)) when evaluating Telugu news collected from
news websites [40]. The model was trained to recognize the
polarity (i.e. positive and negative) of news texts in Tel-
ugu language. An LGBM model was trained on telephone
conversations data for the purpose of finding the sentiment
intensity of the conversations. The LGBM model showed
a powerful advantage with 4% better performance than LR
model on a combination of text and audio data. TF-IDF was
the only textual feature used to train the LGBM. Fan et al. [41]
built a sentiment model for recognizing the opinions (i.e.
positive, neutral, and negative) of English national team
fans during FIFA World Cup 2018. They trained LR, XGB,
and LGBM models independently on tweets using word-
based and character-based TF-IDF features. Then they cal-
culated the weighted average of all the three predictions
from the three proposed models as the final predicted result.
The results were promising and showed that the sentiment
peakedwhen the England teamwere scoring victorious. How-
ever, the work did not report the performance of individual

classifiers; instead, it reported the result after combing all the
three classifiers in terms of weighted performance average.
In our work, we propose to train both XGB and LGBT using
five types of features. To the best of our knowledge, this paper
presents one of the first works to build a general sentiment
(i.e. domain free) model based on LGBM using our domain-
free dataset (DFSMD).

III. DATASET
In order to train our sentiment classifier, we have used the
Domain-Free Sentiment Multimedia Dataset (DFSMD) [4].
DFSMD was collected using Twitter Stream API. DFSMD
is distinguished from other datasets in the way it was col-
lected and annotated. The data collection was not restricted to
any domains, keywords, locations, or any predefined filters.
The questions and annotators of the dataset were selected
carefully to limit potential biases during the annotation. Fur-
thermore, the annotators of the dataset were selected on the
basis of providing sentiment agreement with three expert
psychologists. The DFSMD contains 11941 (56%) tweets;
6683 of which are positive, 2275 (19%) are negative, and
2983 are neutral (25%). The dataset was published in an
earlier study and is publicly available upon request.

IV. SENTIMENT CLASSIFICATION FRAMEWORK
Figure 1. illustrates our framework for the domain-free
sentiment classification for short texts. We followthe same
framework used in general classification problems. The data
acquisition component is responsible for collecting data
based on filter-free criteria. We used Twitter Stream API for
this job. Then, the retrieved data underwent a cleaning process
to finally generate the Domain-Free Sentiment Multimedia
Dataset (DFSMD). Further details on the data collection can
be found in our earlier work [4]. Before the data is passed
to the sentiment engine, it is split into training and testing
sets in order to facilitate the learning and evaluation pro-
cesses. The sentiment engine consists of four components:
data preprocessing, feature engineering, sentiment learning,
and sentiment model. In the preprocessing phase, the data
is prepared based on criteria to keep the important parts
of the data that utilize the sentiment learning (explained
in details in Section VIII.). The preprocessed data is then
used to extract meaningful features in the feature engineering
component, and represented them in a vector format. Both
data preprocessing and feature engineering process the data
in three phases in order. This is because extracting some
features is dependent on the existence of pieces of infor-
mation that will be removed eventually before the data is
fed into the sentiment learning component. A classification
algorithm is selected in the sentiment learning component and
its parameters are tuned as a prior step to the learning process.
While only the training data is fed into the sentiment learning
component, both training and testing sets are evaluated by the
learnt sentiment model. Finally, the result is expressed as a
one class of positive, neutral, or negative. The details of the
components are presented in the following sections.
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FIGURE 1. Sentiment classification framework.

V. GRADIENT BOOSTING MACHINES
Gradient boosting is one type of ensemble learning. Unlike
classic learning approach, ensemble learning approach com-
bine a set of weak learners to construct one strong
learner [34]. In contrast to the bagging technique where the
models are made independently, the models in the the ensem-
ble boosting technique are made sequentially by iteratively
minimizing the error of earlier learnt models [38]. It learns
a predictive model by combining the M additive tree models
(f0, f1, f2, . . . , fM ) to predict the results (Eq.1).

f (x) =
M∑
m=0

fm(x) (1)

The tree ensemble model is optimized by reducing the
expected generalization error L according to Eq.2:

L =
n∑
i

(yi − ŷi)2 (2)

L is a loss function that measures the delta loss between
the target yi and the prediction ŷi of a data point.

There are three fundamental reasons listed by Diet-
terich [36] to use an ensemble-based methods:
• Statistical: combining and averaging multiple learners
provide a better generalization on the learning of data

which in turns, reduce the risk of choosing inadequate
classifiers.

• Computational: during learning, it is computationally
difficult for an algorithm to search for a local optima
in order to learn the best representation (i.e. decision
boundaries) of the data. Neural network algorithms, for
instance, utilize gradient descent to minimize the loss
function during the training to learn the best model.
In this case, there is only one starting point for the
local search. With the ensemble algorithms, we have an
advantage of having multiple starting points for the local
search. This may provide a better approximation of the
true function (i.e. decision boundary) than an individual
classier does.

• Representational: there are cases where a single classi-
fier is not able to learn a decision boundary that separate
different classes, or the decision boundary is very com-
plex. Here comes the advantage of the ensemble-based
learning where it provides different decision boundaries
learnt from different classifiers.

For the reasons mentioned earlier, we believe that using
ensemble gradient boosting helps to increase the robustness
of classifiers while decreasing their variances and biases.
The nature of the boosting technique could decrease errors
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as it reduces the failures of individual classifiers while opti-
mising their advantages at the same time. Hence, a more
reliable model could be produced. In this work, we utilize
two powerful gradient boosting algorithms: Extreme Gradi-
ent Boosting (XGB) and Light Gradient Boosting Machine
(LGBM). They are the state-of-the-art algorithms from the
gradient boosting family. XGB was introduced in 2016 [38]
and LGBMwas introduced byMicrosoft in 2017 [8].We train
XGB and LGBM classifiers to give the sentiment class (i.e.
positive, neutral, negative) based on the five types of features
explained later on in Section IX.

A. EXTREME GRADIENT BOOSTING (XGB)
XGB [38] is an ensemble tree-based method that imple-
ments a gradient boosting machine learning framework for
regression and classification problems. XGB grows trees
using level-wise algorithms. It differs from RF in the way it
grows, orders, and combines the results. XGB uses different
algorithms for splits finding. Exact Greedy and Approxi-
mate algorithms were introduced first in [38]. Histogram-
based algorithm was then proposed to be used for the splits
finding after LGBT algorithm was invented. When histogram
is used, trees grow in leaf-wise manner.

The method works by bucketing features values into group
of bins to construct features histogram. The splitting is per-
formed on the bins instead of on the features. The bucket bins
are constructed before each tree is built, hence, it speeds up
the training which in turns reduces the computation complex-
ity. In this work, we use the histogram method for deciding
the best split. During the parameters turning, we found out
that the three algorithms yield similar results. Therefore,
we decided to go with histogram method since it takes faster
training time on large sparse datasets, than the other splitting
algorithms.

The decision to make a split is based the loss value that the
split produces. The split will happen if the loss value exceeds
a certain threshold, otherwise, the split will be ignored. This
shows the advantage of leaf-wise gradient boosting methods
over the RFs in reducing the number of splits while keeping
the quality of the splits.

Furthermore, XGB uses sparsity-aware split algorithm that
works on sparse vectorized textual data (i.e. the case in our
work). When computing the split, the sparsity-aware split
algorithm proposes to ignore the zero features, and then
allocates all the data with zero values to the side of the split
that reduces the loss the most.

B. LIGHT GRADIENT BOOSTING MACHINE (LGBM)
LGBT [8] is another gradient boosting algorithm that uses a
leaf-wise algorithm to grow trees vertically.

A leaf that reduces the loss the most is chosen to split
and grow the tree. LGBM uses histogram-based method to
find best splits candidates. To improve the training, LGBM
uses a sampling algorithm Gradient-based One-Side Sam-
pling (GOSS) to indicate the importance of data instances.
Its main function is to concentrate on data samples with

larger gradients and ignore the data with small gradients.
The assumption is that the data with small gradients have
lower errors; thus they are already well trained. Therefore,
GOSS proposed to ignore these less-informative data points
and use the rest to compute the information gain when finding
the best splits. However, this will result in a bias problem
towards the sample with larger gradients, and will change the
original distribution of the data. To solve this issue, GOSS
performs a random sampling on the data with small gradients
while keeping all the samples with large gradients. Because
the sample would still be biased towards the data with large
gradients, GOSS increases the weights (i.e. adding a constant
multiplier) of the data instances with small gradients when
computing the information gain.

In addition, LGBM uses Exclusive Feature Bundling algo-
rithm to handle sparsity in datasets. It combines mutu-
ally exclusive features in a nearly lossless way resulting
in reducing the number of features while keeping the most
informative ones.

VI. TRADITIONAL CLASSIFICATION ALGORITHMS
In this section, we introduce different learning algorithms,
including the Support Vector Machine (SVM), Logistic
Regression (LR), Multinomial Naïve Bayes (MNB), Random
Forest (RF), all of which are widely used in text classification.

A. SUPPORT VECTOR MACHINE (SVM)
SVM algorithm has shown a robust performance in text clas-
sification [42]. The goal of SVM is to select a hyperplane
that maximizes the margin between the closest instances of
the two classes.

Sentiment analysis in this work is a multi-class classifica-
tion. SVM is by default a binary-class classifier. We follow
‘‘one-vs-all’’ approach to solve the multi-class classification
problem using SVM.Note that we attempt to use linear kernel
in our experiments. The initial experiments with non-linear
SVM have shown a decreased learning performance.

B. LOGISTIC REGRESSION
Logistic regression is considered one of the best discrimina-
tive models. It learns the posterior class probability directly
from the training data. Its goal is to find a decision boundaries
between classes in the feature space. The posterior probabil-
ity, in binary classification, is given by applying the sigmoid
function on a linear combination of given inputs. Logistic
regression can be generalized to work on multi-class clas-
sification problems by using softmax function to derive the
posterior probabilities by normalizing a given feature vector
to probability values values between [0, 1].

C. MULTINOMIAL NAÏVE BAYS
Naïve Bayes is a probabilistic classifier. Though it is called
naive, it performs well in text categorization [43]. The core
of the algorithm is based on Bayes theorem. TheMultinomial
Naïve Bayes (MNB) classifier assumes multinomial distribu-
tion so that it can be used with discrete features like words
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counts in text classification. In our work, we attempt to use
the Multinomial Naïve Bayes classifier for our three-class
sentiment analysis problem.

D. RANDOM FOREST (RF)
Random Forest (RF) is an ensemble tree-based classification
algorithm. It uses bagging techniques in which trees are fully
grown to their maximum extent. The trees, in RF, are trained
independently using a random sample of data. Every tree in
RF is generated based on bootstrapped training instances and
a random set of features. Each learnt tree is a weak learner.
By combining all the weak learners, we have one final strong
model. The overall prediction of the RF is computed based on
the majority votes from all the individual weak learners (i.e.
individual trees). RF has shown a robust performance to noise
and overfitting problems that would affect a single decision
tree [44]. Moreover, RF can efficiently handle large size of
data and is inherently suited for multi-class problems.

VII. DEEP LEARNING
Deep learning is deep neural networks that use multiple
layers of processing units for feature extraction in order to
learn performing tasks directly from data. Every layer in
the neural network consists of a specific number of neuron
units in which their outputs are inputs to the next layer.
The links between neurons in each layer are weights. The
neural network learns by repeatedly updating the weights
after data forwarding through the network. These weights
are adjusted in order to minimize the difference (i.e. error)
between predicted and actual outputs.

Deep learning has shown robust capabilities for sen-
timent multi-class sentiment analysis [32], [45]. In our
work, we attempt to use Multi-layer perception (MLP) and
Long-Short-Term-Memory (LSTM) [46] architectures for
our three-class sentiment analysis.

VIII. DATA PREPROCESSING
In this work, we use text to build a sentiment classifier. There-
fore, we refer to data preprocessing as text preprocessing.
Data preprocessing is the process of converting data to a
format that a computer understands. Preprocessing data is a
very important step in machine learning in general and in
sentiment classification in particular. It builds the resource
knowledge for the machine models to learn from. High qual-
ity preprocessing ensures the quality of features that the
model will learn from. Thus, the quality of the model highly
depends on the quality of the dataset and selected features set.

Since we are working on sentiment analysis in this study,
we are interested in the features that give a hint of opinion or
emotion. For example, verb words like ‘‘support’’ or ‘‘hate’’
provide an opinion unlike pronoun words like ‘‘I’’ or ‘‘him’’
that does not provide any opinion. Therefore, it is very crucial
to preprocess the data, to remove excess noise and retain use-
ful information. The existence of noise in the data could affect
the learning performance. In this work, the data preprocessing
consists of five steps, in order, as follows:

• Removing encoding symbols: Since we use Twitter
data, we might encounter cases where HTML encodings
have not been converted into text. Hence, there was a
need to clean this noise.

• Removing user mention: User mentions do not provide
any opinion hints; therefore, we decided to remove them.

• Removing URLs: Even though URLs provide informa-
tion, they might contain long texts, images, or videos.
This requires different preprocessing steps. Therefore,
we decided to remove them.

• Converting text to lower case: Treating a word that
appears capitalized in the beginning of a sentence and
the same word appearing lowered in the middle of a
sentence would result in redundancy, hence declining
performance accuracy. In addition, keeping words with
upper case initials is not useful in building our sentiment
model since we do not do Entity Recognition or any
related tasks. We generally look for words that capture
opinion, sentiment, or emotion. However, we exploit the
sentiment clues that might exist in all-caps [10] words
before we convert texts into lower case.

• Fixing slang, negation, and repetition: In OSNs, users
tend to use abbreviations to express opinions due to the
limited space. Also, they tend to use their daily language
(i.e. informal or slang) and probably with the same tone
they speak in real life. For example, when a strong
opinion occurs, users tend to intensifywords that express
what they feel. ‘‘I LOOOOVE this pic’’ and ‘‘It isn’t easy
to 4gv’’ are example of how OSNs people tend to use
short form in posts. Human eyes understand the abbre-
viations when encountering them because they know the
origins of these abbreviations. The same analogy applies
to learn our models. In our work, we apply three types of
cleaners to put the words in our corpus to their original
forms: (1) fixing slang: to replace slang words used in
OSNs to its original terms like ‘‘bff ’’ will be replaced
by ‘‘best friend forever’’. (2) fixing negation: to replace
abbreviated negation words to its original components.
In ‘‘she isn’t worried’’ example, we see a problem of the
negation word ‘‘isn’t’’ after tokenization; the word ‘‘t’’
(i.e. ‘‘not’’) will be meaningless. In ‘‘she isnt worried’’
example, the model will treat ‘‘isnt" differently than
‘‘isn’t’’ and eventually they will be learnt as different
tokens even though they are the same. Hence, this would
harm our model learning. As a result, we replace ‘‘isn’t’’
and ‘‘isnt’’ by ‘‘is not’’. (3) fixing repetition: to remove
character repetition and replace it with a single character.
For example, word ‘‘niiice’’ will be replaced by ‘‘nice’’.
Note that the repetition is fixed only if the repetition of
consecutive characters is greater than 2. This is to ensure
the originality of words that inherently consist of two
consecutive characters. We believe in the importance of
this step as it ensures the generality of learning senti-
ments of words (i.e. especially when using sentiment
lexicons) regardless of their positions in sentences. It is
worth to mention that we take a note of all-cap words
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and character repetition before the cleaning process in
order to use them in feature engineering later on.

• Removing special characters and numbers: Numbers
and most special characters do not contain sentiment
insights; as a result, we decided to ignore them in this
paper. However, punctuation-based emoticons and emo-
jis will be extracted and the presence of Twitter special
symbols like hashtag(s) will be noted before remov-
ing them to be used later in the feature engineering.
We believe that the hashtagged text, emoticons, and
emojis provide useful information related to opinions
or sentiments [4], [47]. Hence, they would improve the
performance of the learning.

• Tokenizing text: Text tokenization is the process of seg-
menting the text into meaningful words called tokens.
The meaning of the whole text depends on these words.
Therefore, it is an essential step in text classification as
it helps capture the relations of words in text.

• Removing stop words: Many works in the literature
proposed to drop stop words when training a textual
classifier. This is because some stop words such as
‘‘is’’ and ‘‘be’’ will not drive the sentiment learning
[5], [22]. However, removing stop words in the context
of sentiment analysis could be problematic especially if
the context is affected. For example, if ‘‘I, she, is, not’’
are stop words, then the sentence ‘‘I thought she is not
happy’’ would be learnt as a positive sentiment which is
not true at all.
Therefore, we decided to include this cleaning step in
this work to investigate whether stop words removal will
cause sensitivity to the sentiment performance or not.

Note that all the cleaning steps were implemented using
regular expressions. We tried to cover as many cases as
possible when designing our REs such as covering all the
cases of URLs and usernames. NLTK toolkit was used for
tokenization and stop words removal.

IX. FEATURE ENGINEERING
As seen in Section VIII, sentiment classification on large
textual datasets requires a lot of preparation work on the back
end. This step is important in order to transform a text into
a format that an algorithm can use. The transformation pro-
cess, which involves representing textual data numerically,
is called ‘‘feature extraction’’.

Words and other attributes of text represent either discrete
(i.e. frequency of words) or categorical (i.e. presence of
words) features. In feature engineering, we aim at mapping
these words and attributes into real-valued vectors. We have
used different techniques to choose the numerical representa-
tions of the textual features.

In this work, we have used different types of fea-
tures, including Bag-Of-Words (BOW), n-gram, sentiment
lexicons, and linguistic hints. We have also used features
representing OSNs culture such as iconic emotion, and hash-
tag. Detailed description of the features is presented in the
following subsections.

A. BAG-OF-WORDS (BOW)
BOW is a well-known technique in text processing. It gener-
ates a list of words, called vocabulary, from a dataset. Each
tweet is represented as vector with each word represented
with a numerical value depending on the used numerical
representation method. For example, a word is given 1 value
if it is present in the vocabulary or 0 if otherwise. Another
technique is the frequency of occurrences of the words of
a text in the vocabulary. The two most common approaches
to numerically represent a text are: (1) Term Frequency (TF)
which represents the number of time a word occurs in a tweet
with respect to its total number of occurrences in the whole
dataset, (2) Frequency-Inverse Document Frequency (TF-
IDF) which represents the level of importance of a word in the
whole dataset. In this work, we have adapted the TF approach
since it shows better performance over TF-IDF during our
initial experiments.

B. n-GRAM
BOW ignores the word order, which results in ignoring the
context of texts. To solve this, n-gram technique is incorpo-
rated to extend the BOW model where a document is repre-
sented as n consecutivewords [21]. The literature suggests the
order of n < = 3 consecutive words. In our work, we inves-
tigate the impact of using uni-gram, bi-gram, and tri-gram.
We use TF approach for our features vector representation.

The n-gram feature vector consists of each n consecutive
words in a tweet, as seen below:
• Uni-gram feature: the vector will be of m dimension
where m is the size of our constructed vocabulary. Each
item in the uni-gram vector represents a word from the
vocabulary list.

• Bi-gram feature: the vector will be of m− 1 dimension
where m is the size of our constructed vocabulary. Each
item in the bi-gram vector represents a two-consecutive
words from the constructed vocabulary.

• Tri-gram feature: the vector will be ofm−2 dimension
where m is the size of our constructed vocabulary. Each
item in the bi-gram vector represents a three-consecutive
words from the constructed vocabulary.

C. FORMAL-WORD SENTIMENT LEXICONS
Various resources of sentiment lexicons have been developed
so that sentiment learning benefit from textual sources [48].
Each lexicon was built based on a philosophy including but
not limited to coarse grained or fine-grained sentiment clas-
sification: what part of text to annotate, single-word level or
n-gram level. As a result, we propose to use two different
lexicon resources: (1) AFINN-111 Lexicon (AFINN) [49]:
it contains 2,477 words which were built based on Affective
Norms for English Words (ANEW). Each word is annotated
with score ranging from 1 to 5 or from -5 to -1 for positive
and negative words, respectively, (2) NRCHashtag Sentiment
Lexicon (NRC) [50]: It contains 54,129 words extracted from
775,000 tweets. The tweets are automatically labelled based
on the polarity of hashtag such as ‘‘amazing’’, and ‘‘terrible’’.
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We have extracted two features, based on the presence
of words from our tweets, in the used lexicons. Each fea-
ture represents the frequency of positive and negative words,
respectively, for each individual lexicon.

For AFINN lexicon, the features extracted are:
• Affin-positive-feature: contains the frequency of posi-
tively scored words (i.e. in a tweet) which exist in Affin.

• Affin-negative-feature: contains the frequency of nega-
tively scored words (i.e. in a tweet) which exist in Affin.

For NRC lexicon, the features extracted are:
• NRC-positive-feature: contains the frequency of posi-
tively scored words (i.e. in a tweet) which exist in NRC.

• NRC-negative-feature: contains the frequency of nega-
tively scored words (i.e. in a tweet) which exist in NRC.

D. SLANG SENTIMENT LEXICONS
OSNs users tend to use their daily informal language when
interacting online [25]. Furthermore, they use many abbre-
viations for faster communication and due to limited space
provided for writing. Hence, the daily informal language
used provides a more convenient tool for communication
than a formal language does. As a result, we propose to use
a sentiment lexicon designed for online slang language to
collect useful information related to expressing opinions or
emotions whichmight bemissed in the formal-word lexicons.
In this paper, we use SlangSDlexicon [51]. SlangSD contains
96462 slang words labelled as positive, neutral, or negative.
The three features created, based on the presence of words
from our tweets in the SlangSD lexicons, are as follows:
• SlangSD-positive-feature: contains the frequency of
positively scored words (i.e. in a tweet) which exist in
SlangSD.

• SlangSD-neutral-feature: contains the frequency of
neutral scored words (i.e. in a tweet) which exist in
SlangSD.

• SlangSD-negative-feature: contains the frequency of
negatively scored words (i.e. in a tweet) which exist in
SlangSD.

E. OSNs LINGUISTIC HINTS
Beside using slang language in OSNs, the use of intensifiers
like all-caps and character repetition would indicate a strong
sentiment. Studies have shown that intensifiers are widely
used in online conversations [10]. Therefore, we believe that
they will be useful to build our classifiers. We extract four
types of linguistic-hint features:
• All-caps presence feature: contains the presence of
all-caped words, like ‘‘HORRIBLE’’, in a tweet.

• All-caps frequency feature: contains the occurrences
frequency of all-caped words in a tweet.

• Letter-repetition presence feature: contains the pres-
ence of words with consecutive repetitive letters, like
‘‘beeest’’, in a tweet.

• Letter-repetition frequency feature: contains the
occurrences frequency of f words with consecutive
repetitive letters in a tweet.

• Exclamation-mark presence feature: contains the
presence or absence of exclamation mark in a tweet.
Literature states that the use of exclamation mark could
indicate a strong feeling [52]. In addition, sentences
ending with exclamation mark would convey emotion
rather that stating a fact.

• Exclamation-mark frequency feature: contains the
frequency of exclamation mark in a tweet. Previous
works claim that consecutive use of exclamation mark
would increase the attention to the feel of the opinion
expressed [52].

• Question-mark frequency feature: contains the fre-
quency of question mark in a tweet. Consecutive ques-
tion marks are a sign of opinion intensification [50].

F. ICONIC EMOTION
Punctuation-based emoticons and emojis have become a
ubiquitous part of OSNs culture. Users intensively use
them when communicating online. Sometimes, users tend
to emphasize them as they express their feelings more than
words do, as well as to save space for more information
to share. The latter case is especially for Twitter since it
limits posts to 140-280 words. Emoticons and emojis have
proven to have an important communicative role in areas
like opinion expression and conversation ambiguity clari-
fication [53]. In this paper, we follow two approaches to
extract the features related to the use of emoticons and emojis:
(1) their presence/absence, (2) the sentiment they provide.
For the sentiment approach, we utilized AFFIN-emoticons
lexicons [49] and emoji sentiment lexicon [54].

For emoticons, the features extracted are:
• Emoticon presence feature: contains the presence or
absence of emoticons in a tweet.

• Emoticon-positive frequency feature: contains the fre-
quency of positively scored emoticons (i.e. in a tweet)
which exist in AFFIN-emoticon lexicon.

• Emoticon-negative frequency feature: contains the
frequency of negatively scored emoticons (i.e. in a
tweet) which exist in AFFIN-emoticon lexicon.

For emojis, the features extracted are:
• Emoji presence feature: contains the presence or
absence of emojis in a tweet.

• Emoji-positive frequency feature: contains the fre-
quency of positively scored Emojis (i.e. in a tweet)
which exist in emoji sentiment lexicon.

• Emoji-negative frequency feature: contains the fre-
quency of negatively scored Emojis (i.e. in a tweet)
which exist in emoji sentiment lexicon.

G. HASHTAG
The presence of a hashtag in online posts gives a weight to the
aspect it represents whether it is a topic, event, or emotion.
It is specific to Twitter and its popularity has expanded to
cover all social media arenas such as Facebook, Instagram,
and Flicker. A hashtag summarizes the overall opinion of
texts. Its short length nature makes the choice of its word(s)
reflect stronger feeling or opinion. In the example ‘‘players
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TABLE 1. Top 10 term frequencies from our dataset, with and without
stop words for positive, negative, and neutral classes.

didn’t show their best today. # shame’’, the hashtagged word
‘‘shame’’ emphasizes a negative sentiment more than the
message of the tweet itself. In this paper, we explore hashtag
as an individual type of feature. We extract two features from
this section:
• Hashtag presence feature: contains the presence or
absence of hashtags in a tweet.

• Hashtag frequency feature: contains the frequency of
hashtags in a tweet.

X. CLASSES FEATURES RELATION
The first part of Table 1. shows the frequency of the top
10 words from our dataset in positive, neutral, and negative
classes. We have observed that most of the top 10 words
are stop words. We have also observed that the frequency
of their use appear to be nearly equal among the positive,
negative, and neutral classes. For example, the word ‘‘my’’
is used≈ 17% and 16%, and 11% times in positive, negative,
neutral classes respectively. Note that the frequency of the
word ‘‘my’’ for the neutral class appear to be far less than the
positive and negative classes. This is due to the class imbal-
ance. Besides, the neutral class has the minority number of
instances in comparison to the positive and negative classes.
However, the percentage of its term frequency is close to the
other classes. This observation follows Zipf’s law that states
that words with low usage frequency rank are used more
often while words with high usage frequency rank are used
rarely [55]. From this observation, we claim that the use of

FIGURE 2. Relationship between positive and negative classes in term of
term frequency metric.

stop words to find a relationship between the features of our
classes, will not be of help. So, we decided to remove the
stop words. In this analysis, we have used 21641 terms, after
removing the stop words. The second part of Table 1 shows
the top 10 words among the three classes after removing the
stop words. Now we can see that some of the words started to
give useful information about positive class like ‘‘happy’’ and
‘‘love’’. They havemuch high frequency in positive class than
in other classes. There are still some high frequent words that
provide neutral sentiment (e.g. ‘‘day’’ and ‘‘just’’); however,
those words will not impose an importance in learning the
positive class characteristics.

In order to find a relationship between the features in
different classes, we need to decide on a metric that can
capture the characteristics of words belonging to each class.
By using the frequency metric only, as seen in Figure 2. for
the positive and negative classes, we are not able to infer any
meaningful relationships between the features of the classes.
We have observed that most of the words fall below 600 usage
frequency which makes it difficult to infer a meaningful
correlation. On the other hand, very few words have high fre-
quency from which we can infer an inverse relation between
the words in two different classes. For example, high frequent
words in positive classes have low frequency usage in neg-
ative class. It is important to mention that stop words were
removed for the purpose of analysing our dataset (DFSMD)
and were kept for the learning process.

So, the assumption here is that high frequent words that
appear in a class more than in another will be useful features
to learn that class. Accordingly, we have used Eq.3 to com-
pute the ratio of a word belonging to a class with respect to
the total frequency of the same word in all the classes. Also,
we have used Eq.4 to calculate the ratio of a word belonging
to a class with respect to the overall frequency of the same
class.

fki (w) =
frequencyki (w)∑C
c=1 frequencykc (w)

(3)
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gki (w) =
frequencyki (w)∑

frequencyki
(4)

Eq.3 yields good results in cases where the frequency of
words belonging to a class is very high compared to the other
classes. For example, the word ‘‘fabulous’’ has 7 occurrences
in positive class where it appears 0 times in negative and
neutral classes. However, the frequency of occurrences of
these words is too low to consider as features to learn the
class. Therefore, it is not possible to generalize a relationship
from this equation. From Eq.4 we could not capture useful
characteristics of words to be used as a usefulmeasure to learn
distinct classes since the ratio reflects the same information
as the word frequencies. Besides, we already have seen the
limitation of using only frequency to find a relationship.
To overcome these limitations, we use Commulative Dis-
tributed Function (CDF) as a metric to reflect the meaning
of both equations and, hence, to recognize the characteristics
of important words for individual classes. CDF at value w is
defined as follows:

CDF(w) = P(X ≤ w) (5)

where X is a real random variable and P is the probability that
X takes a value ≤ w.
We compute CDF for both fk (wi) and gk (wi) in order

to reflect their meanings over the words distributed among
individual classes in term of accumulative manner.

Finally, we combine the CDF results for both fk (wi) and
gk (wi) in a hope to provide a better capture of the character-
istics of important words for each class. We use Harmonic
Mean (Eq.6) due to its nature of equalizing weights given to
all data points to avoid any bias towards high data points.

H =
n∑n
i=1

1
xi

(6)

where n is the size of data points and xi is a data point.
From Figure 3a. we can infer that there is a relationship

between words in positive and negative classes. Points with
positive/negative high frequency have low negative/positive
frequency. This can be seen in the data points close to the
upper left corner and points close to the bottom right corner,
respectively. Data points with positive CDF harmonic mean
greater than 0.5 and less than 0.5 for negative CDF harmonic
mean represent the important words for the positive class.
The same applies to negative and neutral class as illustrated
in Figure 3b. From the same figure, we can see that the
number of important words for the neutral class is less than
that of the negative class. This is due to the class imbalance for
the neutral class. On the other hand, we are not able to draw a
clear relationship in the case of positive and neutral classes as
seen in Figure 3c. They seem to share many words with close
usage frequencies. This is not surprising since neutral words
tend to be closer to the positive side than to the negative one.
In other words, the negative expressions tend to be strongly
subjective. If we have three centroids, one for each class,
the centroid of neutral class will be closer to positive centroid
than to the negative one.

FIGURE 3. Commutative Distribution Function (CDF) Harmonic Mean for
class rate and class frequency for every pair of classes: (positive,
negative), (positive, neutral), and (negative, neutral).

The findings from this section show the quality of the
dataset we proposed to use since we were able to determine
the important words for the classes. Therefore, we claim
the effectiveness of our word features, as they reflect an
obvious association to the sentiment classes, in contributing
to sentiment learning process.
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XI. EXPERIMENTAL SETUP AND DESIGN
In this section, we will investigate the capabilities of the
state-of the art LGBM algorithm in learning a three-class
sentiment using five types of features on the DFSMD dataset.
We will then conduct evaluation comparisons of LGBM with
SVM, Logistic Regression, Multinomial Naïve Bays, Ran-
dom Forest, and Extreme Gradient Boost (XGB) using the
same dataset. The objective of our experiments is to compare
different algorithms in order to find the best player with
the best settings of features. To achieve this, we propose
to conduct four types of experiments: (1) to explore the
optimal size of word features, (2) to study the sensitivity
of keeping/removing stop words on the sentiment learning,
(3) to study the effect of different subsets of features, (4) to
investigate the role of hashtagged words and slang words in
the sentiment learning fromOSNs texts. The DFSMD dataset
is used for training and testing and it is randomly split into
60% for training and 40% for testing.

During initial experiments, we observed that our classifiers
had produced somewrong predictions on negative and neutral
data samples more than on the positive samples. An interpre-
tation of this behavior is related to the fact that the models
encountered class imbalance. Previous studies [6] state that
relatively balanced class distribution yields better results.
By following the same approach of collecting the dataset,
we did data augmentation to partially balance the negative
class since it has the lowest ratio (19%). The class distribu-
tions have become 46%, 33%,21% for positive, negative, neu-
tral classes respectively. It is valid to do data augmentations
to fix the imbalance problem [1]. We did not use the sampling
technique since we wanted to keep the data natural as much
as possible, and to avoid creating biases in our data, as well.

For the evaluation metrics, we use accuracy, precision,
recall and F-score as they are commonly used in classification
evaluation. Since our problem is a multi-class classification
and our dataset is imbalanced, we attempt to use micro
average F-score for the evaluation. Micro average F-score
is computed by aggregating the contributions from all the
classes instead of averaging individual contribution for each
class like in macro-average F-score. The accuracy is defined
as the ratio of the correct predicted samplers to the total
number of samples in a test set. Precision, recall and
F-score give a better view of model performance than accu-
racy alone does. They are calculated as illustrated in the
following equations:

Precision =
TP

TP+ FP

Recall =
TP

TP+ FN

F − score =
2× P× R
P+ R

(7)

XII. RESULTS AND ANALYSIS
In this section, we present empirical results of the exper-
iments we have conducted based on the design explained
in Section XI. Subsection XII-A. reports the results of the

words feature sizes and the effect of stop words using
uni-gram, bi-gram, and tri-gram models. Subsection XII-B.
presents the results and analysis of the effect of using dif-
ferent feature subsets on the sentiment learning. The results
of hashtag and slang words contributions are discussed in
Subsection XII-D.

A. SIZE OF WORD FEATURES
In this experiment we will investigate the optimal number of
word features to be used in building our sentiment classifier.
Based on the findings from Section X, we claim that the
words extracted from our dataset have distinguishing char-
acteristics for classes especially for the positive and negative
classes. From our dataset, we have extracted 21310 vocabu-
lary words including stop words and 21030 words excluding
stop words, which is a large number. Therefore, we need to
find out a reasonable number of words to use as features to
train our sentiment classifiers. We choose to examine word
sizes of 1000, 2000, 3000, 4000, and 5000 on six classifiers
using BOW and n-gram features. Note that the sizes represent
the maximum number of words based on their term frequency
TF . For n-gram models, we examine uni-gram, uni-bi gram,
and uni-bi-tri gram models. While investigating the number
of features, we explore the impact of removing and keeping
stop words on the sentiment learning process. As a result, our
experiments are conducted on six different combinations of
BOW and n-gram models with and without stop words. The
results are illustrated in Figure 4.

From the results, we see that the best performance occurs
with uni-gram model when keeping stop words. This finding
should not be surprising since we use short texts (i.e. tweets)
of length average of ≈ 76 tokens. In other words, stop words
seem to be of importance in learning sentiment in this work.
On the other hand, uni-bi gram and uni-bi-tri gram models
work better when removing stop words. However, their over-
all performance did not exceed uni-gram model when stop
words were kept. As a result, we consider uni-gram model
with keeping stop words in our sentiment classification.

According to the results depicted in Figure 4., the optimal
size window seems to differ between uni, bi, tri grams when
keeping or removing stop words, among the six classifiers.

For example, the logistic regression (LR) and Multinomial
Naïve Bays (MNB) models have the best performance at
words size of 5000 when using uni-gram with stop words.
Words size of 1000 shows to be the best with Support Vector
Machine (SVM) model when using uni-gram and keeping
stop words. Random forest (RF) classifier shows best similar
results when using 4000 and 5000 words with and without
stop words on uni-gram model and with stop words on uni-
bi gram, respectively. For Gradient Boost (XGB) model,
the best performance appears to be similar among all the size
windows on uni-gram including and excluding stop words
and (uni− bi− tri)-gram including stop words. Even though
(uni−bi−tri)-grammodel with stop words seems to have the
best performance, the difference in performance accuracies
is almost negligible. Finally, uni-gram with stop words wins
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FIGURE 4. Performance of TF-BOW and n-gram with/without stop words using different vocabulary sizes evaluated by accuracy. Ug, Bg, and Tg stand for
uni-gram, bi-gram, and tri-gram, respectively. wSW, woSW stand for with stop words and without stop words, respectively.

TABLE 2. Performance of fifteen cross features sets on six classifiers evaluated by accuracy and F-score.

at 2000 size window when training Light Gradient Boosting
Machine (LGBM) classifier.

Since we consider uni-gram with stop words model as it
yields the best performance for all the classifiers, we consider
the size windows where each classifier works the best. Then,
we average all the sizes and use the average as the maximum
number of word features to train our classifiers for the rest
of the experiments. The average of maximum number of
features used in this work is 3000 words.

B. CROSS FEATURES SUBSETS
Table 2. shows the results of six sentiment classifiers of
fifteen cross combinations of our proposed feature types
explained in Section.IX. We split the experiments into four
stages: (1) examining individual feature types, (2) examining
formal lexicon (FL) feature with different combinations of the
rest of the feature types excluding bag-of-words (BOW) fea-
ture, (3) examining BOW feature with different combinations
of the rest of the feature types. We decided to examine FL and
BOW as main features in stage 2 and 3 due to their highest
contributions in sentiment learning among the other feature
types. From the same table, we can see that using BOW

features only yielded the highest performance accuracy and
F-score among all the classifiers, followed by FL feature.
While their accuracy scored above 60% and average F-score
(i.e. micro) is above 0.60, the rest of feature types scored
less than 50% accuracy and 0.50 micro average F-score when
used individually. Linguistic hint features (Lngs) seem to
perform better than iconic emotion (Emt-Emj), slang lexi-
con (SL), and hashtag that comes at the lowest performance
rank. This finding shows an evidence of the association
between our word features and sentiment classes. Hence, our
classifiers are able to properly learn the distinguishing char-
acteristics for each class. In addition, the result of using FL
feature shows that a high percentage of our dataset vocabulary
is contained in the lexicons, which also shows the distinguish-
ing characteristics of our word features. Moreover, we have
observed that the more formal lexicons we add, the better
vocabulary coverage we obtain, which in turn improves the
sentiment learning. In this work, we have decided to use two
formal lexicons as discussed in Section IX.

Despite the low performance that slang, linguistic, iconic
emotion, and hashtag features show when used individually,
they still provide some sentiment signs that would enrich
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FIGURE 5. The effect of hashtag words on the performance of six
classifiers when training on BOW and formal lexicons individually.

the sentiment learning. This can be seen from the results of
stages 2 and 3 in two observations. First, their performance
accuracy is approximately close to 50% and micro average
F-score approximately close to 0.50. Even though this per-
centage is not high enough, it still shows that these features
might carry some sentiment information that could be used as
supplementary features along with BOW and formal lexicon
features. Second, the more features we combine the better
learning performance we obtain. In stage 2, LGBM model
trained solely on formal lexicon features yields performance
accuracy of ≈ 62% (micro average F-score of 0.62). When
combining formal lexicon with linguistic feature the per-
formance stays the same; however, when adding the slang
feature, the accuracy and F-score slightly improved to 63%
and 0.63, respectively. The performance accuracy improves
to ≈ 64.8% (micro average F-scoreof ≈ 0.65) with the addi-
tion of the iconic emotion feature. When combining formal
lexicon features with the rest of the features, the performance
improved by≈ 3%more than when the model was trained on
formal lexicon alone. The other five classifiers show similar
results.

In stage 3, we consider BOWas a base feature and combine
it with different subsets of features. Combining the two most
contributing features has shown to boost the performance by
≈ 7%more than when LGBM, LR, MNB, XGBmodels were
trained on only FL feature. The same classifiers trained on
BOW only improved by ≈ 2-3% when combining BOW and
FL features. As illustrated in Table 2., combining BOW with

all the feature types yields the best performance among all
the classifiers and all different feature subsets. Compared to
the performance of models when trained only using BOW,
accuracy of LGBM model has improved from 65.86% to
71.79% when combining all the features together. The same
results apply to LR, MNB, SVM, RF, and XGB when all the
features are combined. Even though slang lexicon feature and
linguistic feature show to have sentiment signals, they do not
seem to add value when they are not combined together in
a feature subset. This can be seen in two cases: (1) when
linguistic feature is combined with formal lexicon feature,
(2) when slang lexicon feature is combined with BOW and
formal lexicon features. However, when slang lexicon and
linguistic features are combined together, they seem to add
a little value to the learning process. This shows that the
tweets might contain slang words written with intensifiers
such as ‘‘WTH’’ and ‘‘looool’’. Moreover, precision and
recall of the linguistic feature for neutral class is zero among
all the classifiers. This is not surprising because intensifiers
like all-caps and repetitive-characters are usually used when
there is an opinion that needs to be stressed on. On the
other hand, the precision and recall for positive and negative
class are quite reasonable and reflect the performance of the
classifiers and the distribution of the positive and negative
classes. In addition, internet language of emoticons, emojis,
and hashtags have shown to have an impact on the sentiment
learning among all the classifiers. Emoticons and emojis have
proven to enhance the classification accuracy from 63% to≈
64.8% in LGBMmodel when combined with formal lexicon,
linguistic, and slang lexicon features. Furthermore, adding
the hashtag feature to the previous combination has shown
to increase the LGBM model accuracy to ≈ 65.7%. This
result is consistent when combining emoticons and emo-
jis with BOW, formal lexicon, slang, and linguistic feature
while training LGBM model. The performance accuracy has
improved from 69% (i.e. using BOW and FL) to ≈ 71%.
It further improved after adding the hashtag feature to reach
≈ 71.8%. In terms of precision and recall for neutral class
when training using only emoticons and emojis features, they
are shown to have zero values. Again this is not surpris-
ing; emoticons and emojis are usually used for emotional
expression such as ‘‘smiley face’’ and ‘‘angry face’’. Based
on this finding, we have observed that people use emoticons
and emojis to express subjective opinion rather than objective
ones.

LGBM model shows the best learning performances in
term of accuracy and F-score, followed by LR. Further, MNB
and XGB models are shown to be strong competitors fol-
lowed by SVMmodel. However, the only problem with XGB
is that it is too slow to converge in comparison with the other
five algorithms. This result is consistent with the findings
of LGBM’s authors [8] where XGB has shown a noticeably
slower convergence rate and less learning performance than
LGBM. RF classifier is shown to have the weakest perfor-
mance among the rest. This shows the efficiency of gradi-
ent boosting algorithms compared to the bagging technique
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TABLE 3. F-score, precision, and recall for positive, negative, and neutral classes when using all proposed features.

TABLE 4. F-score, precision, and recall for positive, negative, and neutral classes when using slang lexicon feature only.

adopted by RF. Gradient boosting techniques used in LGBM
and XGB make use of trees with fewer yet better quality
splits instead of growing trees to their maximum extent. Also,
the techniques used in LGBM shows their strength in dealing
with difficult cases (i.e. neutral class in our case since it
is the minority class). LGBM has learnt neutral class with
F-score value of ≈ 0.41 in comparison with 0.4, 0.36, 0.32,
0.20, 0.13, for SVM, LR,XGB,RF,MNB (shown in Table 3.).
As a result, we attempt to use LGBM, with all the proposed
features to build our general sentiment classifier using our
dataset.

The main limitation of this work is the data imbalance,
especially for the neutral class. Despite this fact, our mod-
els give good performance results even on neutral class for
some classifiers. Positive and negative classes scored the
highest learning performance values. For some of the models,
an acceptable performance was yielded for the neutral class.
Table 3. illustrates our models performances across the three
classes, positive, negative, neutral. From this result, we have
observed that our dataset contains separating characteristics
for the three classes in which the classifiers could success-
fully learn from. Further, the proposed OSN-specific features
have proven their supplementary effect on the sentiment
learning. Another limitation is that this study focused on
predicting explicit sentiments from social media texts but
was not designed to predict implicit sentiments contained in
sarcastic texts. Despite this limitation, the iconic features (i.e.
emojis and emoticons) could assist in recognizing sentiments
in this case.

C. COMPARISON OF DEEP LEARNING AND TRADITIONAL
LEARNING
In this section, we will compare the performance of deep
learning with that of traditional learning on the same pro-
posed features (i.e. all features combined), in order to obtain
fair results.

Two experiments were conducted on two types of deep
learning architectures:
• MLP: the input to the MLP network is our proposed
feature vector. Two dense (i.e. hidden) layers were used
to construct the network. We added one fully-connected

TABLE 5. Comparison between Deep learning and traditional learning on
all-features combined in term of learning performance and training time.

softmax layer which outputs the probability distribution
over the three classes.

• LSTM: the input to the LSTM network is our proposed
feature vector. One LSTM layer was used to construct
the network. We added one fully-connected softmax
layer on top of the LSTM, which outputs the probability
distribution over the three classes.

Table.5 shows the results of deep learning in comparison
with those of traditional learning in terms of learning per-
formance and training time. From Table. 5, it can be seen
that gradient boosting machines and logistic regression clas-
sifiers outperform deep learning classifiers in both learning
performance and training time. LGBM model yields the best
learning results with accuracy score of ≈ 72% and micro
F-score value of 0.71 in comparison to MLP, LSTM models
which yield ≈ 68%, 69% accuracy and 0.68, 0.69 F-score.
In addition, LGBM requires≈ 1 second to train the classifier,
whereas deep learning models take at least 12 ( i.e. up to
43 more times in our case) more times to train (≈ 12 sec-
onds). This highlights the requirements of high-end hardware
resources for deep learning in comparison with traditional
machine learning that requires low-end hardware to perform
the learning process.

These results show the effectiveness of traditional learning
(i.e. with LGBM as the winner) compared to deep learning
when features are well engineered in a way they provide
visible patterns to learning algorithms. Contrary to machine
learning, deep learning reduces the complexity of extracting
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FIGURE 6. Effect of hashtag and slang words on the sentiment learning for six classifiers. All_With#Words refers to all features with hashtag word.
All_No#Words refers to all features without hashtag words. All_No#Feature_No#Words refers to all features except the hashtag one without hashtags
words. AllFeature_NoSlangWord refers to all features without slang words.

features for every problem; it learns high and low level
features directly from data [32]. Based on these results,
we conclude that machine learning is more effective than
deep learning in terms of learning and complexity when fea-
tures are well identified and extracted per domain. Compared
to deep learning in this case, machine learning algorithms
require less training time and less computational complexity.

D. HASHTAG AND SLANG WORDS
Even though using hashtag features did not contribute much
to the sentiment learning for all the six classifiers, the exis-
tence of hashtagged words shows to be important. Removing
the hashtagged words has shown a negative impact on the
classification performance. The classification performance,
in terms of accuracy and F-score, for all the six classifiers
has decreased when the hashtagged words were removed
as illustrated in Figure 6. In LGBM classifier; the accuracy
dropped from 71.8% to 68.8% and the same results are shown
for the corresponding F-score.

This result highlights the weight of hashtagged words
as they contain valuable information directly related to the
overall sentiment of tweets. The overall opinion or feeling
of a tweet can be highlighted in these hashtags. From this
we can conclude that hashtags are used as effective feature-
keywords that describe the overall opinion of a message.
Also, the results show that the number of hashtags and
whether they exist or not in messages, are not as impor-
tant as the hashtag words themselves. The existence of the
hashtag words extends the vocabulary size and enriches
its value with sentiment-related additional words. Hence,
it provides models with more words to learn from espe-
cially, for BOW and lexicon features as seen in Figure 5.
Our finding is supported by the results obtained by
Mohammad and Bravo-Marquez [47]. They found that

removing emotional-word hashtags has caused the emotion
intensity of tweets to drop. This indicates that the hashtagged
words are not redundant within texts in terms of the overall
opinion recognition.

In lexicon features, it is clear that the number of matched
words between our vocabulary and the lexicons increased
when the hashtagged words are kept. Figure 6. implies that
the hashtag words contain opinion information and this is
shown in the results of when the hashtag words are kept
in the vocabulary in comparison to when they are removed.
In other words, hashtagged words proved to be important
as they contain sentimental insights that could enhance the
classification learning. Although the hashtag features used in
this work (i.e. number of hashtag words, boolean existence
of hashtag(s)) are not as important as the hashtagged words
themselves, they are still shown to be of assistance and could
be used as supplementary elements to learn sentiments. This
is illustrated in Figure 6. in all the classifiers except the LR.
The positive difference in the learning performance is very
small; however, it increases the learning capabilities. As a
result, we have decided to keep considering them as features
for our models.

We have also investigated the impact of replacing slang
words with their original formats on the sentiment learn-
ing in this work. Compared to removing hashtagged words,
the impact of ignoring slang words is shown to be less
harmful on the sentiment learning for all the classifiers. This
implies two possibilities: (1) the number of slang words
after replacing them with their original forms, has less cov-
erage in the formal lexicons, (2) the slang words do not
contain as much sentiment information as hashtagged words
do. This explanation is consistent with our results in term
of F-score when using the slang lexicon feature only for
training our models. When using the slang lexicon feature
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TABLE 6. Details of three sentiment datasets used in cross-domain
experiments. DFSMD is used for general domain sentiment, IMDB is used
for movie reviews domain sentiment, and CL’16-’17 is used for sport
domain (Champions League) sentiment.

only, the micro average F-score for all the six classifiers is
below 50%, as seen in Table 4. The precision and recall
are above 60% for the positive class, while they are either
zero or below 45% for the negative and neutral class. For
example, the classifiers LR,MNB, and SVMhave zero values
of precision and recall for both negative and neutral class
while LGBM have precision and recall of zero for the neutral
class only. This means that most of the slang words with
feeling are found to be positive. The reason for this might be
because the positive class have the majority of tweets in our
dataset. Another reason that would explain the slight effect
of slang words on sentiment learning could be due to the
fact that the slang lexicon SlangSD [51] was not manually
annotated. The SlangSD lexicon was automatically created
and labelled based on the overall sentiment of tweets/text
where the slang words appeared. Furthermore, the main pur-
pose for using slang in OSNs is to shorten the words to
fit the limited spaces like the case in Twitter. ‘‘tbh’’, ‘‘id’’,
‘‘b4’’, and ‘‘ttyl’’ are examples of slang words used by social
media users. These slang words have no sentiment meaning
in them; instead, they are abbreviations for ‘‘to be honest’’, ‘‘I
don’t know’’, ‘‘before’’, and ‘‘talk to you later’’, respectively.
Unlike hashtagged words that seem to be used to emphasize
the important aspects of texts including feelings and opinions,
slang words are shown to be used for a more convenient and
fast communication and when there is space constrains on
messages. However, it is important to shed the light on the
importance of considering slang words in sentiment learning
as they represent a cultural language of social media and,
hence, it contains some opinionated words such as ‘‘BFF
means Best Friend Forever’’ and ‘‘lol means laughing’’.

E. CROSS-DOMAIN SENTIMENTS
In this section, we will present two experimental scenarios
for cross-domain sentiment prediction: (1) examining our
general sentiment classifier (i.e LGBM) on datasets of two
domains: movie reviews and sports, (2) examining domain-
specific sentiment models (i.e. movie reviews and sports) on
our general sentiment dataset (DFSMD).

We trained two domain-specific LGBM models; one for
IBDM movie reviews and another for sports (CL’16-’17)
tweets. We used the same exact experimental settings and

TABLE 7. Sentiment performance of our general sentiment model LGBM
on two domain-specific datasets: IMDB movie reviews and
CL’16-’17 tweets.

TABLE 8. Sentiment performance of two domain-specific LGBM models
trained individually on IMDB and CL’16-’17 datasets. The sentiment
performance was evaluated on our general sentiment dataset DFSMD.

features (i.e. all proposed features combined) that we used
to train our general LGBMmodel. We split the data into 60%
for training and 40% for testing. The LGBM sentiment model
trained on IMDB two-class dataset performs well at accuracy
score of≈ 86% (micro Ave. F-score of 0.86), whereas LGBM
classifier trained on three-class sports CL’16-’17 dataset
yields an acceptable learning performance at≈ 57% of accu-
racy (micro Ave. F-score of 0.57)).

We conducted our experiments on three datasets as shown
in Table.6. For IMDB and CL datasets, we used a subset of
their instances for the purpose of our evaluation.

Table.7 presents the results of adapting our general
domain sentiment model (LGBM)to domain-specific senti-
ment datasets. It can be seen that it is effective to adapt general
sentiment modelling to domain-specific sentiment analysis.
Our LGBMgeneral model shows a good sentiment prediction
performance on both movie reviews and sports tweets, for
positive and negative classes. Our LGBM model was able
to recall 51%, 67% (precision of 0.60, 0.71) of the positive,
negative instances of IMDB dataset. We observed that the
positive recall is lower than the negative one. This could
be due to the fact that review texts have special dictionary
and sentence patterns that do not necessarily exist in general
conversations. However, our general LGBM model could
correctly recognize > 50% of the positive class with 62%
precision. The result is actually promising since our LGBM
was trained on short texts to learn three classes, while IMDB
reviews are of long texts (see Table.6) and only consist of two
classes. This finding indicates that people generally use the
common words and phrases to express opinions, regradless
of the texts lenght. Again, this shows the quality of our
dataset (DFSMD), in terms of data contents and annotation,
for sentiment classification. In addition, our LGBM classifier
performs even better on the sports CL’16-’17 dataset; it could
successfully recall 71%, 64% (precision of 0.74, 0.71) of
positive, negative instances. This is not surprising as the
CL’16-’17 dataset consists of short text tweets. We can see
that the recall of our general LGBM model is slightly lower
in the sports domain than that of the movies reviews. This is
due to the fact that sports domain reserves a special language

101856 VOLUME 8, 2020



F. Alzamzami et al.: LGBM for General Sentiment Classification on Short Texts

where many terms and phrases indicate sentiments contrary
to those of general original sentiments [3].

Generalizing domain-specific sentiment modelling is
shown to be less effective than adapting general sentiment
modelling to domain-specific analysis. From Table.8, we can
observe that domain-specific LGBM models could not prop-
erly learn the negative instances of the general dataset even
though they yield good learning performance on the positive
instances. This implies that domain-specific data introduces
learning confusion to general sentiment [3] as some terms
might indicate negative sentiments in a specific domain but
positive sentiments in general domain.

XIII. CONCLUSION AND FUTURE WORK
This work proposes to build a LGBM-based (Light Gradi-
ent Boosting Machine) classier to learn general sentiment
using our domain-free dataset (DFSMD). The results show
that the LGBM sentiment classifier is the winner in terms
of accuracy and F-score, among the other six well-known
classifiers for sentiment analysis: Logistic Regression, SVM,
Random Forest, Multinomial Naïve Bayes, Extreme Gradient
Boosting, and Deep Learning. LGBM has demonstrated its
strength in handling class imbalance problem by yielding
the best F-score for the minority class. Also, it has shown
to converge faster than XGB and deep learning classifiers.
The learning of LGBM and the other classifiers are shown
to improve when more sentimental OSN-related features are
combined with the base features of BOW and formal senti-
ment lexicons. Further, sentimental features such as linguistic
hints, emoticons and emojis have not shown contribution
for neutral class; rather, they have shown an excellent con-
tribution for the subjective classes. Moreover, our findings
have revealed the effectiveness of traditional machine learn-
ing in comparison to deep learning when features are well
engineered and extracted. Having such well defined features
provides explainability to both learning and analysis. In addi-
tion, the experiments have shown that our dataset contains
distinguishing characteristics among positive, negative, and
neutral classes. Further, stop words are shown to have a
positive impact on the sentiment learning for short texts.
Our findings suggest that hashtag words are significantly
important for sentiment learning. On the other hand, slang
words are shown to have little sentiment information and
are used more for a convenient communication on OSNs.
In addition, our approach has been proven effective in adapt-
ing general-domain sentiment to domain-specific sentiment,
in comparison to generalizing domain-specific sentiment to
general-domain sentiment problems.

For future directions, high quality slang sentiment lexicons
should be given more attention in order to investigate their
role on OSNs and to improve the sentiment learning. Also,
we are interested in using our models for general purpose
sentiment analysis as a prior knowledge to adapt and learn
different domains such as learning sentiment intensity for
sports fans, emotion and emotion intensity. We are also inter-
ested in conducting more extensive investigations to study

the transferability of texts lengths for sentiment learning.
Finally, we plan to combine gradient boosting machines with
deep neural networks in a wider study and to investigate
the capabilities of both algorithms strengths in sentiment
classification.
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