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ABSTRACT In order to effectively solve the problem of interlaced overlap in the fundus image lesions,
large and small blood vessels packed densely and severely affected by light, and to achieve multi-label
classification of fundus images. In this paper, a single population leapfrog optimization convolutional neural
network algorithm (SFCNN) is proposed to detect and classify various fundus lesions. The algorithm uses
the efficient search ability of the shuffled frog leaping algorithm to optimize the weight initialization and
back propagation of the convolutional neural network. In order to deal with the problem of fundus image
classification in the big data environment, the novel grouping optimization strategy is presented to effectively
combine Spark platform and SFCNN algorithm to achieve large-scale fundus image classification and
detection ofmultiple lesions. The experiment of the detection of fundus image lesions shows that the accuracy
rate of SFCNN is better improved in both single lesion detection and overall detection, compared with other
algorithms.

INDEX TERMS Shuffled frog leaping algorithm, convolutional neural networks, fundus image, detection
of multiple lesions, weight optimization.

I. INTRODUCTION
Color fundus images are the most basic way to diagnose
eye diseases [1]. At the same time, Fundus image can make
people discover various eye diseases as early as possible,
such as glaucoma, optic neuritis, macular degeneration, etc.
This can facilitate timely and effective treatment [2]. Early
diagnosis and timely treatment can effectively reduce the
prevalence. However, due to the large population of China and
the relatively limited number of ophthalmologists, relying
solely on doctors to diagnose ophthalmic diseases requires a
lot of time. For this reason, other methods are urgently needed
for large-scale screening. Medical image analysis technology
can not only greatly reduce the workload of doctors, but also
has the advantages of being objective, fast and accurate [3].

Many scholars in the world are engaged in the research of
retinopathy. In the detection of fundus image lesions [4], [5]:
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Ganguly et al. [6] proposed a detection method based
on adaptive threshold for diabetic retinopathy with red
lesions, a widespread ocular disease. The method can process
each fundus image using thresholds of different intensities,
so that it can be applied to fundus images with differ-
ent quality and resolution acquired by different cameras.
Balasubramanian et al. [7] used directional gradient his-
togram (hog) feature extraction and support vector machine
classification method of retinal fundus image based on gabor
filter blood vessel extraction to evaluate glaucoma detection.
Liu et al. [8] proposed an automatic measurement system
of cup disc ratio based on fundus image, which can auto-
matically diagnose glaucoma. In terms of fundus image
segmentation [9]–[11]: Samad et al. [12] used fuzzy C-means
to cluster and detect the boundary of diabetic retinopathy
object in fundus image, which can segment diabetic retinopa-
thy efficiently and quickly. Hossain and Reza [13] adopted
the vascular segmentation method based on MRF model,
which was more effective than the highly complex image
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FIGURE 1. Fundus images with multiple lesions.

segmentation method. The deep learning method is also
widely used in fundus image recognition [14]–[16].
Kele et al. [17] used the deep convolutional neural net-
work method to automatically classify color fundus images
for diabetic retinopathy. Prentasic and Loncaric [18] used
convolutional neural network to detect the exudate in the
color fundus image. The experiment proved that CNN can
effectively detect the exudate in the fundus image.

Part of the above research is about the classification of a
certain disease, such as the judgment and classification of
eye diseases caused by diabetes or the detection of diseases
such as glaucoma. In the other part, some algorithms are
used to segment the exudates and blood vessels in the fundus
image. These research results are excellent and meaningful.
However, in some cases, the results of the above algorithms or
methods are too single to provide specific retinopathy. There-
fore, this study proposes an optimized CNN algorithm, which
can identify a variety of lesions in the fundus image and pro-
vide reliable help for medical diagnosis. Many lesions in the
fundus image may be intertwined at the same time, as shown
in Figure 1. Moreover, few researches have proposed fun-
dus image processing methods in the big data environment.
Firstly, our study proposes an improved convolutional neural
network that can identify and judge multiple lesions that are
present in the eyeball, such as hard exudates and soft exu-
dates. Fundus image content is complex, and images belong-
ing to different categories may have high similarity. Detection
and recognition of fundus images are affected by blood vessel
deformation, image brightness, contrast, and other diseased
areas [19]. If the traditional convolutional neural network is
used for classification detection, it requires a large number of
training samples, and it is easy to fall into a local optimal, and
the training efficiency is low. Therefore, this study proposes
a single-popping leapfrog algorithm to optimize the weight
initialization and backpropagation of convolutional neural
networks. The frog population is generated by gaussian distri-
bution function, the position of the worst frog is updated con-
stantly, the global optimal solution is found and taken as the
initial weight of convolutional neural network. Then, the loss
value of each training is monitored, and the abnormal gradi-
ent is corrected by the leapfrog algorithm. Finally, the final
weight of the network is further optimized, and finally the

FIGURE 2. Classic LetNet structure.

high accuracy of lesion recognition is obtained. Next, since
the training of convolutional neural network often needs a lot
of iterative calculation, the time cost is even greater when
facing the large-scale data set training. In order to solve
this problem, this paper proposes Spark-SFCNN algorithm
based on improved deep learning for the Spark platform. The
algorithm uses the idea of group optimization based on Spark
to train the data set in a distributed way, then summarizes the
weights of all the training and optimizes them by evolutionary
leapfrog, and takes the optimal weights as the initial values
of the next group training. By this way, the uncertainty of
traditional averagemethod can be avoided effectively, and the
distributed training of convolutional neural network is more
effective and reliable. The experimental results show that the
performance of Spark-SFCNN algorithm is much higher than
that of the general algorithm in large-scale data training on
Spark platform.

The rest of the paper is structured as follows. In the second
section, we introduce the convolutional neural network algo-
rithm and SFLA. In the third section, CNN model based on
single population leapfrog optimization is introduced. In the
fourth section, we propose a packet optimization strategy
and introduce Spark-SFCNN algorithm. In the fifth section,
we analyze the experimental results of fundus image clas-
sification. At last, we summarize the thesis in the ninth
section, and discuss the current challenges and future research
directions.

II. RELATED ALGORITHM
A. CNN MODEL
Convolutional neural network is a multi-layer feedforward
network [20], which was proposed by Lecun et al. [21]
in 1989. In recent years, with the rapid increase in the amount
of annotated data and the huge improvement in the perfor-
mance of graphics processor units, the research on convolu-
tional neural networks has risen rapidly and has achieved the
latest results in various tasks [22]. Moreover, CNN is a deep
neural network model containing convolutional layers, which
has become a current research hotspot in the field of speech
analysis and image recognition [23].

The time delay network and LetNet-5 are the earliest
networks [24]. The classic LetNet-5 is shown in Figure 2.
Structurally, the convolutional neural network includes an
input layer, a hidden layer and an output layer. The hidden
layer includes a convolution layer, a pooling layer, and a fully
connected layer. The main function of the convolutional layer
is to extract the feature of the picture, which contains several
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FIGURE 3. Max pooling.

convolution kernels. The convolution kernel includes amatrix
composed of weight coefficients and a deviation value. The
convolution calculation formula is as follows:

Gl+1(i, j) = [{Gl ⊗ wl+1](i, j)+ b

(i, j) ∈ {0, 1, . . . ,Ll+1},Ll+1 =
Ll + 2p− f

s0
(1)

where b represents the deviation value,Gl represents the input
of the convolution at the l+1 layer,Gl+1 represents the output
of the convolution at the l + 1 layer, Ll+1 represents the size
of Gl+1, Gl+1 represents the parameters of the convolution
layer, s0 and p respectively represent the size and step size of
the Filter.

After a convolution calculation, the output feature map
enters the pooling layer after being calculated by the acti-
vation function. The pooling layer is used to compress the
results, reducing the spatial size of the data and the num-
ber of parameters in the network, so that the computing
resource consumption is reduced and overfitting is effectively
controlled. Pooling is also called downsampling, denoted as
S = down(C). Common pooling operations mainly include
maximum pooling and average pooling. Among them the
most widely used is the maximum pooling [25]. Maximum
pooling is shown in Figure 3.

After the multi-layer convolution pooling calculation,
the output feature map will be sequentially expanded in
rows, connected into a vector to enter the fully connected
network and then output through the multi-layer neural net-
work. Like BP neural network, convolutional neural network
also uses gradient descent to perform weight update and
backpropagate.

B. SHUFFLED FROG LEAPING ALGORITHM
The Shuffled Frog LeapingAlgorithm (SFLA) is an emerging
and effective sub-heuristic group computing technique in the
field of evolutionary computation [26] and a meme calculus
algorithm combining genetics [27], which mainly consists
of two parts: local Search and global information exchange.
Local search and global information exchange continue until
the convergence conditions are met [28]. The basic workflow
of SFLA: A frogs group is randomly generated, and the i-th
frog is represented as fi = [x1, x2, . . . . . . , xs], and s indicates
the dimension of each frog. After the frogs are generated, all
frogs are sorted in descending order according to the fitness

value, and divided intoM populations. The division rules are:

Hi = {fi+M (l−1) ∈ p|1 ≤ l ≤ N } (1 ≤ i ≤ M ) (2)

Each population contains N frog, with F = M × N .
After the population is divided, the global optimal frog

fg is recorded, and the local search is carried out in each
population. After the j-th local search, the worst adaptive
frog in the population is expressed as fw(j), and the best
adaptive frog is expressed as fb(j). The worst frog in each
subpopulation is updated as follows.

D(j) = Rand()× (fb(j)− fw(j)) (3)

Dnew = fw(j)+ D(j)(−Dmax ≤ D(j) ≤ Dmax) (4)

where Rand() represents a random number between 0 and 1,
and Dmax represents the maximum frog jumping distance.
After the frog position is updated, if there is no improvement,
then fg is substituted for fw(j). If there is still no improvement,
a new frog is randomly generated instead of fw(j).

After all populations have been searched Umem times, all
frogs are mixed together, then reordered and subdivided into
subpopulations according to the fitness value, so that the
meme information of the frogs in each population can be fully
transmitted, and then the local search is continued. Repeat the
above steps until the convergence conditions are met and the
algorithm ends.

III. CNN MODEL BASED ON IMPROVED SFLA
In view of the complexity of fundus images, this study
introduces a single-population frog hop into the convolu-
tional neural network weight initialization and weight update.
By constantly updating the position of the worst frog,
the global optimal frog is found as the initial weight of
the network. During the network iteration process, monitor
the loss value calculated each time, and correct the network
weights that generate abnormal loss values through the frog
jumping algorithm. The algorithm flow is shown in Figure 4.

A. WEIGHT INITIALIZATION BASED ON
SINGLE-POPULATION LEAPFROG ALGORITHM
In convolutional neural networks, the convolution kernel and
the fully connected layer weights are generally generated in a
randommanner. Becausemultiple lesions in the fundus image
may exist at the same time, they are irregularly distributed,
and the healthy fundus image is not clearly distinguished
from the lesion fundus image. As shown in Figure 5. When
the weights generated by the network are too bad, the network
needs to spend more time and samples to perform gradient
descent operation to correct the weights, and it is also easy to
make the network fall into local optimization and affect the
final result. Aiming at this problem, this paper proposes to
introduce a single population leapfrog algorithm to initialize
the weights of convolutional neural network.

Shuffled frog leaping algorithm is a sub-heuristic swarm
evolution algorithmwith excellent global search ability. It can
effectively calculate the global optimal solution. However,
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FIGURE 4. Flowchart of SFCNN algorithm.

FIGURE 5. Similar fundus image.

directly applying it to the initialization of weights in this study
will generate a large number of calculations, increase the time
cost of the overall algorithm operation, and affect efficiency.
So this study by simplifying hybrid leapfrog algorithm, sin-
gle populations leapfrog algorithm is proposed. Different
from the hybrid leapfrog algorithm, we no longer divide the
population of the initial samples, but treat all the frogs as
a population and directly conduct global optimization, and
make some improvements on the leapfrog rules.

B. WEIGHT OPTIMIZATION METHOD BASED ON
SINGLE-POPULATION LEAPFROG ALGORITHM
The traditional CNN backpropagation is essentially a gradi-
ent descentmethod, which updates the network parameters by
the loss value calculated by forward propagation to find the
optimal solution. However, the fundus image has problems
such as dense blood vessels, overlapping interlaced lesions,
and some lesions are very small. In addition, the illumi-
nation is severely affected by the shooting. Therefore, it is
difficult to identify various lesions in the fundus image. The
traditional gradient descent algorithm is prone to abnormal
situations with large changes in the loss value, which affects
the execution efficiency of the algorithm, and even causes
problems such as the algorithm’s convergence to a local
optimum. In view of the above problems, this study uses a
single population frog jumping algorithm to correct the poor
gradient of the back propagation of the convolutional neural
network.

During the network iteration process, the loss value
calculated by each forward propagation is monitored. If the

absolute value of the difference between the i-th calculated
loss value and the i − 1th loss value is greater than the
threshold δ, that is |li − li−1| > δ. It is considered the
weight in the i-th forward propagation is an invalid weight.
At this time, the single population frog jumping algorithm
will be used to find the optimal weight. After the convolu-
tional neural network meets the end condition, the weighted
value fqb is obtained, and the algorithm is executed again.
The single-population frog leaping calculation can directly
avoid the local optimum through the last single-population
frog leaping optimization.

The flow chart of the weight optimization is shown
in Figure 7:

IV. SFCNN ALGORITHM BASED ON SPARK PLATFORM
With the informatization construction of medical hygience,
the scale and type of medical data are also growing at a
very fast speed. In the medical big data, medical image and
audio-visual data account for a large proportion. As a basic
and noninvasive method of retina examination, fundus image
has a huge amount of data. Inmedical image and audio-visual
data account for a large proportion. As a basic and noninva-
sive method of retina examination, fundus image has a huge
amount of data. In this chapter, we mainly focus on the clas-
sification of big data and multiple lesions of fundus image,
and propose a distributed solution based on spark platform in
combinationwith SFCNN algorithm above, which can realize
the weight training of SFCNN in big data environment.

A. GROUP OPTIMIZATION TRAINING METHOD
BASED ON SPARK
The training process of neural network has always been a long
process, because to train the optimal weight, it needs a large
number of training samples and thousands of steps of cal-
culation. Convolution neural network is no exception. In the
big data environment, a large number of sample training can
improve the recognition accuracy of SFCNN algorithm, but
its time consumption will be very huge. In order to solve the
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Algorithm 1Weight Initialization Algorithm
Step 1: Parameter initialization. Generate frog colony
according to Gauss formula:

f (x) =
1

√
2πσ

exp(−
(x − µ)2

2σ 2 ) (µ = 0, σ = 1) (5)

where m is the number of frogs, and each frog p contains
all weight parameters in the network.
Step 2: Sorting. All the frogswithout calculated loss values
are brought into the CNN model as shown in Figure 7.
Some random images are selected from the training image
library as reference images to carry out CNN forward
propagation and calculate the loss value of each frog.

loss =
∑b

k=1
(−
∑n

i=1

∑s

j=1
tij ln(pij))/1000 (6)

where p represents the network output value, t represents
the true value, s represents the dimension of lesion labels
in each group, and b represents the number of types of
retinopathy that need to be detected simultaneously.
Step 3: Search and position update within the population.
According to step 2, the optimal frog fb and the worst
frog fw can be obtained. Then Update the position of the
worst frog with the position update function. For frog posi-
tion update, an offset to the traditional frog jump formula
and appropriately is increased by the random interval of
Rand(). The formula is as follows:

D = (fb + fp − fw)× Rand(0, 1.2) (7)

fnew = fw + D (8)

fpi =
1

exp(fb − fa)+ 1
× Rand(−1, 1)× 0.0001 (9)

Here fp represents the offset. Its dimension is the same as
the dimension of each frog. The fpi represents the value in
the i-th dimension of fp, and fnew represents the updated
frog. By adding an offset, the performance of the leapfrog
can be effectively improved, and the random interval is
increased to make the algorithm easier to find the optimal
solution. The jumping mode mentioned in this step is
mapped to 2D coordinates as shown in Figure 6:
Step 4: Verify the calculation of the stop condition. Deter-
mine whether the algorithm satisfies the convergence con-
dition. If it is satisfied, the algorithm will be stopped and
the value of the optimal frog will be used as the initial
weight of the convolutional neural network. Otherwise,
go to step 3.

above problems, this paper combines the SFCNN algorithm
with spark platform to effectively reduce the execution time
of the algorithm and allocate the computing pressure through
distributed computing.

This paper mainly solves the problem of the unity and con-
flict of the network weights between master server and slave
server in the distributed gradient descent. The classic data par-
allel gradient descent algorithm is realized by synchronous

Algorithm 2Weight Update Algorithm
Step 1: Input the samples. Enter the fundus images and
perform one-hot encoding on the label.
Step 2: Convolution and pooling. Multiple convolution
and pooling operations are performed on the input fundus
image. At the end of each pooling calculation, the output
result is activated by using the ReLU function.
Step 3: Full connection calculation. The predicted value is
obtained through multi-layer full connection calculation.
Then bring the predicted value into the softmax() function
to calculate the result, and the loss value is calculated by
formula (6).
Step 4: Error value comparison. It is determined whether
the absolute value of the difference between the loss value
of the current iteration and the previous loss value is greater
than the threshold value δ. If it is not greater than the
threshold value, skip to step 10. Otherwise the step 5 is
performed.
Step 5: Initialization parameters. Record the weight wb of
the (i − 1)-th forward propagation and set the number of
frogs c.
Step 6: Generate a frog. Unlike the above mentioned
method of generating frogs using Gaussion distribution,
the frogs here are mainly generated around wb. The for-
mula is as follows:

wij=wbj+0.0001×Rand(−1, 1) (1< i≤c−1) (10)

The wij represents the value in the j-th dimension of the
generated i-th frog, and n represents the total number of
frogs. At this time, in the frog group, the frog wg must be
satisfied to satisfy the condition: lg ≤ lb. Here lg and lb are
the loss values of wg and wb, respectively.
Step 7: Sorting. Randomly extract a few number of training
pictures as input values. Then bring all the frogs in c into
the CNN model shown in Figure 2. Calculate the loss
value according to formula (6) and sort all the frogs in
descending order of loss values.
Step 8: Search and location update within the population.
This step is the same as step 3 in weight initialization
algorithm.
Step 9: Judge whether the leapfrog meets the stop con-
dition. It is judged whether the algorithm satisfies the
convergence condition. If it is satisfied, the algorithm is
stopped, and the value of the optimal frog is updated to the
network weight. Otherwise, the process proceeds to step 8.
Step 10: Verify the network stop condition. Determine
whether the network meets the convergence condition. If it
is satisfied, stop iteration, otherwise jump to step 1.
Step 11: Optimize the final weight. After the algorithm
training is finished, the weight in the network is the final
weight. Take the final weight as the initial frogwb. The frog
group is generated by formula (10), and then step 7, step
8 and step 9 are performed in sequence. Finally, the global
optimal frog wqb is obtained as the weight of the final
training of the algorithm.
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FIGURE 6. Improvement of leapfrog rule.

communication between master and slave, but it is bound
to have a lot of synchronous communication delay, which
directly leads to the confusion of network weight training,
a lot of synchronous operations make the algorithm unable to
achieve real parallelism, and cannot play the advantages of
spark parallel computing. In order to avoid the problem that
the weights training of different servers cannot be effectively
unified, this paper studies and proposes theweights parameter
grouping optimization training method based on spark.

According to a large number of fundus image data acquired
by the master node, it is divided into N subsets, then the fun-
dus image training data set is: S = {M1,M2,M3 . . . . . . ,MN }.
Firstly, obtain the first fundus image training data M1, take
M1 as an RDD, and divide the RDD into n partitions, then the
data in the i-th partition isM1i, as shown in Figure 8.
In the first grouping training, the initial weights are gen-

erated by the weight generation algorithm, and saved in the
local or HDFS. Then the main node distributes the param-
eters, configuration and network updater status to all slave
nodes. Thus, each trainingweight is used to realize distributed
parallel training. When the training data of the last RDD

FIGURE 7. Flow chart of weight optimization.

partition is trained, the master node can get n different weight
results. Different from the idea of average parameters, this
paper uses the single population leapfrog optimization algo-
rithm to optimize the aggregated weights. The aggregated n
different weights are taken as the initial frogs, and the weights
carried by the optimal green frogs are selected as the initial
weights for the next group training by continuously updating
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FIGURE 8. Grouped diagram of training sets.

the position of the worst frogs. Compared with the traditional
average parameter method, the weight obtained by optimiza-
tion calculation has stronger stability and no uncertainty due
to average. Moreover, the parameters obtained by averaging
are likely to cause the network to fall into the local optimum,
and even the excellence of the weights is worse than the
sum of weights. However, the weights of single population
leapfrog can avoid these problems. The algorithm structure
is shown in Figure 9.

B. MAIN STEPS OF SPARK-SFCNN ALGORITHM
Spark-SFCNN can effectively solve the problem of multi
lesion classification of fundus image in big data environment,
and realize the efficient training of SFCNN algorithm. The
main algorithm steps are as follows.

V. EXPERIMENTED RESULTS AND ANALYSIS
The proposed algorithm code is implemented with the
help of Python3.5. The experimental environment was
Windows10/2.6GHz/8GB PC. The colored retinal fundus
images obtained from DRIVE (Digital Retinal Images
for Vessel Extraction) Database and DIAREDB1(Diabetic
Retinopathy Image Database) [29] are analyzed and exam-
ined to obtain the classification results of the proposed
system.

The complexity of the fundus images generates the influ-
ence of illumination and the interlacing of lesions. In the
experiment, we first use the single population leapfrog algo-
rithm to find the optimal initial weight, and then the loss value
calculated by the forward propagation of the convolutional
neural network is monitored. When the abnormal loss value
is found, the single-population frog hopping algorithm is used
to correct the weight of the abnormal loss value. To improve
the efficiency of network execution and avoid the network
falling into local optimum, the experimental process is shown
in Figure 10.

A. CROSS ENTROPY LOSS CALCULATION METHOD
The experiment detected four retinopathies simultaneously,
including hard exudate, bleeding, microaneurysm and soft
exudate. Firstly, each fundus image was labeled and one-hot
encoded to a two-dimensional array containing 8 elements,
such as y_true = [[1, 0], [0, 1], [1, 0], [1, 0]]. The eight

Algorithm 3 Spark-SFCNN Algorithm
Step 1: Initialization parameters. It can be seen from the
total operation steps S entered. After the second grouping,
the calculation formula of each group’s running steps s is
as follows:

s = S/ b(2w+ 10)/10tc (11)

where w represents the number of servers used for dis-
tributed computing, and t represents the total times.
Step 2: Network weight initialization. The optimal initial
network weights are generated by the above-mentioned
single population leapfrog algorithm based on spark and
saved in the specified directory.
Step 3: Training set secondary grouping. According to the
formula (11) set, the data of fundus images participating
in this group of training are divided into n groups. This n
meets the following formula:

n = 2w+ 10 (12)

where w ≥ 2.
Step 4: Group training. The weights of convolutional neu-
ral network are trained in groups. Through independent
training, n different network weights are finally obtained,
and these n network weights are summarized to the main
node.
Step 5: Frog leaping optimization. Taking these n networks
as the initial frogs, the global optimal frog fb is found by
leaping in the same way as step (2), and the optimal frog is
saved in the specified directory, covering the file saved in
step (2).
Step 6: Judge the end condition. Judge whether the current
grouping times t ′ is satisfied. If t ′ ≤ t is satisfied, skip to
step 3. Otherwise, the algorithm ends.

elements are divided into four groups. The first value of each
group of element is 1 to indicate no lesion, and the second
value is 1 to indicate the occurrence of lesion. The predicted
value y_predict calculated by the forward propagation of the
convolutional neural network is also a two-dimensional array
containing eight elements. Each of which will be calculated
by softmax(), and then the loss value is calculated by the
formula (6). In the experiment, it is found that the loss value of
the individual weight calculation is too large, which exceeds
the maximum value range of the programming language
variable, resulting in an error. Therefore, we divide each loss
value by 1000 to control the maximum loss value in a certain
range in the actual experiments.

B. SFCNN EXPERIMENTAL RESULTS
The single-population frog leaping algorithm can find the
optimal initial weight by global optimization, which can
effectively reduce the initial loss value of the network,
improve the network computing efficiency and even have a
greater impact on the final classification result. As shown
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FIGURE 9. Structure of training set grouping algorithm.

in TABLE 1, it can be seen that compared with the tradi-
tional Gaussian distribution randomly generated initial value,
the initial loss value calculated by optimized frog leaping
algorithm is much lower. The images of different lesions
may have certain similarities, which makes the initial net-
work weights generated by the traditional methods have poor
stability and the calculated loss values have large gaps. The
poor initial parameters require more step gradient descent
calculations to optimize, and may also lead the algorithm
to falling into local optimum. Therefore, the initial value
can be optimized by the single-popping leapfrog algorithm,
which can effectively ensure the stability of the initial value
generation of the convolutional neural network in multi-label
classification of fundus images, and the high quality initial
network weight can effectively reduce the number of network
iterations, improve the efficiency of network execution, and
avoid the network falling into local optimum to some extent.

With the increase of the number of iterations, the loss
value of the network shows a tortuous downward trend.
However, due to the high similarity of the fundus image
and it is seriously affected by the light and tiny lesions.
The traditional convolutional neural network error will have

TABLE 1. Comparison of initial loss.

a large fluctuation value. This will affect the efficiency of
the algorithm’s execution, and even lead to local optimality,
as shown in Figure 11.

In this study, the comparison of error value and threshold
value is monitored, and the weight of the abnormal loss value
is corrected by the single-population leapfrog algorithm. The
weight comparison method is as follows:

abs(li−1 − li) > o1 or abs(li−1 − li) > o2,

o1 = 300+ 2× li−1, o2 = 300+ 6× li (13)

where o1 and o2 are the two defined thresholds, li is the loss
value of the i-th iteration, and abs() is the absolute value
function. The loss value line graph optimized by the single-
population leapfrog algorithm is shown in Figure 12, and it

VOLUME 8, 2020 97625



W. Ding et al.: Multiple Lesions Detection of Fundus Images Based on Convolution Neural Network Algorithm

FIGURE 10. Flowchart of SFCNN algorithm experiment.

FIGURE 11. CNN loss reduction chart.

can be seen that the fluctuation after optimization is smaller
and the excessive fluctuation is less than that before optimiza-
tion. Thus, the possibility of falling into local optimum is
effectively reduced.

After the completion of the convolutional neural network,
a single-population frog hopping optimization is performed
on the final weight of the network, which can directly and
effectively avoid falling into local optimization, and further

FIGURE 12. Loss reduction chart of improved algorithm.

optimize the network weight, so that the detection of lesions
in complex fundus images such as darkness of light and
overlapping of lesions is more accurate. Figure 13 shows the
multi-lesion detection effect of CNN and the algorithm on
three kinds of complex fundus images affected by different
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FIGURE 13. Process of complex fundus image detection.

FIGURE 14. Similar fundus images.

factors. In the figure, HE stands for hard exudates, SE stands
for soft exudates, M stands for microaneurysms, H stands
for hemorrhages and Loss represents the total loss value of
the network for four lesions (accurate to one decimal place).
Figure 14 shows the accuracy and the sum of losses of
two algorithms for multi-lesion recognition of similar fundus
images. It can be seen from the figures that the traditional
CNN algorithm does not accurately detect individual lesions
on part of the fundus image, while the SFCNN accuracy rate
is higher on such fundus images, and the loss value is lower.

FIGURE 15. Accuracy contrast histogram of multiple lesions.

The convolutional neural network part of the experiment
mainly performs multiple lesion classification detection on
the fundus image through two layers of convolution, two
pooling layers and one fully connected layer. The algorithm is
evaluated mainly from the aspects of accuracy and sensitivity.
And comprehensive recognition rate and overall recognition
rate are added as reference. Comprehensive recognition rate:
p = (c1 + c2 + c3 + c4)

/
n, where c1, c2, c3 and c4 rep-

resent the correct number of four lesions, respectively, and
n represents the total number of samples in the test set.
The overall recognition rate is the correct percentage of the
four lesions detected simultaneously for each sample. It can
be seen from TABLE 2 and Figure 15 that compared with
SFLA-CNN, AlexNet neural network and LetNet-5 neural
network, SFCNN has been improved in varying degrees.
Figure 16 compares the running time of SFCNN and
SFLA-CNN. It can be seen from the figure that the running
time increases with the number of steps, which has certain
randomness. However, the running time of SFLA-CNN with
the same number of runs is generally longer than that of
SFCNN. So the improved SFLA is more suitable for the
improvement of this paper.

The experiment also compares the SFCNN algorithm pro-
posed in this paper with the traditional CNN algorithm,
SVM [30] algorithm and KPCA+SVM [31] fusion algo-
rithm to compare the accuracy of the classification of the
hard exudate of the fundus image. The detection accuracy is
represented by histogram as shown in Figure 17. From the
classification effect histogram, it can be seen that the SFCNN
algorithm improves the accuracy of the multi-lesion detection
and single lesion detection compared with the existing algo-
rithms, which proves that the single-population leapfrog opti-
mization convolutional neural network has certain superiority
and effectiveness.

C. SPARK-SFCNN EXPERIMENTAL RESULTS
We first compare the single-machine single-population
leapfrog algorithm with the single-population leapfrog
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TABLE 2. Comparison of experimental results.

algorithm based on spark. In the experiment, 100 eye ground
images were randomly selected as the reference set. The
test frog group is set as 50 frogs. After the updated frogs
are distributed adaption calculation, 100 fundus images are
stored as one RDD, and ten images are stored in each RDD
partition. The simulation experiment recorded the time con-
sumption (/s) of 50 steps, 100 steps, 150 steps, 200 steps
and 250 steps of leapfrog update. The time comparison
line chart is shown in Figure 18. It can be seen from the
figure that the training time of the two methods is very
close when the leapfrog update is selected at 50 steps, and
then the time consumption of the two algorithms has a
certain expansion trend with the increase of the number
of leapfrog update steps. However, in the 200 steps exper-
iment, the two algorithms are close again. As a whole,
with the increase of running steps, the advantages of spark
based single population leapfrog algorithm will be more
obvious.

In order to simulate the training experiment of
Spark-SFCNN algorithm in big data environment, this study
conducted 10000 training iterations for SFCNN and Spark-
SFCNN, and compared the time efficiency. As mentioned
above, the sample training set was expanded to about
5000 fundus images training sets, but it failed to reach 10000.
In this experiment, 10000 iterations were realized through
circular training.

Firstly, the number of training steps of each group was cal-
culated by formula (11). In order to facilitate the calculation,
t is taken as 5, and w = 2, then s is taken as 200, and the
number of frog update steps in the leapfrog algorithm is 50.
The time comparison is shown in Figure 19. It can be seen
from the figure that the time consumed by SFCNN algorithm
based on spark is less than that of the single SFCNN, and
the execution efficiency is higher, but the reduced time is not
too obvious. TABLE 3 shows the comparison of accuracy
and sensitivity between SFCNN and Spark-SFCNN. It can
be seen from the table that the accuracy of Spark-SFCNN
in the classification and detection of bleeding and soft exu-
dates is higher than that of SFCNN, while the accuracy of
exudates and microaneurysms is lower than that of SFCNN.
However, from the overall point of view, the accuracy differ-
ence between the two algorithms is not large, while the time
efficiency of Spark-SFCNN is better. It can be seen that the
weight parameter grouping optimization based on spark has
certain advantages.

FIGURE 16. Line chart of time comparison.

FIGURE 17. Histogram of hard exudation detection accuracy.

D. ANALYSIS OF EXPERIMENTAL RESULTS
Through above-mentioned experimental results, we find
that the proposed SFCNN algorithm has the following
characteristics:

(1) In the exudate detection, the proposed algorithm in this
paper has some advantages over other algorithms, as shown
in TABLE 1 and Figure 14.

(2) In the detection of multiple lesions at the same time,
the accuracy of this algorithm is also improved, but it still
needs to be further improved.
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TABLE 3. Accuracy and sensitivity comparison of SFCNN and Spark-SFCNN.

FIGURE 18. Line chart of leapfrog time comparison.

(3) In the detection of fundus lesions, the weights trained
by this algorithm are more robust than those trained by tradi-
tional CNN algorithm.

(4) In the single population leapfrog algorithm based on
spark. It can be seen fromFigure 18 that the time consumption
of the single machine leapfrog algorithm is higher than that
of the single population leapfrog algorithm based on spark,
but the difference between the two is not large, and the time
consumption of the two is very close at step 50 and step
200, but the overall time consumption of the two increases
with the number of execution steps. For the situation that
the gap is too small in the experiment, this study also makes
some analysis. Firstly, Due to the poor performance of the
local installed virtual machine used in the simulation test, and
due to the limitation of computing resources, there are only
two virtual machines for spark computing, so the distributed
advantages cannot be well reflected. Secondly, due to the
limitation of conditions, this test only selects the time result of
one operation, and does not use the average value of multiple
operations. In the calculation process, it will be affected by
the physical machine where the virtual machine is located,
and there are other programs or systems that occupy the
calculation resources, resulting in the situation of long opera-
tion time. But from the overall results, the implementation
efficiency of the leapfrog algorithm combined with spark
platform is better than the traditional way.

FIGURE 19. Histogram of time comparison.

(5) In the weight training method based on spark. It can be
seen from Figure 19 that the consumption time of SFCNN is
about 10000 seconds longer than that of Spark-SFCNN, but it
does not reflect the advantages of spark distributed computing
platform. Through the analysis of algorithm code, we find
that the reason is that the framework of algorithm code is not
optimized in detail. In the process of distributed computing,
it is necessary to create an operation chart every time the
training calculation of grouping or leapfrog fitness calcula-
tion is started, while SFCNNonly needs to create an operation
chart in the main operation, and the experiment consumes
a lot of computing resources in the aspects unrelated to
the algorithm. However, this experiment is also sufficient to
prove that SFCNN trained by combining spark framework
group optimization is more efficient in time efficiency. From
TABLE 3, it can be seen that there is little difference in
accuracy between the two, and all this method has certain
feasibility and research significance.

VI. CONCLUSION
In this paper the simplified SFLA algorithm is used to treat
the global as a population for leapfrog calculation, and a
single-population leapfrog algorithm is proposed to optimize
CNN for the recognition of multiple lesions in fundus images.
Due to the uncertainty of CNN initial weight selection,
it is easy to affect the network execution efficiency. CNN
own backpropagation calculation is easy to fall into local
optimum. Then this paper proposes the single-population
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leapfrog algorithm to optimize the weight of the loss value
anomaly, correct the parameter value without falling into
local optimum, improve the recognition rate of the lesion and
reduce the training cost.

The accuracy of multi-category is further improved. In the
future, the training sample library needs to be expanded
to improve the quality of samples and labels. At the same
time, in terms of execution time, both the latest leapfrog
algorithm research results and more efficient improve-
ment methods can be used to improve the training time-
liness of the proposed algorithm. In the follow-up study,
the application of convolutional neural network in the fundus
image segmentation and lesion localization will be explored
to solve the knowledge mining problems of electronic
health records that are very difficult to solve by traditional
methods.
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