
Received April 30, 2020, accepted May 12, 2020, date of publication May 22, 2020, date of current version June 5, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.2996603

A Medical Image Segmentation Method With
Anti-Noise and Bias-Field Correction
HONG XU1,2, CAIZENG YE 1, FAN ZHANG3, XUEMEI LI1,4, AND CAIMING ZHANG 1,4
1School of Software, Shandong University, Jinan 250101, China
2Shandong Institute of Commerce and Technology, Jinan 250103, China
3School of Computer Science and Technology, Shandong Technology and Business University, Yantai 264025, China
4Shandong Co-Innovation Center of Future Intelligent Computing, Yantai 264025, China

Corresponding author: Xuemei Li (xmli@sdu.edu.cn)

This work was supported in part by the National Nature Science Foundation of China under Grant 61572292, Grant 61602277, and Grant
61873117, in part by the NSFC Joint Fund with Zhejiang Integration of Informatization and Industrialization through a Key Project under
Grant U1609218, and in part by the Natural Science Foundation of Shandong Province under Grant ZR2016FQ12 and
Grant ZR2017MF033.

ABSTRACT Brain magnetic resonance images (MRI) are affected by noise and bias field, which make the
traditional FCM algorithm unable to segment tissue regions of MR images accurately. Based on the above
problems, this paper proposes an MR image segmentation method (MPCFCM) with anti-noise and bias field
correction, which implements segmentation by point-to-plane algebraic distance constraint. Different from
traditional point-based clustering methods, a hyper-center of clustering (i.e., plane) model is defined, and
data clustering is completed by optimizing different planes. In addition, to realize the point clustering with
plane, a key problem that how to measure the distance from point to plane needs to be solved. This paper
adopts the algebraic distance as a measure function, which can avoid the nonlinear problem caused by a
direct calculation of the minimum distance between a point and a plane, thus simplifying the computational
complexity. In the proposed algorithm, spatial distance, local variance and gray-difference of neighbors are
combined to construct a new anti-noise smoothing factor for constraining the energy function so that the
algorithm has better anti-noise and retains more image details. Finally, the singular value decomposition is
performed on the loss energy, some information removed is re-added to the segmented image to repair it.
The experimental results show that MPCFCM algorithm can better correct bias field and eliminate noise and
obtain accurate image segmentation results with more details.

INDEX TERMS Bias field correction, fitting plane, algebraic distance, anti-noise smoothing factor.

I. INTRODUCTION
Image segmentation is very important in computer vision and
medical image processing. It aims to segment the image into
disjoint and different regions, and makes the pixels in the
same region be with the same or similar features. At present,
medical magnetic resonance imaging (MRI) segmentation
mainly focuses on the segmentation of gray matter (GM),
white matter (WM) and cerebro-spinal fluid (CSF) in brain
tissue. However, due to the interference of various exter-
nal factors such as uneven illumination, noise and so on,
medical images have a certain degree of fuzziness, which
increases the difficulty of accurate segmentation. In order to
segment the object rapidly and accurately, various image seg-
mentation algorithms have been developed in the literature.
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Such as [1], [2], [4]–[13] based on clustering algo-
rithm, [14]–[16] based on level set method, and [21]–[26]
based on deep learning method.

Among the clustering-based image segmentation methods,
the most classical one is the Fuzzy C-means (FCM) algo-
rithm, which was proposed by Bezdek in 1973 [1]. The core
of this method is a fuzzy clustering algorithm based on an
objective function, which is composed of membership (an
indicator for evaluating the similarity degree of a sample and
different clustering results) and the Euclidean distance from a
sample point to each class center. The basic idea is to specify
the number of clustering centers, in which the distance from
a sample point to the clustering center is inversely propor-
tional to its corresponding membership. When the objective
function reaches its minimum, it means the algorithm stabi-
lizes gradually in the iteration minimization process of the
objective function and the segmentation result is satisfactory.
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Although FCM algorithm can retain as much information as
possible, it is greatly affected by noise and intensity inhomo-
geneity.

In order to strengthen the relationship between spatial
neighborhood information, Ahmed et al. [2] modified the
objective function of FCM algorithm and proposed an
algorithm named FCM_S algorithm. This algorithm can
suppress noise to a certain extent, but it is inefficient and
time-consuming because of the computation neighborhood
information in each iteration process [3]. Chen and Zhang
[4] proposed two variant algorithms (FCM_S1 and FCM_S2)
to reduce the time complexity of the algorithm by using
mean-filter and median-filter respectively to deal with the
influence between pixels in each neighborhood window.
Szilagyi et al. [5] proposed a fast FCM clustering algorithm
based on image gray level, named EnFCM algorithm, which
reduces the time complexity by calculating the linear weight-
ing of the original image and the average gray level of the
local neighborhood. Krinidis and Chatzis [6] proposed an
algorithm named FLICM algorithm to solve the shortcoming
of manually setting parameters in image processing. This
algorithm can control the weight between smoothing and
preserving the details by adjusting the parameters adaptively,
combining with the local information, and introducing a
fuzzy factor, which can effectively suppress the influence of
noise.

In medical image processing, the more popular algorithms
include breast cancer detection algorithms [7]–[12], [17],
level set segmentation algorithms [14]–[16], bias correction
methods based on Fuzzy C-means [18]–[20] and so on.
In particular, Chowdhary and Acharjya et al. [17] proposed a
novel intuitionistic possible Fuzzy C-means algorithm, which
mixed the possible Fuzzy C-means with the intuitionistic
Fuzzy C-means to overcome the coincidence cluster problem,
and reduced the sensitivity of outliers while reducing the
noise. Although these algorithms can process medical images
effectively, due to the shortcomings of the algorithm itself,
it is necessary to further improve the algorithm to obtain
better segmentation results. In addition, deep convolution
neural network is also popular in image segmentation. It has
been successfully applied in natural image [21] and medical
image [22], [23], especially in brain tumor image segmen-
tation [24]–[26]. Compared with traditional methods, these
methods based on deep learning have their unique advantages
and can well deal with the impact of noise on image segmen-
tation. However, its model structure is complex, and it needs
to find suitable hyper parameters and the training time is also
relatively high.

In order to segment the image more accurately, we rede-
fine the objective function of the traditional algorithm, fully
consider the influence of bias field and combine the local
information and the neighborhood information to design a
new anti-noise smoothing factor to enhance the image denois-
ing effect, and after the initial segmentation image post-
processing to ensure the integrity of their segmentation image
information. Therefore, based on the above strategy, this

paper designs a medical image segmentation model with anti-
noise and bias field correction. The main contributions of this
paper are summarized as follows:

1) A new algorithm based on FCM algorithm for bias
field correction and segmentation of brain MR images is
proposed. We defined a new objective function, added a bias
field estimation model and first proposed a polynomial fitting
plane as a clustering center to improve the accuracy of image
segmentation;

2) A new anti-noise smoothing factor model is proposed.
It is constructed by combining the variance coefficient of
the local window and the neighborhood window gray-scale
difference coefficient to suppress the influence of noise;

3) The singular value decomposition is adopted to sup-
plement the part of image information lost in the process of
removing bias field, and the lost energy function is added into
the initial segmentation result of the image to obtain the final
segmentation result.

The experimental results show that the new image segmen-
tation method improves the robustness of bias field correc-
tion and the accuracy of tissue segmentation. The remainder
of this paper mainly focuses on the following four parts.
Section II is the introduction of related algorithms. Section III
is the detailed introduction of the new algorithm proposed in
this paper. Section IV is the demonstration of our experimen-
tal results and the conclusion of Section V.

II. RELATED WORKS
A. RELATED FCM ALGORITHM
The traditional FCM algorithm achieves segmentation by
updating the membership and clustering centers and mini-
mizing the objective function iteratively to be stable. The
objective function of FCM algorithm is defined as follows:

EFCM =
C∑
k=1

N∑
i=1

umki||xi − vk‖|
2, (1)

where C is the clustering number, N is the total number of
image pixels,m is the fuzzyweight coefficient. The clustering
validity problem shows that value range of m is [1.5,2.5].
Based on many experiments and analyses, m=2 is the sim-
plest and the most effective approach. uki represents the fuzzy
membership of the i-th pixel xi relative to the k-th clustering
center vk . ||xi− vk || is the Euclidean distance between xi and
vk . The value range of membership is [0,1], and the sum of
fuzzy membership of pixels belonging to different clusters
is 1. Namely,

C∑
k=1

uki = 1, uki ∈ [0, 1], (2)

In formula (1), FCM algorithm calculates the membership
of each pixel in the image by minimizing the objective func-
tion. However, this objective function does not take the spatial
neighborhood information of pixels into consideration, which
results in the image being sensitive to noise information and
therefore can not get perfect segmentation effect. To solve
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this problem, FCM_S algorithm adds spatial neighborhood
information into FCM algorithm, and its objective function is
defined as follows:

EFCM−S =
C∑
k=1

N∑
i=1

umki||xi − vk ||
2

+
α

NR

C∑
k=1

N∑
i=1

umki(
∑
xj∈Ni

||xj − vk ||)2, (3)

where α is the parameter used to control the neighborhood
term. Larger α value indicates bigger impact of local space
constraint term in the clustering process. Conversely, the role
of local space constraints is smaller.NR represents the number
of neighborhood points, and Ni represents the neighborhood
point in the i-th neighborhood window. Although the algo-
rithm achieves satisfactory results when dealing with noisy
MR images, it is computationally inefficient because of the
requirement of a great deal of neighborhood information
calculation for each iteration. In order to solve the above
problem, FLICM algorithm introduces a fuzzy anti-noise
factor and controls the trade-off between smoothing and clus-
tering by adaptively adjusting parameters, which is defined as
follows:

Gki =
∑
j∈Ni

1
dij + 1

(
1− ukj

)m
||xj − vk‖2, (4)

where pixel xi is the center pixel of the local window, and the
pixel xj is a collection of neighboring pixels centered on the
pixel xi. dij is the Euclidean distance between the central pixel
xi and the pixel xj. Combined with the new impact factor Gki,
the objective function in FLICM algorithm is defined as:

EFLICM =
N∑
i=1

C∑
k=1

(
umki||xi − vk ||

2
+ Gki

)
. (5)

FLICM algorithm controls the weighting between noise
removal and retention details by adaptively adjusting param-
eters. It does not need to be manually adjust the parameters,
the adaptability is enhanced. Also because of the impact
factorGki, noise pixels falling into the window have a similar
value to cluster center pixel, the algorithm has better per-
formance of refraining noise. However, with regard to the
non-uniform illumination, it is difficult to segment the image
successfully.

B. BIAS FIELD AND ITS MODELING
1) OVERVIEW OF BIAS FIELD
Magnetic resonance imaging (MRI) is a non-destructive way
for three-dimensional tomography human detection, which is
often used to detect abnormalities in soft tissue. However,
due to the imperfect MRI equipment and the specificity of
the object itself, MR images inevitably have a certain degree
and range of brightness unevenness [27], which is called bias
field. Bias field is a smooth, slowly varying multiplicative
field that changes the local statistical properties of the image.
Among them, the brightness information of the image is the

main basis of image post-processing, but the overlapping of
the brightness of different physiological tissues is the obstacle
of image post-processing. This situation seriously influences
the accuracy of automatically processing MR images. There-
fore, correcting bias field is an indispensable step in the post-
processing of MR images. MR images of brain are mainly
affected by smoothly varying bias field, and thereby the gray
values of the same tissue is varied with different position.

2) BIAS FIELD MODELING
In medical images, bias field is embodied by the fact that
the pixel gray of the same tissue on the image exhibits a
slow and smooth change in space, which can be regarded
as a multiplication term in the medical image. Therefore,
the observed image can be expressed as [28] :

I (x) = b(x)I0(x)+ N (x), (6)

where I (x) is the intensity of pixel x in the original image,
I0(x) is the real image to be restored, b(x) is bias field in the
original image, andN (x) is zeromean additive noise. The pro-
cess of bias field correction is to detect and remove bias field
b(x) from the original image I (x). According to formula (6),
the original image I can be decomposed into two multiplica-
tive terms b, I0, and one additive noiseN. We can consider the
estimation of bias field and tissue segmentation as an energy
minimization problem, that is, to seek an optimal segmenta-
tion of the original image I with respect to bias field b and
the real image I0. Bias field can be defined as a linear com-
bination of a set of given basis functions [29] g1(x) . . . gM (x)
to guarantee the smooth variation of bias field. when using
a large enough number of basis functions M, a function can
be approximately expressed as a linear combination of basis
functions with arbitrary accuracy. In MR images of 1.5T and
3T, 15 polynomials can be used as the basis function. Based
on the above theoretical research, the linear combination of
bias fields can be defined as follows:

b(x) =
M∑
k=1

wkgk (x). (7)

The purpose is to find a set of optimal coefficients
w1 . . .wM in the set of linear combinations, and represent the
set of coefficients as a column vector w = (w1 . . .wM )T ,
and the basis functions g1(x) . . . gM (x) are represented as a
column vector function G(x) = (g1(x) . . . gM (x))T , so bias
field b(x) is represented as the following vector form:

b(x) = wTG(x). (8)

I0(x) is obtained by multiplying the given membership
ui(x) and the cluster center ci, so the real image I0(x) is
defined as follows:

I0(x) =
N∑
i=1

ciui(x). (9)
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Based on the inherent properties of bias field and the real
image, the objective function can be obtained as follows:

F (b, I0) = F(u, c,w)

=

∫
�

|I (x)− wTG(x)
N∑
i=1

ciui(x)|2dx. (10)

where G(x) is the basis function, u = (u1, . . . , uN )T , c =
(c1, . . . , cN )T and w = (w1, . . . ,wN )T are three variables
that need to be determined.

III. DETAILED ALGORITHMS
In FCM segmentation algorithm and its improved algorithms,
the basic idea is to use points as the cluster center, and
the basic form of the algorithm is shown in formula (1).
By minimizing the objective function, the cluster center and
membership are calculated. The result of point clustering is a
set of data points with the same mark as the clustering cen-
ter. But sometimes the segmentation result will be deviated,
and the satisfactory result cannot be obtained. This paper
defines a hyper-center of clustering (i.e., plane), completes
data clustering by optimizing different planes and finishes
the automatic segmentation with the constraint of the point-
to-plane algebraic distance. In addition, in order to reduce
the influence of noise, a new anti-noise smoothing factor
is constructed to suppress the influence of noise. Finally,
singular value decomposition [30] is adopted to supplement
the lost image energy and retain more image details.

A. HYPER-CENTER OF CLUSTERING
The key problem of traditional clustering segmentation algo-
rithms are how to determine the clustering center and impose
constraints on the energy function. Typical segmentation
methods based on point clustering take ‘‘data points’’ as the
clustering center. By calculating the distance from each point
to the ‘‘center point’’ to determine which class the pixel
belongs to. Its essence is the data classification. The results
of clustering are data sets that have the same marks with
their clustering centers. But these constant-centric clustering
algorithms sometimes fail to achieve ideal or even getting
misleading results. For example, when data points are sam-
pled from different planes, as shown in FIGURE 1, the test
data in (b) is sampled from three intersecting planes (a).

It can be seen from the above experiments that when the
data points are sampled from different planes, defining the
cluster center as a plane can obtain a good clustering effect,
as shown in (c). The method of using points as the cluster
center produces obvious erroneous results, as shown in (d).
In the process of medical image segmentation, hyper-center
of clustering algorithm also shows the advantage of high
segmentation accuracy.

Based on the above analysis, hyper-center of clustering
algorithm realizes data point clustering by optimizing differ-
ent plane coefficients. The essence is to construct different
planes to fit the scattered data points. The results of clustering

FIGURE 1. Algorithm analysis results. (a) A curved surface obtained by
combining three planes; (b) The images sampled on the combined
surface; (c) Plane clustering segmentation result; (d) Point clustering
segmentation result; (e) Brain MR Image; (f) Point clustering
segmentation result; (g) Plane clustering segmentation result;
(h) Ground truth.

are planes with different coefficients. In this paper, hyper-
center of clustering is defined as follows:

fk (xi, yi) = ak0xi + bk1yi + ck2. (11)

where ak0, bk1, ck2 are the coefficients of the k-th plane in the
fitting plane f, xi and yi are the horizontal and vertical coordi-
nate positions of the current pixel respectively. The points are
clustered to a plane. The key problem to be solved is how to
measure the distance between point to plane. Calculating the
minimum distance directly is more likely to have nonlinear
problems, which increases the complexity of the algorithm.
In this paper, the point-to-plane algebraic distance is used as
a measure function to simplify the complexity of the problem.

B. NEW SMOOTHING FACTOR OF NEIGHBORHOOD
WINDOW
In order to make the classification more accurate, this paper
introduces a new smoothing factor. By better measuring the
local similarity to increase the constraint on the energy func-
tion, the algorithm has better anti-noise while retaining more
image details. In the relative area of the image, the value
of smoothing factor is relatively small and the large by
contraries. In the clustering process, in order to effectively
characterize the influence of neighboring pixels on the central
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pixel, a new smoothing factor is defined by spatial distance,
local variance and neighborhood gray difference. Due to
the use of local variance and neighborhood gray difference,
the anti-noise performance of the new smoothing factor is
enhanced.

In [6], the spatial distance factor from the neighborhood
pixel to the center pixel is defined as follows:

`sd =
1

dij + 1
. (12)

Where dij is the Euclidean distance between the center
pixel i of the local window (3 × 3) and the neighbor pixel j.
Obviously, formula (12) is not a goodmeasure of smoothness.
Because of the existence of noise, the neighborhood pixels
are often corrupted by different degrees of noise. In order
to reduce the influence of noise on the clustering results,
the corresponding smoothness of neighborhood pixels with
high noise corrupted should be small. In addition, if the
neighborhood pixel is at the edge of the object, a small
smoothness value should also be given. The local variance
of the neighborhood pixel and the gray-difference of the
neighborhood pixel can measure the edge property of the
pixel and the degree of noise corrupted.

The size of the local variance determines the contrast of
the local area. For noisy images, areas with large contrast are
often affected by noise. The local variance factor is defined
as follows:

Pu =
<(x)

(−x )2
. (13)

where <(x) is the gray-scale variance in the neighborhood
window centered on pixel j, and −x represents the average of
the gray levels in the local window.

Secondly, the neighborhood gray-difference coefficient
reflects the similarity of gray value between neighborhood
pixel and center point. The neighborhood gray-difference
coefficient is defined as follows:

Sij =
∥∥xj − xi∥∥2 , j ∈ Ni (14)

where j is the neighborhood pixel, i is the central pixel, and
Sij represents the gray-difference between the j-th pixel and
the central pixel i.
Finally, we unify the data dimension and normalize the

local variance coefficient Ki and the neighborhood gray-
difference coefficient ϕij to (0, 1], the purpose of which is
to balance the effect of two quantities on energy effectively.
Normalized Ki and ϕij are defined as follows:

κi =
(Pu − Pmin)+ ζ

(Pmax − Pmin)+ ζ
(15)

ϕij =

(
Sij − Sij(min)

)
+ ζ(

Sij(max) − Sij(min)
)
+ ζ

(16)

where Pmin represents the minimum value of the local vari-
ance in the neighborhood window, and Pmax represents the
maximum value. Similarly, Sij(min) represents the minimum

FIGURE 2. Comparison of two anti-noise factors. (a) The distribution of
smoothing factor h̄sc in MPCFCM algorithm. (b) The distribution of fuzzy
factor δsc in RCLFCM algorithm.

value of the local gray-difference coefficient in the neigh-
borhood window, and Sij(max) represents the maximum value.
The value range of the parameter ζ is (0,1]. In this article,
in order to ensure that the values of Ki and ϕij are not zero,
so ζ = 0.001.
Therefore, the new smoothing factor is defined as follows:

h̄sc = (1− log2(1+
√
κi))

× (1− log2(1+
√
ϕij)), j ∈ Ni (17)

To illustrate the effectiveness of the new smoothing factor
h̄sc, we compared h̄sc with the fuzzy factor δsc in [33]. Use
formula (17) to calculate the smoothing factors of no noise,
3% noise, 5% noise, and 7% noise images, and count the
number of smoothing factor in the interval [0,1]. Since the
number of smoothing factor in the interval (0.2,1] is relatively
small, we do not analyze it and only compare the smoothing
results in the interval [0,0.2]. When noise is added to images,
a good smoothing operator can maintain the distribution of
smoothing factor in the original image to the greatest extent.
FIGURE 2 shows the distribution of smoothing factor in
MPCFCM and RCLFCM algorithms after adding noise (3%,
5%, 7%). It can be seen from the histogram that with the
increase of noise, the difference between the smoothing factor
distribution of MPCFCM and the smoothing factor distri-
bution in the original image is relatively small, especially
the number of flat regions has not decreased significantly.
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However, the distribution of the fuzzy factor of RCLFCM
in different noise conditions is quite different from the dis-
tribution of the smoothing factor in the original image, and
with the increase of noise, the smoothness retention ability
decreases rapidly, and the anti-noise effect is not ideal. There-
fore, the smoothing factor in MPCFCM can better suppress
noise. In addition, the experiments in Section IV also show
the better anti-noise of our algorithm.

In summary, by combining with the spatial distance fac-
tor, algebraic distance factor and new smoothing factor,
the impact factor of the objective function is defined as
follows:

ϑij = `sd × h̄sc

=
1

dij + 1
× (1− log2(1+

√
κi))

× (1− log2(1+
√
ϕij)). (18)

The newly proposed impact factor not only considers the
spatial distance and algebraic distance, but also consid-
ers the neighborhood window variance coefficient and gray
scale coefficient, which more comprehensively measures the
degree of influence of the neighborhood information points
on the central pixel. Compared with other algorithms, the new
method proposed in this paper can better suppress the influ-
ence of noise and maintain more accurate image details.

C. ENERGY MINIMIZATION EQUATION COMBINED WITH
BIAS FIELD
After the newly defined anti-noise smoothing factor is added,
the objective function of the biased field with a plane as the
clustering center is defined as follows:

JMPCFCM =
N∑
i=1

C∑
k=1

(
umki ‖bifk − Pi‖

2
+ Gki

)
, (19)

Gki =
∑
j∈Ni

ϑij
(
1− ukj

)m ∥∥bifk − Pj∥∥2 , (20)

where bi is bias field intensity of the current pixel Pi, fk is the
currently defined fit plane, uki represents the fuzzy member-
ship of the i-th pixel relative to the k-th plane function. Pi is
the gray value of the current pixel i, Pj is a pixel that falls into
a neighborhood window centered on the Pi. ϑij is the newly
defined impact factor.

By fixing the values of two variables, the algorithm mini-
mizes the objective function to calculate another variable and
iteratively solves three variables in turn. The entire iterative
process is performed under the constraint 0 ≤ uki ≤ 1 and∑C

k=1 uki = 1. Therefore, uki and the fitting plane coefficients
ak0, bk1 and ck2 are obtained by minimizing the objective
function, and the specific calculation formula is as follows:

uki =
1∑C

l=1

(
‖fk−Pi‖2+Gki
‖fl−Pi‖2+Gli

) 1
m−1

, (21)



∂F
∂ak0

=

N∑
i=1

umkibixi (bifk − Pi)

+

∑
j∈Ni

ϑij
(
1− ukj

)m bixi (bifk − Pj) = 0

∂F
∂bk1

=

N∑
i=1

umkibiyi (bifk − Pi)

+

∑
j∈Ni

ϑij
(
1− ukj

)m biyi (bifk − Pj) = 0

∂F
∂ck2

=

N∑
i=1

umkibi (bifk − Pi)

+

∑
j∈Ni

ϑij
(
1− ukj

)m bi (bifk − Pj) = 0

(22)

 ak0bk1
ck2

 = X

 xiyi
1

 (23)

where,

X =

∑N
i=1 bi

(
umkiPi +

∑
j∈Ni ϑij

(
1− ukj

)m Pj)∑N
i=1 b

2
i

(
umki +

∑
j∈Ni ϑij

(
1− ukj

)m) (24)

We define the intensity of bias field as a linear combination
bi = wTG(i), where the coefficients are the column vectors
w = (w1, . . . ,wM )T , G(i) is the basis function represented
by the column vector function G(i) = (g1(i), . . . , gM (i))T ,
we fix the variable uki and the plane coefficients, and then
calculate bias field by deriving w from objective function
F and minimize its energy. The partial derivative of F with
respect to w is equal to 0, and we get:

∂F
∂w
= −2V + 2Aw = 0, (25)

where,
V =

∫
�
G(i)I (i)

(
N∑
i=1

C∑
k=1

fkumki(i)

)
di,

A =
∫
�
G(i)G(i)T

(
N∑
i=1

C∑
k=1

f 2k u
m
ki(i)

)
di.

(26)

The updated formula for the coefficient w is as follows:

w =

∑N
i=1

∑C
k=1G(i)u

m
ki fkPi∑N

i=1
∑C

k=1G(i)G(i)T u
m
kif

2
k

. (27)

Finally, we estimate the value of bias field through the
definition of the above equation w, and the formula is as
follows:

bi = wTG(i). (28)

D. POST-PROCESSING OF IMAGE SEGMENTATION
The bias field estimation model is added to the objective
function to correct the bias field while MR image segmen-
tation, which can suppress the influence of uneven intensity
on segmentation results effectively. However, while removing
the bias field, it is inevitable to lose some useful information
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in the image. The algorithm uses the singular value decom-
position method to obtain the missing information and add it
back to the image. The specific process is as follows:

If I(x) is the intensity of original image, I0(x) is the real
image to be restored, the energy lost due to bias correction
can be approximately expressed as:

B(x) = I (x)− I0(x). (29)

In addition to bias field, this part of the lost energy usually
contains part of the image information. In this paper, low-
rank approximation based SVD [30] is adopted to deal with
this part of the lost energy. The loss energy function of
image information caused by removing bias field is defined
as follows:

E(x) = B(x)− LRA(B(x)). (30)

The image information loss energy function E is added to
the segmentation result to get the final segmentation image:

J ′(x) =
C∑
k=1

fkuk (x)+ E(x). (31)

Algorithm 1MPCFCM (ak0, bk1, ck2,m, p, τ )
Input: Image J with n pixels, the number C of the clusters,
termination threshold τ , fuzzy weighted index m and param-
eter p.
1: Initialize the membership matrix M and the fitting plane
coefficients ak0, bk1, ck2 ;
2: Set the loop counter n=0;
3: Update bi in (28);
4: Update ak0, bk1, ck2 in (23);
5: Update uki in (21);
6: if

(
M (n)
−M (n+1)

)
≥ τ then

7: n=n+1; go to step 3;
8: else
9: Update B in (29);
10: Update E in (30);
11: Update J ′ in (31);
12: stop;
13: end if
Output: the membership value uki, the fitting plane coeffi-
cient ak0, bk1, ck2, the estimation of bias field bi when the
algorithm converges and Image J ′ after segmentation.

Algorithm implementation steps are shown in Algorithm 1.
The algorithm of this paper can be interpreted as an iterative
process. Three variables of the algorithm: bias field, cluster-
ing plane coefficient and fuzzymembership are updated alter-
nately in the iteration. Each variable is calculated on the basis
of the other two variables. the algorithm termination condi-
tion is based on the fact that the membership value change
of two consecutive iterations is less than the termination
condition τ (τ = 0.0001). When the algorithm converges,
the membership matrix is defuzzed according to the principle

FIGURE 3. Experimental results of MPCFCM algorithm. (a) Three actual 3T
brain MR images; (b) bias field corrected images; (c) estimated bias field;
(d) experimental segmentation results.

of maximum membership division. Divide each pixel into its
own clustering plane and add loss energy function, finally
bias field corrected and segmented image is obtained.

IV. EXPERIMENTAL RESULTS
This section evaluates the effectiveness of our medical image
segmentationmethod. The test images for the experiments are
all from the Brain Web database [31]. The image database
contains all the data of brain simulation and anatomical
model, which can provide a variety of different slice thick-
ness, noise level and bias field level. We divide this section
into two parts. First, we give our experimental results in the
first part, and test the performance of the proposed scheme on
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FIGURE 4. Comparison of segmentation results for different algorithms. (a) T1-weighted, 1mm thickness and 40% bias field brain MR original image;
(b) LINC; (c) MICO; (d) RCLFCM; (e) NLFCM; (f) FRFCM; (g) DSFCM_N; (h) MPCFCM; (i) Ground truth.

FIGURE 5. Comparison of segmentation results for different algorithms. (a) T1-weighted, 1mm thickness, 40% bias field and 3% Gaussian noise image of
the brain MR image; (b) LINC; (c) MICO; (d) RCLFCM; (e) NLFCM; (f) FRFCM; (g) DSFCM_N; (h) MPCFCM; (i) Ground truth.

twenty brain images. Among them, the six images show the
correction of bias field and the segmentation result respec-
tively, and the other fourteen images compare the segmenta-
tion result with six segmentation algorithms. The next part is
quantitative evaluation.

A. VISUAL EFFECT OF SEGMENTATION
In order to demonstrate that the new method (MPCFCM) in
this paper has a good ability to deal with uneven intensity,

we applyMPCFCM to six images shown in the left column of
FIGURE 3. The corrected images of bias field, estimated bias
field and segmentation results are shown in the second, third
and fourth columns respectively. Despite the uneven intensity
of the image, our method can produce better results of bias
field correction and tissue segmentation, and the experimen-
tal results are shown in FIGURE 3.

Compare MPCFCM with several other popular algo-
rithms, including: LINC [15], MICO [32], RCLFCM [33],
NLFCM [34], FRFCM [35] and DSFCM_N [36].
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FIGURE 6. Comparison of segmentation results for different algorithms. (a) Brain image of T1-weighted, 1mm thickness, 40% bias field and 5% Gaussian
noise; (b) LINC; (c) MICO; (d) RCLFCM; (e) NLFCM; (f) FRFCM; (g) DSFCM_N; (h) MPCFCM; (i) Ground truth.

FIGURE 4 shows the segmentation results of brain synthetic
image where the image has a bias field value of 40%,
a T1 sequence, and a thickness of 1 mm. It can be seen from
the experimental results that LINC, NLFCM, FRFCM and
DSFCM_N are not accurate enough due to the influence of
bias field, and MICO, RCLFCM and MPCFCM can achieve
good segmentation results under uneven intensity. Among
them, MPCFCM retains the original image information to
a large extent in the segmentation process. FIGURE 5,
FIGURE 6 and FIGURE 7 add different bias field and noise
respectively. Visually, it can be seen that with the increase of
noise level, LINC and MICO are sensitive to noise, NLFCM,
FRFCM and DSFCM_N are greatly affected by bias field,
RCLFCM is not accurate in image details processing, and
the results are not ideal, while MPCFCM can effectively
retain image details, compared with the real results, the tissue
segmentation is more accurate.

B. QUANTITATIVE EVALUATION
In order to evaluate the experimental results of our algorithm
quantitatively, we use Jaccard similarity (JS) [37] as a mea-
sure and compare our experimental results with other ten
algorithms. The results show that MPCFCM is more accurate
and effective in tissue segmentation of brain images. The
metric of JS is defined as follows:

J (S1, S2) =
|S1 ∩ S2|
|S1 ∪ S2|

. (32)

where | · | represents the area of the region, S1 is the area
segmented by the algorithm, and S2 is the corresponding
area in the real image. When the value of JS is closer to 1,
the segmentation effect is better.

We use this index as a metric to measure the segmentation
accuracy of each algorithm, and compare our algorithm with
the other ten algorithms. It can be found that MPCFCM can
still segment the brain tissue more accurately under the influ-
ence of different noises. The quantitative results are listed
in TABLE 1.

Secondly, we use Dice similarity coefficient (DSC) [38]
to calculate the similarity of the two samples. The DSC
similarity metric is defined as follows:

DSC (S1, S2) =
2 |S1 ∩ S2|
|S1| + |S2|

(33)

where S1 and S2 correspond to the result of the algorithm and
ground truth, respectively. |S1 ∩ S2| represents the number
of common pixels contained in the two sets, and |S1| + |S2|
represents the total number of pixels in the two sets. A larger
Dice value corresponds to a better segmentation result.

We use this index as a set of similarity metrics and compare
our algorithmwith ten other algorithms. Similarly,MPCFCM
algorithm still has a high DSC value under the influence
of different noises, indicating that MPCFCM algorithm is
closer to Ground truth. The quantitative results are listed
in TABLE 2.

For brain images, this paper uses two cluster validity func-
tion evaluation indexes Vpc and Vpe to evaluate the segmen-
tation effects of various algorithms. Where Vpc presents the
partition coefficient and Vpe represents the partition entropy.
They are defined as follows [39]:

Vpc =
K∑
k=1

N∑
i=1

u2ki
N
, (34)
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FIGURE 7. Comparison of segmentation results for different algorithms. (a) From top to bottom: brain images of T1 weighted, 1mm thick, 40% bias field
and 9% Gaussian noise, 20% bias field and 7% Gaussian noise, 40% bias field and 7% Gaussian noise, 40% bias field and 5% Gaussian noise, 20% bias
field and 5% Gaussian noise, 40% bias field and 3% Gaussian noise; (b) LINC; (c) MICO; (d) RCLFCM; (e) NLFCM; (f) FRFCM; (g) DSFCM_N; (h) MPCFCM;
(i) Ground truth.

Vpe = −
K∑
k=1

N∑
i=1

uki log (uki)
N

. (35)

where uki represents the fuzzy membership of the pixel i
belonging to the k-th fitting plane, K represents the number
of clusters, and N is the total number of image pixels. In the
process of algorithm segmentation, when Vpc obtains a high
value and Vpe obtains a low value, it indicates that the fuzzy-
ness of the fuzzy membership of the algorithm is smaller in
the segmentation result, and the classification effect is better.
This paper evaluates the effectiveness of various algorithms

by comparing Vpc and Vpe of different algorithms. By com-
paring the data, it can be seen that MPCFCM algorithm has
higher Vpc value and lower Vpe value than the other nine
algorithms. Therefore, the algorithm of this paper is more
accurate and effective for the organization of brain images.
The quantitative results are listed in TABLE 3 and TABLE 4.

By calculating the evaluation algorithm index, we can see
that our algorithm has higher Vpc value and lower Vpe value.
However, when both Vpc and Vpe values are high or low,
the above table is difficult to give an intuitive representation
of the merits of the algorithm. Therefore, in order to see the
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TABLE 1. Comparison of segmentation accuracy index (JS) for different algorithms.

TABLE 2. Comparison of similarity metrics (DSC) of different algorithms.

TABLE 3. Comparison of medical image partition coefficients Vpc .

superiority of the algorithm more intuitively. We combine
the two indicators to redefine a new indicator to show the
performance of each algorithm more intuitively. The new
indicator Vps is defined as follows:

Vps =
Vpc
Vpe
=

∑K
k=1

∑N
i=1 u

2
ki/N

−
∑K

k=1
∑N

i=1 uki log (uki) /N
(36)

The index is determined by the ratio of Vpc and Vpe.
When Vpc is higher and Vpe is lower, the performance of
the algorithm is better. When the performance metrics of

the two algorithms are close, we can further judge the
performance of the algorithm by comparing the values of Vps.
FIGURE 8 visually shows the Vps values of segmentation
results of different algorithms with the increase of noise.
It can be seen from the figure that our algorithm still has a
highVps value and the segmentation results aremore accurate.

Finally, we calculate the time complexity of each algo-
rithm. As shown in FIGURE 9, the calculation time increases
with the size of the image. Among them, the quick-
est algorithm is EnFCM, while the slowest algorithm is
FLICM. In contrast, The proposed method MPCFCM is
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TABLE 4. Comparison of medical image partition entropy Vpe.

FIGURE 8. The Vps values for different segmentation algorithm results as
noise.

FIGURE 9. Computational cost (in second) of the eleven algorithms.

time-consuming to calculate, but it can well suppress noise
and process bias field images, and MPCFCM is relatively
easy to implement.

V. CONCLUSION
In this paper, we propose a new medical image segmentation
method (MPCFCM) with anti-noise and bias field correction.
In order to reduce the effect of intensity unevenness, a new
objective function based on FCM algorithm is proposed.

The new objective function takes the plane as hyper-center
of clustering and completes the data point clustering by
optimizing different plane coefficients iteratively. Since bias
field model is included in the objective function, bias field
can be corrected while the image segmentation is completed.
In addition, this paper gives full consideration to the influ-
ence of neighborhood pixel information on the segmenta-
tion of pixels, and constructs a new anti-noise smoothing
factor to suppress noise effectively and retain image details.
Finally, we have further detailed processing on the segmented
image so that the segmented image can retain more image
detail information. The proposed algorithm is compared with
the other ten algorithms. Experimental results show that
MPCFCM can estimate the bias field and suppress noise
effectively, and can get more accurate segmentation results.

However, MPCFCM algorithm still has some shortcom-
ings: (1) The algorithm has higher time complexity; (2) The
algorithm does not achieve the desired results in processing
natural images. Next, we will further improve the algorithm,
improve the segmentation accuracy of the algorithm, use
quadratic polynomial surface fitting, and improve the univer-
sality of the algorithm while reducing the time complexity.
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