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ABSTRACT Recently, the deep learning methods have been widely used in lossy compression schemes,
greatly improving image compression performance. In this paper, we propose an extended hybrid image
compression scheme based on soft-to-hard quantification, which has only two layers. The compact represen-
tation of the input image is encoded by the FLIF codec as the base layer. The residual of the input image and
the reconstructed image is encoded by the BPG codec as the enhancement layer. The results using the Kodak
and Tecnick datasets show that the performance of our proposed methods exceeds some image compression
schemes based on deep learning methods and some traditional coding standards including BPG in SSIM
metric across a wide range of bit rates, when the images are coded in the RGB444 domain. We explore the
issue of bit rates allocation of the base layer and enhancement layer and the impact of enhancement layer
codecs. Also, we analyze the limitations of the hybrid coding scheme.

INDEX TERMS Extend hybrid image compression scheme, soft-to-hard quantification, bit rates allocation,
enhancement layer codecs.

I. INTRODUCTION
Recently, deep neural networks (DNNs) have been applied in
various areas and have made tremendous progress resulting
from their superior optimization and representation learn-
ing performance. Traditional compression coding standards
such as JPEG [21] and JPEG2000 [22] effectively improve
image compression quality by adopting different handcrafted
transforms. Since they are optimized separately optimization
on codecs, the reconstructed image will appear blocking,
blurring, or ring-ing artifacts at low bit rates.

Most end-to-end lossy image compression schemes based
on deep learning methods [1], [2], [13], [15] were pro-
posed to handle these issues and achieved better compres-
sion performance and visual quality than JPEG2000 and the
H.265/HEVC-based BPG image codec [18]. In [9], a scheme
based on long short-term memory (LSTM)-based recurrent
neural networks (RNNs) was adopted to compress thumb-
nail images. Better SSIM results than JPEG and WebP
were reported. In [5], Toderici et al. further presented a
full-resolution compression scheme for compressing images
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of any size by using the progressive encoding and decoding
method.

The learning-based image compression methods mainly
consist of three operations: transformation, quantization, and
entropy coding. The transformation operation can map the
input image data to a latent coding space, so as to better
handle the problem of spatial statistics among the image data
and make use of exploiting aspects of human perception.
Early transforms operation [19], [20] are linear and invertible
and have a fixed bit rate. The error of the lossy compres-
sion framework only comes from the quantization operation.
The transforms based on deep neural networks (DNNs) aim
for more comprehensible and nonlinear representations to
reduce data redundancy. These transforms can be learned
to a latent coding space representation of image raw data
and this processing is non-invertible. Most works aimed at
the performance of the transforms by introducing the new
operations. In [13]–[15], the generalized divisive normaliza-
tion (GDN) operator was adopted into encoding and decoding
networks for joint nonlinearity and spatial adaptability. The
GDN operator was proven to be very suitable for natural
image compression and can improve the performance of
transformation.
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The end-to-end lossy compression schemes based on deep
learning methods require every operation to be derivable,
but the quantization operation is a non-differentiable process.
In [17], the quantization of the auto-encoder is replaced by
a smooth approximation in the back-propagation because the
derivative of the rounding function is zero almost everywhere,
but the forward pass of the back-propagation still use the
quantization to prevent the decoder from learning to invert the
smooth approximation. Agustsson et al. [1] introduced a soft-
to-hard quantification method with an approximate softmax
function. This method will give a randomly initialized vector,
and the number of elements in the vector represents the
quantization level. The elements in this vector are continu-
ously updated during network training, so that the output of
the encoder is better quantized to a specific element of the
vector.

Existing methods usually use space-invariant bit length
allocation, but the content of the image is generally spa-
tially variant. That is, the areas with complex and saliency
structures of an image are more important. Therefore, it is
reasonable to adopt different numbers of bits to encode dif-
ferent regions in the image. But in the process of image
compression, identifying and distinguishing different regions
of the image is very complicated. In order to alleviate this
issue, many works present the spatially variant bit allocation
method to replace the fixed rate allocation of the image.
In [11], [24], Li et al. introduced an importance map subnet
to produce importance map from the input image to guide
bit allocation. The important map can study the complex
and salient structures information of the local image content.
The complex areas will be automatically allocated more bits
and fewer bits to smooth areas under the guidance of the
importance map. These methods can generate more detailed
information at the same bit rate.

Many works utilized different entropy models to fur-
ther improve the performance of the compression schemes.
In [15], a variational image compression scheme based on a
powerful entropy model was presented. The scale parameters
of the latent representation were established on a hyperprior
learned by a hyper autoencoder. The hyperprior, as side
information, is used to capture the spatial dependency. This
scheme was further extended in [23]. The hyperpriors were
combined with autoregressive priors generated by a single
PixelCNN layer. The performance of the scheme outper-
formed BPG codec on both PSNR and MS-SSIM metrics.
In [24], Lee et al. presented a joint optimization of image
compression and quality enhancement networks to further
improve the the coding efficiency. Also, Zhou et al. [25]
introduced a context-adaptive scheme in which multi-scale
masked convolutional networks were used for the autoregres-
sive model.

Recently, Akbari et al. [2] and Fu et al. [4] combine
deep learning and traditional standard coding to form a
hybrid image coding framework for improving the compres-
sion performance. The hybrid lossy image coding scheme
only needs to train a basic model, which can encode

traditional coding quantization factors to achieve different
compression bits of the network. In [2], a three-layer hybrid
lossy compression framework named DSSLIC based on a
deep semantic segmentation was proposed. A segmentation
map of the input image and a compact representation were
encoded by the FLIF [8] codec as the base layer. The residual
image of the original image and the reconstructed image was
encoded by the BPG codec as the enhancement layer. The
performance of DSSLIC outperforms the BPG codec in the
RGB444 domain in both PSNR and MS-SSIM [6] metrics.
Fu et al. [4] simplified the hybrid compression framework by
removing the semantic segmentation layer based on [2]. The
convolutional neural networks were adopted to generate the
coarse reconstructed image in [4] instead of the conditional
GANs [16].

In this paper, we further develop an extended lossy hybrid
image compression scheme based on [2], [4]. The scheme
only has two layers as [4]. The compact representation C
of the input image is encoded by the FLIF as the base
layer. The residual of the original image and reconstructed
image is encoded by the BPG codec as the enhancement
layer. Our contributions are as follows. First, we adopt
the soft-to-hard [1] quantization method to take the place
of the round quantization method in [2], [4] and effec-
tively reduces the number of bits occupied by the base
layer. Secondly, we explore the bit allocation of the base
layer and the enhancement layer by changing the numbers
of the quantization level L and the impact of the entire
compression framework. Thirdly, we explore the impact
of different codecs on the enhancement layer. Forth, the
performance of our proposed method exceeds [2] in
MS-SSIM metric.

The organization of the paper is as follows. The proposed
scheme, the detailed structure of the compression framework,
Quantification and residual coding are introduced in Sec. II.
In Sec. III, we evaluate the performance of the proposed
scheme by comparing it with some compression framework
based on deep learning methods including [2], [4] and some
traditional codecs including BPG, JPEG, JPEG2000 and
WebP codecs in the RGB444 domain. We also conduct a
series of ablation experiments to explore the problem of
hybrid image compression schemes. Conclusions are given
in Sec. IV.

II. THE PROPOSED ENHANCED HYBRID IMAGE
COMPRESSION FRAMEWORK
In this section, we propose a hybrid lossy image coding
framework based on the soft-to-hard quantification method.
To begin with, we present the detailed hybrid framework
including a base layer and an enhancement layer. Then,
we introduced in detail the network structure of CompNet
and RecNet, the quantification method and residual codecs.
Finally, we introduced the related settings of network train-
ing, including the setting of the loss function, the network
structure and training parameters.
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FIGURE 1. A scheme of the proposed improved hybrid image compression network based on soft-to-hard quantification.

FIGURE 2. The detailed structure of the CompNet and RecNet. R represents rectified linear units (ReLU) activation function.

A. THE STRUCTURE OF THE PROPOSED ENHANCED
HYBRID IMAGE COMPRESSION SCHEME
This section will give a detailed description of the proposed
scheme illustrated in Fig. 1. In the encoding stage, it includes
two layers. A convolutional neural network named CompNet
is first adopted to learn the compact representation C of the
input image x, which is a multi-layered representation of the
original image. Each pixel value of the compact representa-
tionC will be quantified into a value in vector L. The compact
representation C is encoded by the FLIF codec as the base
layer. Next, the compact representation C is used by another
deep learning network named RecNet to produce a coarse
reconstruction x ′ of the input image. After that, the residual r
between the input image and the coarse reconstruction image
is obtained and encoded by the lossy BPG codec.

In the decoding side, the compact representation C ′ is
decoded, which is sent to the RecNet to obtain the coarse
reconstruction x ′. The residual image is decoded by the BPG
decoder, denoted by r ′. Finally, the coarse reconstruction x ′

and the decoded residual image r ′ are added to get the final
reconstruction x̂.

B. NETWORK ARCHITECTURE
The whole network architecture mainly includes consists of
two networks, i.e., compression network and reconstruction
network. They are called CompNet and RecNet respectively
and are shown in Fig.2. The size of the input RGB image is
W × H × 3. In the CompNet, the normalization operation
is utilized to transform the image pixels from [0, 255] to
[0, 1], thereby making the network easier to train and faster
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to converge. A convolution layer with a step size of 2 is
adopted to downsample the image three times, and the feature
channels are 64, 128, and 256 respectively. In the middle of
the two downsampling layers, two residual blocks [7] are
utilized to further increase the performance of the network.
In the last layer of the CompNet network, a convolutional
layer is used to change the feature channel back to 3.

The RecNet decodes the code map back to a recon-
structed image. This network is the reverse of the CompNet,
except that the downsampling convolution layers are replaced
by transposed-convolution (upsampling) layers. The channel
sizes used in the upsampling convolution layers are 64, 128,
256 respectively. Also, In the last layer of the RecNet net-
work, a convolutional layer is adopted to change the feature
channel back to 3. The denormalization layer needs to be
used to remap the output value of the feature map back
to [0, 255]. All the kernel sizes of the convolutional layers and
deconvolutional layers are set to 3×3. Also, all the activation
functions are set to rectified linear units (ReLU).

C. QUANTIZER
Quantization is the main component in lossy image compres-
sion. In the hybrid coding scheme, the quantization quality of
compact images directly affects the number of bits occupied
by the base layer and the quality of reconstructed coarse
images. The [2] utilized the round quantization operation to
map the output value of the network from a floating-point
number in [−1, 1] to an integer value in [0, 255]. The detailed
mapping function is shown in Eq. 1.

xi = round(xf ∗ 128+ 127), (1)

where xf is (−1, 1]. The quantized value is then further
encoded by FLIF [8] codec to reduce the number of bits
occupied by the compact image. However, this quantitative
method has the following limitations. First, the value of
the compact image needs to be mapped to an integer value
in [0, 255]. therefore, Each pixel of the compact image is
need to adopt at least 8 bits for Representing raw data. This
will increase the number of bits occupied by the base layer,
and reduce the number of bits occupied by the enhancement
layer when the code rate is fixed. Second, in order to enable
the network to train, this round quantization ignored the
errors caused by the conversion of the floating-point number
in [−1, 1] to the integer [0,255] and the errors caused by
an integer value in [0, 255] retransformed to a floating-point
number in [−1, 1]. This would make the performance of the
reconstructed coarse image slightly lower.

To effectively solve this problem, we introduce a new
quantization method called soft-to-hard [1] in the hybrid
image coding scheme. Compared to [2], the output of the
CompNet will quantize in a scalar which has a finite floating
point number. Given a number of quantization levels L =
{l1, l2, . . . , ln} ⊂ R, each pixel of the compact image C need
to quantify to a specific value in the scalar, which can be

FIGURE 3. Distribution of the residual image pixels over the CLIC dataset
images.

updated as the network is trained and be achieved in Eq.3.

Q(zi) = argminj‖zi − lj‖. (2)

zi represents the element to be quantified of the compact
image C . and argmin represents nearest neighbor assign-
ments algorithm. Since this formula is not differentiable,
it can only be used in the process of network forward propa-
gation. Therefore, the formula is deformed to better solve the
problem of non-differentiable. The ‘‘soft quantization’’

Q̃′ =
L∑
j=1

exp(−σq‖zi − lj‖)∑n
k=1 σq‖zi − lk‖

lj (3)

can be utilized to calculate the gradient during back-
propagation. σq represents a hyperparameter and is set to 1.
The exp represents exponential function.

D. RESIDUAL CODING
Residual coding as an enhancement layer of our proposed
scheme can further improve the performance of the scheme.
Most lossy image compression methods need to train dif-
ferent groups of models to meet the needs of different
bit rates. They need to change the network structure or
change some hyperparameters to control the bit rate. As [4],
we analyzed the distribution of our residuals, as shown
in Fig.3. Our experimental results show that in most cases
the residual image pixel values approximately obey a nor-
mal distribution with a mean around zero and very small
variance. That is, many residuals are very close to 0, and
most residuals are within a small range, hence the adap-
tive method can preserve more details of the residual, and
yields better performance than the simple shift method,
the results are shown in Fig.4 and Fig.5. This covers
99.7% of the residuals within in [−118, 118]. Therefore,
we set the maximum value to 112 and the minimum value
to−118 in Eq.7.Wewill discuss this further in the experiment
section.
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FIGURE 4. Average comparison results on all 24 Kodak images in RGB444 domain in terms of PSNR and MS-SSIM.

FIGURE 5. Average comparison results on all 100 Tecnick images in RGB444 domain in terms of PSNR and MS-SSIM.

E. LOSS FUNCTION
In this paper, we consider distortion loss and regularization
loss as the loss function to train our network.

1) DISTORTION LOSS
The distortion loss function mainly includes peak signal-
to-noise ratio (PSNR) and multi-scale structural similarity
index(MS-SSIM)metrics. They primarily evaluates the errors
between the original image and the reconstructed image. The
optimization goal of our scheme is MS-SSIM metric [6],
therefore we use such function:

LMS-SSIM (x,x̂) = β(1−MS-SSIM (x, x̂)) (4)

to improve the MS-SSIM metric. The β is a hyperparameter
that can adjust the proportion of distortion loss function.

2) REGULARIZATION LOSS
In order to better promote the training of the network and
prevent the network from overfitting, we adopt the L2 norm
to constrain the weight of the network.

3) MODEL OBJECTIVE
We assume that X is a training set and XB = {x(1), . . . , x(B)}
is some minibatches randomly taken from X . We consider
the distortion loss function and the regularization loss func-
tion together, the final optimization objective function is as
follows:

L =
1
B

B∑
j=1

[LMS-SSIM (x,x̂) + L2]. (5)

F. TRAINING SET
As discussed before, the RecNet and CompNet are jointly
trained to make the reconstructed coarse image which is the
output of the RecNet as close as possible to the input image.
In the training process, we only need to consider the upper
branch of Fig.1. RecNet has the same parameters in the lower
and upper branches. Similarly, we do not need to consider the
impact of the FLIF codec in our scheme during the training
process. The reason is as follows. Since FLIF is a free lossless
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FIGURE 6. Average comparison results on all 24 Kodak images in RGB444 domain in terms of PSNR and MS-SSIM of different
numbers of the quantization level L.

FIGURE 7. Average comparison results on all 24 Kodak images in YUV domain in terms of PSNR and MS-SSIM.

image format. The data does not change before and after the
codec, so we can skip this part during the training process.

The CLIC compression dataset [26] which is released by
the Computer Vision Lab of ETH Zurich is adopted to train
our scheme. In order to better train our proposed image
compression scheme, we adopt random rotation and cropped
image enhancement techniques to process the training set.
The 163300 patches are extracted from 1633 high-quality
images. These images are saved as lossless PNGs to train the
network better.

III. EXPERIMENT
In this section, we evaluate the performance of our proposed
method with traditional codecs including BPG, JPEG2000,
WebP, and JPEG and lossy compression schemes based on
deep learning methods on both Kodak dataset [27] and Tec-
nick dataset [28] in RGB444 domain. To be fair, all schemes
are compared in the RGB444 domain. Also, we compare the
performance of different codecs on both PSNR andMS-SSIM
metrics.

Each pixel value of the compact representation which is
the output of the RecNet is in the range of [−1, 1]. In order to
better adopt FLIF codec for encoding and decoding, we need
to use a certain mapping function to transform the output
value of the compact representation to an integer value of
[0, 255]. As [4], we present threemappingmethods to achieve
this process. The first method is called shift method as shown
in Eq.6.

xQ = round[
xf + 1

2
× 255]. (6)

xf represents the output of the CompNet. A better scaling
method is to find the maximum and minimum values of the
residual images, x ′max and x

′
min, and then adaptively map the

range between them to [0, 255]. That is:

xQ = round[
(xf − x ′min)

(x ′max − x
′
min)
× 255]. (7)

This map method is called the MinMax method.
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FIGURE 8. Average comparison results on all 100 Tecnick images in YUV domain in terms of PSNR and MS-SSIM.

FIGURE 9. Average comparison results on all 24 Kodak images of different codecs in RGB444 domain in terms of PSNR and MS-SSIM.

The third method called clipping method is further
extended in the Eq.7, and the optimal decomposition point is
determined according to the distribution of the pixels of the
residual image, that is, the maximum and minimum values
of Eq.7. As discussed before, the maximum and minimum
values are set to 118 and −118 respectively. In our scheme,
we adopt these three mapping methods to encode the residual
images to achieve three different performance curves in fig.4.
The quantization level L is set to 6. that is, there are six point
numbers in vector L.
The results are shown as Fig.4. Our three scaling methods

are better than traditional codecs including BPG, JPEG2000,
Webp and JPEG in RGB444 domain on both PSNR
and MS-SSIM metrics. And the Clipping method exceeds
some hybrid lossy image compression schemes including
DSSLIC(2019) [2] and Fu(2019) [4] across a wide range bit
rate in RGB444 domain in MS-SSIM metric. Our MinMax
almost achieves the same performance with [4] at low bit
rates.

In order to better compare the compression quality of the
image, the two typical images are chosen from the Kodak

dataset [27] for comparison in Fig.10 and Fig.11. We zoom
in the same part of the image to better compare the different
results of the different codes. By analyzing the two samples,
the following conclusions are as follows. Compared to other
codecs, the JPEG has the worst performance due to the exis-
tence of the blocking artifacts. Also, the JPEG2000 also has
some artifacts in the processing of the image compression.
The BPG codec can make images smoother, but it would
lose some detailed information in the processing of the image
compression at low bit rates. Our proposed method is better
than the BPG codec and [4] in MS-SSIM [6] metric. It can
display more detailed information at low bit rates.

The main reasons why our proposed scheme is better
than [2], [4] schemes are as followed. First, we adopt the soft-
to-hard quantization method to take the place of the rounded
quantizationmethod. References [2], [4] adopt rounded quan-
tization methods to deal with the compact image C , and they
ignore the quantization error which slightly reduces the per-
formance of the coarse reconstructed images. Secondly, they
adopt at least 8 bits to represent each raw pixel of the compact
image C , which increases the number of bits occupied by the
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FIGURE 10. An example from the Kodak dataset(bits/pixel/channel, PSNR, MS-SSIM).

base layer. We can control the number of bits in the base layer
by changing the number of quantization levels L. When the
bit rate is fixed, we can reduce the number of bits occupied by
the base layer and allocatemore bits to the enhancement layer.
This is why our proposed can exceed the [2], [4] in SSIM
metric across a wide range of bit rates.

A. BIT RATE ALLOCATION
The key point of the hybrid scheme is the problem of rate
allocation of the base layer and enhancement layer. When
quantifying the number of levels, the number of bits occupied
by the base layer is almost a fixed value. The FLIF codec

will slightly reduce the number of bits in the base layer.
The scheme mainly adopts the BPG codec to encode the
residual to adjust the bit rate of the entire scheme, so as to
achieve compression at different bit rates. We also can adjust
the bit rate of the base layer by changing the number of
quantization levels L, so as to explore the impact of the bit
ratios of the base layer and the enhancement layer on the
experimental scheme. The result is shown as Fig.6. In order
to better illustrate the impact of the numbers of quantization
level L on compact images, we also show the visualization
of the compact image C in different numbers of quantized
levels L.
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FIGURE 11. An example from the Kodak dataset(bits/pixel/channel, PSNR, MS-SSIM).

The number of quantization levels L directly affects the
performance of our proposed scheme. As shown in Fig.12,
the compact images can display richer information with
the increase of quantization levels L. As shown in Fig.6,
compared with the MS-SSIM metric, the PSNR metric is
more susceptible to the number of quantization levels L.
PSNR performance will gradually increase as the number of
quantization levels L increases across a wide range bit rate.
The MS-SSIM metric will slightly decrease as the number
of quantization levels L. In order to further explore the bit
rate allocation of the base layer and the enhancement layer,

we control the bit rate of the entire scheme by controlling the
quality factor of the enhancement layer encoder. The result
is shown in Table 1. The average uncompressed size of the
compact images is 5.08KB. After FILF encoding, the average
size of the compact image C will be reduced from 5.08KB to
3.85KB. For a fixed network, the number of bits occupied
by the compact image using FLIF codec is fixed, and the
total number of bits can only be adjusted by the coefficients
of residual image coding. Since the channel for the compact
and residual image is fixed, the fewer the numbers of the
quantization levels L, the smaller the number of bits occupied
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TABLE 1. Average compressed sizes of the compact images and residual images.

FIGURE 12. Visualization of the compact image C in different numbers of
quantized levels L.

by the base layer, and more bits can be allocated to the
enhancement layer.

1) YUV DOMAIN
We further evaluate the performance of our proposed method
in the YUV domain compared to some traditional codecs
including BPG, JPEG2000, WebP, and JPEG. The results
are shown in Fig.7 and Fig.8. The proposed scheme exceeds
JPEG2000, Webp and JPEG in MS-SSIM metric across a
wide bit rate on both Kodak dataset and Tecnick dataset.

The main reasons why our hybrid coding scheme is very
limited in the YUV domain are as followed. As discussed
before, the performance of the hybrid coding scheme is
jointly determined by the base layer and the enhancement
layer. As shown in Table 1, although the enhancement layer
occupies most of the bits, the base layer is the key fac-
tor that determines the effectiveness of the hybrid coding
scheme. The base layer determines the initial performance
of the hybrid encoding, that is, the performance of the rough
reconstructed image. The effect of adding the encoded resid-
ual to the coarse reconstructed image to enhance the final
reconstructed image is very limited. Since compact images
C need to be encoded with FLIF codec, this results in an
image with only three channels. Although the performance
of mixed image coding can be improved by quantizing the
number of levels, the effect is very limited. The Fig.6 can
prove this point.

2) ENHANCEMENT LAYER CODEC IMPACT
The purpose of the enhancement layer is to further encode
the residual image, and then add the encoded residual image
to the rough reconstructed image, thereby further improving
the performance of the final reconstructed image. Therefore,
the performance of the enhancement layer codec is very
important. We also explore the impact of different codecs
on the experimental scheme. We adopt JPEG, JPEG2000,
Webp, and BPG as enhancement layer encoders to encode
the residuals, and then explored the impact of encoder perfor-
mance on overall solution performance. The result is shown
in Fig.9.

Experimental results show that the effect of the scheme
depends on the performance of the enhancement layer
encoder, that is, the stronger the performance of the enhance-
ment layer encoder, the better the overall performance of the
scheme. TheBPG codec achieves the best performance across
a wide bit rate on both PSNR and MS-SSIM metrics. But the
JPEG2000 will exceed the BPG codec at high bit rates on
both PSNR and MS-SSIM metrics. Also, compare with other
codecs, the JPEG codec has the worst performance. For a
fixed code rate, since the number of bits occupied by the base
layer is fixed, the number of bits allocated to the enhance-
ment layer is also fixed. Different codecs need to adjust the
quantization factor to meet this number of bits. Which type of
codec loses less information during the adjustment process,
the better the performance it gets.

IV. CONCLUSION
In this paper, we further propose an extended improved
hybrid image compression scheme, which adopts the soft-to-
hard quantification method to take the place of the rounding
quantization method. We also explore the problem of bit
rate allocation and the impact of different encoders on the
enhancement layer. The performance of our proposedmethod
is better than [2], [4] in MS-SSIMmetric across a large range
of bit rates. In future work, we will further improve the per-
formance of the hybrid image scheme in the YUV domain by
improving the performance of the base layer and introducing
the new arithmetic coding algorithm to processing compact
images C .
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