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ABSTRACT In recent years, Topic Detection and Tracking (TDT) has served as a core technology for
searching, organizing and structuring news oriented textual materials from a variety of internet news and
social media. The biggest challenges of TDT are the sparsity and complexity of data, organization of
topic granularity, unexpectedness of emergency topics, and the unpredictability of topics evolution. This
paper proposes a new TDT method based on event ontology for hierarchical topic detection and tracking
topic evolution, named TDTEO. As domain-oriented event knowledge base, the event ontology provides
event classes hierarchy based on domain common sense, as well a set of scenario models that describe the
occurrence and evolution of different types of emergency events. The proposed method solves the problem
that new emerging events are easy to be missed in the process of topic detection, and solves the problem
that the topic model is easy to result in semantics drift due to the dynamic evolution of topic, and it can
effectively improve the accuracy of topic detection and tracking. Experiments show our models achieve
satisfactory performance of topic detection with a maximum macro-F1 value of 85.25%, and the (CDet )Norm
of topic tracking in the datasets is as low as 0.1028. Experimental results show that hierachical topic model
can effectively detect the topics and tracking model based on event scenario can reflect the trend of topic
evolution.

INDEX TERMS Event ontology, topic detection, topic tracking, hierarchical topic model, event scenario.

I. INTRODUCTION
The Topic Detection and Tracking program originated from a
pilot study of technologies for automatically organizing news
texts sponsored by DARPA in 1996 [1]. The core task of
topic detection is to discover new topics from the data stream
and collect subsequent related reports (data or information).
On the Internet, a sequence ofwebmedia content on a specific
subject forms a topic. A topic can be defined fromally as
‘‘a seminal event or activity, along with all directly related
events and activities’’ [2]. Most research on new topic detec-
tion mainly focuses on the method based on topic mod-
els (also include its variants) and text clustering [3]–[7].
In approaches based on topic model, topics are typically
detected through co-occurrence analysis of document-words.
The construction of the topic model usually utilizes the com-
bination of one or more calculation methods such as word
feature vector, NER (Named Entity Recognition), TF-IDF [8]
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weight calculation. In recent years, researchers proposed
online topic models and temporal topic models to realize
real-time detection of topics, but there still exist deficien-
cies, including time-consuming and high rate of missed
detection [9]. The reasons for these deficiencies include the
sparsity of data and the lack of effective organization of
topics granularity. The topic tracking task is fundamentally
similar to the standard routing and filtering tasks of Infor-
mation Retrieval. Given a detected topic which described
with a few sample instances of news reports, the task is to
identify any and all subsequent news reports describing the
same topic [1]. The biggest challenge of topic tracking is
the drift of topic core content while reduction of the number
of reports or evolution of topic over time. Traditional topic
tracking methods based on topic models usually include vec-
tor retrieval and probability retrieval, neural networks, KNN,
dynamic clustering, decision trees and so on [3], [10]–[12].
In recent years, in response to online topic tracking, some
adaptive topic tracking technologies have emerged, such as
GE, Dragon, UMass [13]. Compared with traditional topic
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tracking technology, adaptive topic tracking technologies
embed a self-learningmechanism, which enables topic model
to be automatically updated along with the development and
evolution of topic in real time, thus to track topic evolution
trend effectively. At present, adaptive topic tracking usually
automatically learns the evolution trend of the topic and the
drift trigger point based on system feedback. However, this
kind of adaptive tracking usually lacks supervision. When
there is too much feedback (which is easy to cause informa-
tion clutter) and too little feedback, it is easy to result in more
serious drift of topic model, which is called pseudo-feedback.

Aiming at the shortcomings of existing online topic detec-
tion and tracking methods, this paper proposes a topic
detection and tracking method based on event ontology,
named TDTEO (Topic Detection and Tracking based on
Event Ontology). Event ontology is a prior knowledge base
constructed according to the law of occurrence and evolution
of events in different domain [14]. The event class is the basic
knowledge unit in event ontology. Event ontology contains
formal descriptions (including action, objects, place and time
of event) of main event classes and event instances in a
specific domain. Event ontology also provides event classes
hierarchy model based on domain commonsense, as well a
set of event scenario models that describe the occurrence
and evolution of different types of events. The knowledge
structure of the event ontology is very suitable for topic
detection and tracking. The event hierarchymodel (taxonomy
relationship model) can be transformed into a hierarchy of
topics in specific domain, in which an event class corre-
sponds to a topic, and topic model can be constructed by
using event information. The hierarchical topic model can
overcome the shortcomings of scattered, lacking of organi-
zation and uneven granularity of topics in traditional topic
detection. The event scenario model (non-taxonomy relation-
ship model) in the event ontology describes the semantic
relationships of a series of subsequent events triggered by
a seed event, which reflects the pattern of event occurrence
and evolution. By using event ontology, while a certain topic
is detected, the event scenario model in the event ontology
can be used to predict the occurrence of subsequent events in
advance, thereby updating the topic model by accumulating
features of the subsequent events, and eventually to improve
the effectiveness of topic tracking.

In this paper, we take topic detection and tracking in the
domain of Science and Technology as an example to study
TDT based on event ontology. An event ontology about
Science and Technology is constructed in advance. The pro-
cess of topic detection and tracking includes three steps. First,
according to the event class hierarchy model in the event
ontology, visit each event class from top to bottom in turn,
obtain linguistic expression (a set of keywords to represent
the event class, an example will be seen in TABLE 1) of the
event class. Second, create a corresponding topic model by
using the word vector of these keywords respectively. The
topic models can be calculated by using text vectorization
models (Word2Vec [15]–[17], GloVe [18] or FastText [19]).

Third, update the topic model by using feature vectors (such
as specific event participants, entities, places, etc.) created
from the detected event instances to enhance the adaptability
of the topic model. While tracking a specific topic, we regard
each topic detection model as an initial topic tracking model.
First, find the corresponding event class and its scenario
model in event ontology, and then query its subsequent event
classes (there exist sequence or causal relationship with it)
and obtain the feature data from subsequent event classes to
update the topic model. If there are multiple choices for sub-
sequent events (choice relationship between the subsequent
events), we can obtain features data of subsequent events
according to different branches, and then update these feature
data to topic model respectively. Each branch will generate a
new topic model, so that the evolution process of the topic
can be accurately tracked.

The paper is structured as follows. Section 2 discusses the
related works about topic detection and tracking. Section 3
introduces the event ontology model structure. Section 4
and 5 discuss the topic detection and tracking method based
on event ontology. In Section 6, we illustrate some experi-
mental results in real labeled datasets. Section 7 concludes
the paper.

II. RELATED WORK
The early works of The Topic Detection and Tracking (TDT)
began in 1990s [1]. Over the past decades, many methods
have been proposed for TDT. Since 1998, the National Insti-
tute of Standards and Technology(NIST) has held an inter-
national conference on topic detection and tracking every
year. The meeting specified the criteria for evaluation of
TDT, and divided the TDT tasks into five sub-tasks: report
division, topic tracking, topic detection, first report detection
and association detection [20].

A. TOPIC DETECTION
Topic detection technology can accurately detect topics in the
newsmedia stream, and is used to track the dynamic evolution
process of the topic. Therefore, the most critical issue lies in
topic detection. TDT includes methods based on clustering
models [1]. When the text is described by a vector space
model, the report of the similar topic is closer to the distance
in the vector space, so many clustering algorithms can be
applied to topic detection. Yang et al. [4] proposed a historical
event detection method based on average grouping hierar-
chical clustering, which made use of the characteristics of
events clustering over a period of time, so that the aggregated
result had higher average similarity. Kumaran and Allan [5]
used VSM to express news topics and reports, and endowed
higher weights to named entities for entity detection.
Li et al. [6] proposed a news event detection method based
on probability generation model which integrated the content
and time information of news events into a unified framework
and combined the content and time information to detect
historical events. Wei-Hua and Yuman-Quan [7] proposed
a topic discovery algorithm based on multi-layer clustering,
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which divides all data into related groups, and optimizes
the groups clustering with multiple strategies to improve the
effect of topic detection. These cluster-based models have
some drawbacks, such as the selection of appropriate number
of clusters, and the number of topics obtained by clustering
may be significantly different from the actual topics.

The theme-based model is a generation model of probabil-
ity maps by establishing an association between information
and topics. Zeng and Zhang [21] used the hidden Markov
model to represent the topics in the text. Based on the model,
the TDT algorithm combined with the theme transformation
improves the accuracy of subject detection. Yuan et al. [10]
proposed a self-aggregating text topic model that uses auto-
matic aggregation in the modeling process of the topic. Based
on Twitter’s huge amount of information and short text,
Ding et al. [22] proposed a Dirichlet processing model to
realize the topic detection of short text stream. Due to the fact
that social network text is short and sparse, the traditional
topic detection methods can’t solve the problem of text
sparsity. Shi et al. [3] proposed a topic discovery method
based on RNN and topic model, which use RNN to learn the
relationship between words as the a priori knowledge of topic
model, and simultaneously constructs word pairs to solve the
sparsity problem of text topic modeling. Chen et al. [23]
proposed a heterogeneous topic model for large amount of
heterogeneous information in the media, and realized the
correspondence of text themes by iteratively updating the
themes and words distribution. These theme-based models
are more affected by high frequency words. As a result,
the model inclines to high-frequency feature words, resulting
in insufficient text differentiation.

In recent years, with the rapid development of deep
learning technology, deep learning has also been applied
to topic detection. Zhou et al. [24] combined CNN and
RNN to capture the local features of phrases and semantic
information of sentences to achieve the classification of
the text. Xiang et al. [25] took character-level text as the
original information and used an one-dimensional convo-
lutional neural network to classify the text. Pappas and
Popescu-Belis [26] used hierarchical attention mechanism
to indicate the importance of words or sentences combined
with contextual information to achieve classification of text.
Zhou et al. [27] suggested a hierarchical neural network
with automatic semantic feature selection to improve the
whole performance of Chinese conversation topic classi-
fication tasks. Zhang et al. [28] proposed a coordinated
CNN-LSTM-Attention model for emotional classification of
text. These deep learning methods can achieve higher accu-
racy and reduce the redundancy of artificial design features,
but the training cost of the model is higher and it takes a lot
of time and computing resources, the trained model cannot
modify learned parameters unless retrain.

B. TOPIC TRACKING
The research of topic tracking can be divided into two
types: non-adaptive topic tracking and adaptive topic track-

ing. Knowledge-based and statistics-based methods are the
main methods of non-adaptive topic tracking. Allan et al. [1]
proposed a topic trackmethod based on decision trees, it must
rely onmulti-layer tree structure to obtain the correct tracking
strategy, which would lead to missing detection. Papka [29]
adopt KNN classification algorithm to extract K reports
similar to current reports for tracking. Zhang et al. [11]
introduced entity words in topic tracking, which improved
the tracking effect. Chen et al. [30] proposed a method of
topic tracking based on semantic relevance, which solved
the problems of sparse feature and inaccurate topic tracking.
Because non-adaptive topic tracking is to build a topic model
based on a small number of topic reports, and users usually
have very little knowledge of sudden topics, the topic model
is usually insufficiently practical in application.

Adaptive topic tracking can achieve continuous track-
ing through self-learning mechanism, which can not only
embeds new features for topic, but also dynamically adjust
the weight of features. Rao et al. suggested a multi-relational
term scheme for first story detection [31]. In adaptive topic
tracking, Franz et al. [32] proposed a topic tracking method
based on supervised and unsupervised. The topic model of
initial training in practical is not sufficient and accurate,
Ren et al. [12] proposed an adaptive topic tracking method
based on K-Modes clustering. Yeh et al. [33] proposed
a dynamic concept implicit Dirichlet distribution model
for topic tracking in conversational. Compared with the
traditional Latent Dirichlet Allocation(LDA) model, this
model takes time characteristics into account by introducing
dynamic concepts. Cai et al. proposed a novel framework
for constructing temporal event map [34]. Xu et al. [35] and
Vargas-Calderón et al. [36] used LDA model to extract topic
information from news texts, then improved single-channel
algorithm for topic tracking and introduced time decay func-
tion to improve the similarity between topics, Syed and
Spruit [37] testified that use full-text data of documents can
increase quality of extracted topic information.

III. PREREQUISITES
A. EVENT ONTOLOGY DEFINITIONS AND STRUCTRUE
In recent years, ontology has been used to provide seman-
tic information for topic detection and tracking [38].
However, most of these ontologies are traditional conceptual
ontologies, which describe the static relationship between
concepts. The semantics of conceptual relationships are
weak, especially it is difficult to represent the evolution
of topics, so the effectiveness of improving topic detection
and tracking is limited. Event ontology is a shared, formal
and explicit specification of an event class system model
that exists in real world objectively [39]. Compared with
traditional conceptual ontology, event ontology pays more
attention to the dynamic features of event. It is a dynamic
knowledge base for representation of events, and can describe
the occurrence and evolution of events in news reports more
effectively. Event ontology can be represented as a knowledge
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base composed of a set of event classes, a set of relationships
between event classes and a rule sets. It can be formally
defined as a 3-tuple:

EO ::=< ECs,Rs,Rules >

where ECs denotes a set of all event classes involved in event
ontology and Rules denotes a set of rules for event knowl-
edge inference. Rs represents a set of f relations between
event classes, including taxonomy relation (is_a relation) and
5 non-taxonomy relations:

Rs ::= {Ris_a,Rfollow,Rchoice,Rcause,Rcompose,Rconcur }

Fig.1 shows the structure of a domain event ontology.
It consists of an overall event hierarchy model and a set
of event scenario models. Event hierarchy model is usually
a directed acyclic graph that is composed of event classes
and taxonomy relations between them. Event scenario model
is usually a directed cycling graph that consists of event
classes and non-taxonomy relations, which is used to describe
the pattern about occurrence of a seed event and a set of
subsequent events triggered by it. Event scenario models
usually express the rules and patterns of event occurrence
or evolution. Elements of event can also be described as
a conceptual hierarchy model, such as object hierarchy,
organization hierarchy and place hierarchy.

FIGURE 1. The structure of event ontology.

We use the definition of event in [39] to describe the
event in event ontology. The event in the news media can be
described as a knowledge unit consisting of actions (trigger
the event), objects involved in the event, place, time, status
and linguistic expression. The linguistic expression of event
is usually described in the form of keywords dictionary, which
can be used to calculate the features vector of the event. For
example, an event ‘‘Exposure of Paper Plagiarism’’ can be
described with framework-based specification as TABLE 1.

TABLE 1. Specification of Event Class ‘‘Exposure of Paper Plagiarism’’.

IV. TOPIC DETECTION
A. TOPIC DETECTION MODEL
Traditional topic detection is usually an unsupervised learn-
ing task (with no labeled samples and prior knowledge).
Topic detection includes discovering unrecognized topics in
cumulative news texts or real-time news streams. Due to the
sparsity and complexity of massive news data, topic detec-
tion methods are difficult to create effective topic models
and obtain high-accuracy detection. In practical applications
of online topic detection, the topic to be detected is usu-
ally highly focused (the semantics of topic is identified in
advance). For the reason that event classes hierarchy model in
event ontology contains the semantic information of different
levels of event types in a specific domain, it can be used as
a priori knowledge to construct effective and adaptive topic
detection models. The semantic information of event could
be obtained from textual linguistic expression of event and
event elements, which are usually expressed in the form of
keywords or phrases like TABLE 1. As a result, we pro-
pose an algorithm of topic detection model construction,
see algorithm 1.

In algorithm 1, the vectorization process in step 4 is to
embed topics into the vector space, and we use the pre-trained
model(Word2Vec, GloVe or FastText) to construct the topic
model, which enhances the semantics of topic model.

By using algorithm 1, a hierachical topic model can be
derived based on event class hierarchy, which could cover
semantics of news texts to the greatest extent for a specific
domain. Fig. 2 is a partial event class hierarchy model in the
domain of Science and Technology Events, which shows part
of event classes with taxonomy relationships between them.
Therefore, we can construct topic models for all event classes
in the event class hierarchy by using the process above. For
example, according to specification of event class ‘‘Expose
Paper Plagiarism’’ in TABLE 1, by using step 2 and step 3 of
the algorithm 1, a set of feature words could be extracted and
extended as:
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Algorithm 1 Topic DetectionModel Construction Algorithm
Require:

1. Event classes hierarchy model from a domain event
ontology.
2. training dataset of the domain topic.

Ensure:
1: Select the root node of event ontology as root event class
EC .

2: Start fromEC of the event hierarchymodel, create a topic
TP with the same name as EC , and obtain the linguistic
expression of the actions, objects, places and status of
EC in turn, name them as LE = {LEj|1 ≤ j ≤ 4}
respectively.

3: Expand LE of TP by reusing the hypernym and hyponym
in WordNet. The extended LE is called LE ′ = {LE ′j|1 ≤
j ≤ 4}.

4: Extract u keywords from training dataset by TF-IDF, and
we use

−→
VTP describe TP in the vector space by using

formula 1:

−→
VTP = 1/2

4∑
j=1

lj∑
k=1

ωj
−→
Vjk
lj
+ 1/2

u∑
i=1

−→
Vi (1)

lj is the keywords number of LE ′j , we use the vetorization
model like Word2Vec, GloVe or FastText to describe the
keyword in the vector space,

−→
Vjk represents the vector of

the k th keyword vector of LE ′j . ωj(1 ≤ j ≤ 4) denotes

weights of different elements in EC ,
−→
Vi represents the

vector of the ith keyword vector of the keywords from
training dataset.

5: Continue to read the next n sub-event class of EC named
EClower , ECloweri represents the i

th of the EC children.
Repeat step 2 to step 4 and create topic TPloweri for
each ECloweri , then calculate feature vector of TPloweri
as
−−−−→
VTPloweri to construct topic models. After that, update

−−−−→
VTPloweri by using formula 2:
−−−−→
VTPloweri = λ

−−−−→
VTPloweri + (1− λ)

−→
VTP(0 < λ < 1) (2)

where λ denotes the offset ratio, it gives
−−−−→
VTPloweri an

effective offset.
6: Iterate over the children of ECloweri , and set ECloweri

as the new root EC , then repeat step 5 until all event
classes in event class hierarchy model are visited and
their corresponding topic models are generated.

7: return A hierarchical topic detection model.

Feature words = {Entity: Paper, Article, Journal, Period-
ical, Title, Author, Plagiarist, Similarity, Editor, Experiment,
Experiment Data, Experiment Result;
Actions: Disclosure, Expose, Plagiarism, Duplication,
Forgery, Falsify, Violation, Deny, Admit, Apologize;
Place: University, Institute, State, Province, Country, Weibo,
WeChat;
Time: Year, Jan, Feb, . . . ;
Status: Infringed, Criticized, Reputation Damaged }.

FIGURE 2. Partial Event Class Hierarchy of Science and Technology
Events.

The words are expanded by HowNet [40] and TF-IDF [8].
And then, we can construct a topic model ‘‘Expose Paper
Plagiarism’’ with these feature words. By using formula in
step 3 above, the vector space of the topic model can be
generated as {0.0352,−0.2352, . . . , 0.1632,−0.0725}. The
size of vector is the dimension size of the model.

B. DETECTION ALGORITHM
The topic detection model is constructed from event ontology
of specific domain, which has good hierarchical structure and
rich semantics. Based on topic models above, we can identify
topics from a sequence of news events, which uses the vector
space model to construct the cluster centers by using the lin-
guistic expression of the nodes in the topic detection model,
then calculates the similarities between each topic center
and vectorized news events. The algorithm does not need to
repeatedly search cluster centers like K-means [41], and the
computational complexity is close to O(n). It dynamically
updates the topic centers by accumulating newly-detected
events vectors, and then updates the detection model [8].
Fig. 3 shows the process of topic detection, which is described
in algorithm 2. We use cosine similarity to calculate the
similarity of two vectors by formula 3 in detection algorithm.

SIM−→v −→u =
−→v · −→u

|
−→v ||−→u |

=

n∑
i=1

vi × ui√
n∑
i=1

(vi)2 ×

√
n∑
i=1

(ui)2
(3)

where −→u and −→v are vectors with the same dimension n.
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FIGURE 3. The process of topic detection.

Algorithm 2 Topic Detection Algorithm of TDTEO
Require:

1. Topic detection model TM .
2. A news text(event) set NS with implicit topics.

Ensure:
1: Select the root node of TM as intial root TP and news text

set NS as initial input texts.
2: Get n children topic nodes of root TP as TPlower , and
−−→
VTPi describes TPlower i which is the i

th child of TP in the
vector space.

3: NSj represents the jth event of NS, we divide each NSj
text into w words after removing stop words, then use
formula 4 to calculate the vector for NSj as

−→
VEj :

−→
VEj =

1
w

w∑
k=1

−→
Vk (4)

where
−→
Vk represents the k th word in the vector space.

4: For each TPlower i in TPlower and each NSj in m events,
calculate the similarity of

−−→
VTPi and

−→
VEj as SIM−−→VTPu

−→
VEv

.
If the relationship i, j = arg

u,v
max SIM−−→

VTPu
−→
VEv

is satisfied,

it means that the similarity between NSj and TPloweri
is the highest, NSj belongs to the topic node TPloweri .
Repeat step 4 until all events in the node TP are detected
to TPlower .

5: Set each TPloweri in TPlower as the new root TP, and set
the events detected to the new root TP becomes the input
events NS. Repeat step 2 to step 4 until the model has no
children nodes.

6: return A set of topics with news texts.

For the reason that it is difficult to identify which words
are the most prominent and most effective in the models,
we averages the semantics of the text based on text vector-
ization methods in step 3, which can improve the robust-
ness of the model and reduce the interference caused by
randomness [42]. The average vectorization is similar to
average-pooling in deep learning, which can reduce vector
offsets, so it will not result in ‘‘overfitting’’ that often happens
in neural networks. For example, for the topic of ‘‘Expose
Paper Plagiarism’’, most of the high-frequency words in
news texts are descriptive words with strong sentiments like
‘‘shock’’ and ‘‘shame’’. On the contrary, the frequency of

verbs words like ‘‘plagiarize’’, ‘‘publish’’ and ‘‘duplicate’’
is relatively small, which are directly linked to the topic
of ‘‘Expose Paper Plagiarism’’. Obviously, increasing the
weight of these verbs while describing the topic of ‘‘Expose
Paper Plagiarism’’ will make the topic model more precise.
However, when describing sports topics, more professional
sport nouns are more likely to discriminate different sport
topics. When describing a topic, we usually need to use
prior knowledge to determine which types of keywords is
more important (need to increase weight). Therefore, when
describing an unknown new topic, it is a wise choice to set
average weights for different types of keywords. Although
there are many words in a news text that can not accurately
describe the topic, or even deviate from the topic, other texts
will also have similar problems. If there are similar offsets in
vector space, nomatter whether these offsets are eliminated or
not, there is no effect on accuracy of topic model. Therefore,
we use the average vectorization to model topics, thus to
reduce the random influence which may be caused by differ-
ent artificial prior knowledge, and enhances the robustness of
topic models.

The proposed hierarchical topic model consists of topics
with different granularity. In general, the hypernym topic con-
tains the semantic features of all its hyponym topics, which
enable fine-grained topic detection, but also avoid missing
detection of topic. For example, while identifying the topic
of Zhaitianlin’s plagiarism with the topic model in Fig.2,
if an article can be matched with the feature vector of the
Science and Technology topic, it will be classified as the topic
of ‘‘Expose Paper Plagiarism’’. If it can not be matched,
the article further matches its hypernym topic Expopse
Sci-tech Scandals. Since the topic Expopse Sci-tech Scan-
dals topic contains more semantic information, including
feature vector of the topic Expose Fraud and Expose Moral
Violations. As a result, the article has a high probability of
being matched with the topic of Expopse Sci-tech Scandals.
Therefore, the hierarchical topic model can effectively
improve the efficiency of topic detection.

V. TOPIC TRACKING
A. TOPIC TRACKING MODEL
The event scenario model (non-taxonomy relationship
model) in the event ontology describes the semantic relation-
ships of a series of subsequent events triggered by a seed
event, which reflects the pattern of event occurrence and evo-
lution. On the basis of topic detectionmode, the topic tracking
model integrates the semantic information of topic evolution
by accumulating word features of the subsequent events in the
event scenario model, and eventually achieves topic tracking
and evolution. The construction of topic tracking models is
described as algorithm 3.

Fig. 4 describes a scenario model of ‘Expose Paper Pla-
giarism’’ in event ontology, which can be transformed into
a topic model vector group TMV. If we use a vectorization
model Word2Vec, and the dimension of it is n, each node in
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Algorithm 3 Topic Tracking Model Construction Algorithm
Require:

1. An domain event ontology.
2. One topic node TP in detection model.

Ensure:
1: For the topic TP, the corresponding event scenario model

is queried from the event ontology according to the topic
name.

2: Extract the seed event class of the node corresponding
event scenario model as eventseed , obtain the linguistic
expression of the actions, objects, places and status of it
in turn, name them as LE , and LE = {LEi|1 ≤ i ≤ 4}
respectively. Then expand LE of TP by reusing the hyper-
nym and hyponym in WordNet to enhance vocabulary
richness. The extended LE is called LE ′, and LE ′ =
{LE ′i|1 ≤ i ≤ 4}.

3: Calculate the vector of LE ′ with a text vectorization
method to describe eventseed in a vector space. For exam-
ple, LE ′j containsmwords, and

−→
Vk represents the k th word

in the vector space of the model,
−→
LE ′j represent the vector

of LE ′j which can be calculated by using formula 5:

−−→
VLE ′j =

1
m

m∑
k=1

−→
Vk (5)

4: We use
−−→
Vseed to represent the average vector generated by

the elements and extended elements of eventseed .
−−→
Vseed

can be calculated by using formula 6:

−−→
Vseed =

4∑
j=1

ωj
−−→
VLE ′j (6)

where ωj(1 ≤ j ≤ 4) denotes weights of different
elements. Then add it to the topic model vector group
TMV, and TMV = {

−−→
Vseed }.

5: According to event scenario model obtained in step 1,
extract the subsequent event classes (including causality,
concurrency, etc.) of eventseed by breadth-first traversal,
then calculate the vector of each subsequent event classes
by step 2 to step 4, and add the vectors to TMV.

6: Repeat step 5 until all nodes of the scenario model
are calculated and added the vectors of them to TMV.
If the scenario model has k event class nodes, the vector
group of the topic template will be expanded as TMV
= {
−→
Vc |c ∈ {1, . . . , k}}.TMV represents the vector group

as the topic tracking model.
7: return A topic tracking model with scenarios based on

event ontology.

the scenario can be transformed into a vector {v1, v2, . . . , vn}
by the above construction method, and the TMV will be
represented as:

{{v(1)1 , v
(1)
2 , . . . , v

(1)
n−1, v

(1)
n }, {v

(2)
1 , v

(2)
2 , . . . , v

(2)
n−1, v

(2)
n },

. . . , {v(k)1 , v
(k)
2 , . . . , v

(k)
n−1, v

(k)
n }}

FIGURE 4. A scenario model of ‘‘Expose Paper Plagiarism’’ in event
ontology.

FIGURE 5. The process of topic tracking (with tracking distance = 1).

B. TRACKING ALGORITHM
The core task of topic tracking is to determine which
newly-coming news events are semantically related to a iden-
tified topic, which we use a threshold value to measure.When
a sequence of news events are input to the tracking system,
the news events that are similar to the original tracking model
with a similarity higher than a given threshold value will be
identified (be tracked), and the topic tracking model will be
updated dynamically by accumulating features of the newly
tracked events. The topic tracking algorithm is described
in algorithm 4, Fig.5 illustrates the process of topic tracking
according to algorithm 4.

As we all know, the keywords in a text usually represent the
core semantics of the text to a large extent. In algorithm 4,
we use keywords to calculate the vectors of each news text
and assign a certain weight λ to the keywords. In the process
of tracking, the model will change weight distribution by
triggering event scenarios that integrated in the topic tracking
model, which gives the model self-updating ability.
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Algorithm 4 Topic Tracking Algorithm of TDTEO
Require:

1. A topic tracking model for specified topic.
2. A news text (event) set NS entered in time sequence.
3. A threshold as T that triggers tracking, it is also the
similarity threshold between tracking model and news
text.
4. Distance d , it represents the distance of topic evolu-
tion.

Ensure:
1: By using algorithm 3, construct model vector group

TMV = {
−→
Vc |c ∈ {1, . . . , k}} of specified topic tracking

model. Create a listTL for tracked news, an empty vector
group TE for triggered event node and an empty vector
group PTE for event nodes that follow the triggered
nodes within distance d (called tracking distance), then
calculate the base vector of the topic tracking model as
VTP by formula 7:

−→
VTP =

1
k

k∑
c=1

−→
Vc (7)

2: For each news in NS, we use NSi to represent the ith

event of NS, and we divide each NSi text into u words
after removing stop words, extract v keywords of NSi
by TF-IDF, and then calculate the weight vector

−→
VEi by

formula 8:

−→
VE i =

1− λ
u

u∑
t=1

−→
Vwt +

λ

v

v∑
t=1

−→
Vkt (8)

where
−→
Vwt presents the vector of the t th of u words,

−→
Vk t

presents the vector of the t th of v keywords, λ denotes
the offset ratio of keywords.

3: Calculate the similarity between VTP and VEi ,if
SIM−→

VTP
−→
VEi

< T , jump to step 2 and calculate the next
news text. If SIM−→

VTP
−→
VEi

>= T , the NSi belongs to the
topic, add NSi to TL.

4: If the relationship j = arg
c
max SIM−→

Vc
−→
VEi

is satisfied, add
−→
Vj to TE. Find the event node nodej corresponding to
−→
Vj in the topic tracking model, and check all subsequent
nodes with distance less than d + 1, then add the vectors
of these nodes to PTE. If PTE contains

−→
Vj , pop it out,

then update the current topic scenario vector by formula 9
as new

−→
VTP:

−→
VTP =

l1∑
t=1

−−→
VTEt +

l2∑
t=1

−−−→
VPTEt

l1 + l2
(9)

where l1 and l2 represent the size of TE and PTE,
−−→
VTEt

is the t th vector of TE,
−−−→
VPTEt is the t

th vector of PTE.
5: Repeat step 2 to step 4 until all news in NS are tracked.
6: return TL

VI. EXPERIMENTS AND ANALYSIS
A. MODELS AND DATASETS
We construct an event hierarchy model including five major
types of event classes (Sports, Military, Entertainment,
Society, Science and Technology) and 42 fine-grained event
classes according to the structure of event ontology. Fig.2
shows a part of the event hierarchy model of ‘‘Science and
Technology Events’’, which be used to construct a topic
detection model by using algorithm 1. We select ‘‘Expose
Paper Plagiarism’’ as a specific domain for topic tracking,
and construct an event scenerio model of ‘‘Expose Paper
Plagiarism’’ as Fig.4, which is used to construct the topic
tracking model by using algorithm 3.

TABLE 2. Hyperparameters of pre-trained models.

We use Word2Vec (CBOW and skip-gram), GloVe and
FastText to train Sogou news corpus [43] after word seg-
mentation and stop words removal. The hyperparameters we
selected are shown in TABLE 2. We collect 21,778 Chinese
news texts from Global News1 from January to July 2019.
They are divided into five main topics for topic detection
experiment: Sports (1,124), Military (5,412), Entertainment
(4,714), Society (6,683), Science and Technology (3,845).
We labeled 2,048 news texts of Science and Technology with
42 fine-grained topics to verify our method is also effective to
detect fine-grained topics. We labeled 138 events of Zhaitian-
lin’s plagiarism in 3,845 news for topic tracking experiment.
For topic detection, we used the overall accuracy, F1 value

of various topics, the macro-precision, the macro-recall and
the macro-F1 to evaluate effectiveness of topic detection.
For topic tracking, the evaluation method in TDT2004 [44]
is usually adopted. The proposed method is measured and
evaluated according to the loss rate and false positive rate of
the relevant news in the topic detection and tracking results.
They can be calculated as formula 10:

Ctrack = CmissPmissPtarget + CFAPFAPnon−target (10)

where Cmiss and CFA are the costs of misses and false alarms,
Ptarget and Pnon−target are a priori probabilities of whether a
news is related to a tracking topic. In addition, Pmiss is the loss
rate of the tracking news and PFA is the false positive rate of
the tracking news. We use (CDet )Norm to evaluate the result of

1https://huanqiu.com/
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TABLE 3. The experiment results for detection of 5 major topics.

topic tracking methods by formula 11:

(CDet )Norm =
Ctrack

min(CmissPtarget ,PFAPnon−target )
(11)

(CDet )Norm represents the error recognition cost of the
tracking system. The smaller value of (CDet )Norm, the better
system tracking performance. In general, Ptarget , Cmiss, CFA
and Pnon−target are set to the following values: 0.02, 1, 0.1 and
0.98.

B. TOPIC DETECTION EXPERIMENT
In order to verify the effectiveness of the TDTEO
methods, we compare TDTEO method with K-means and
LDA [33], [45] by detection experiments of five major types
topics (Sports, Military,Entertainment, Society, Science and
Technology) and 42 fine-grained topics in Science and Tech-
nology Events.

In the detection experiment based on K-means [46],
we assume that the number of clustering centers is the num-
ber of topics to be detected. We use different vectorization
models with TDTEO method. In TDTEO, topic models are
constructed from linguistic expression keywords of event
and event elements from event ontology. We use TF-IDF
to extend 5,10,20 and 100 keywords based on datasets
with a ratio which are selected randomly and constructing
the topic centers by algorithm 1. We compare the overall
accuracy, F1 value and running cost of topic detection in this
experiment.

According to the experiment results in TABLE 3,
the time-consumption of the method based on TF-IDF vec-
torization is much higher than that of the method based on
pre-trained models. The vectorization of TF-IDF needs to be
initialized, which costs more time. It also can be seen that

TF-IDF method has a good effect in detecting topics about
themilitary, due to the features of topics related to themilitary
having a high differentiation from other topics.

TABLE 3 also shows that LDA is obviously effective, but
it takes more time to train the data for calculating the topics
distribution. When the ratio of training dataset increases,
the effect is significantly improved, but time-consumption
increases obviously. The overall accuracy of LDA reaches
84.78% when the ratio of training dataset achieves 70%,
but it is worse than TDTEO method based on vectorization
model like Word2Vec. The vectorization model is generally
a pre-trained model contained rich semantic information, and
its time-consumption is lower than TF-IDF and LDA, so it
has better performance in TDT tasks of real-time data flow.

The TDTEO method proposed in this paper has an overall
accuracy of 86.52% when using w2v1 with 1% training
dataset to expand 5 keywords. With the increase of the
proportion of used data and the expansion of keywords,
there is a small increase of the time-consumption, and the
overall accuracy is close to K-means. When using 10%
of training dataset to expand 100 keywords in the topic
detection model, the overall accuracy achieves 90.67%, and
the time-consumption is 101 seconds, which is only 28.58%
of the time-consumption of K-means method. The TDTEO
method based on w2v1 and w2v2 reaches a competitive over-
all accuracy, and the accuracy result of TDTEOmethod based
on GloVe reaches 91.93%. In the TDTEO topic detection
method, topic centers could be constructed quickly while the
topic model maps to vector space, which are similar to the
clustering centers in K-means method. In addition, the com-
putational complexity of topic centers found in TDTEO is
only O(n), which is better than K-means method with the
computational complexity O(n2) for finding cluster center.
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We select 2,048 news texts from topic Science and Technol-
ogy for fine-grained topic detection experiment. The dataset
is manually labeled with 42 topics according to the topic
model that we constructed from event class hierarchy of
Science and Technology Events shown as Fig. 2. We use
macro-precision, macro-recall and macro-F1 as indicators to
evaluate the results of the experiment, as shown in TABLE 4.
The macro-precision of the K-means algorithm based on
FastText is only 33.65%, and the macro-recall is 72.38%. So,
the macro-F1 value is generally lower, it means K-means
method based on the vectorization performs poorly in the
fine-grained topic detection experiments. LDA also has a
low macro-precision and high macro-recall, and its macro-
F1 value is 45.56%, which is better than K-means method.
The TDTEO method with w2v1 has the best result with
65.03% macro-precision, 75.23% macro-recall and 69.76%
macro-F1 value. As well, w2v2-based model performs well.
Though all indicators decreased significantly when using
TDTEOwithGloVe, the macro-F1 achieves 48.93%, which is
better than LDA. This shows that the TDTEO method based
on pre-trained models performs better in fine-grained topic

TABLE 4. The experiment results comparison of fine-grained topics
detection.

detection tasks, and Word2Vec models are more competitive
than GloVe and FastText.

In order to study the influence of the training dataset ratio
and the number of extended keywords on the detection effect,
we choose 6 different training dataset ratios and 7 differ-
ent keyword expansion numbers to compare the accuracy
of topic detection. Fig. 6 shows the effect on the detection
accuracy with different models while adjusting the training

FIGURE 6. Accuracy comparison of topic tracking based on four models with different training dataset ratios and different number of extended
keywords.
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dataset ratio and the number of expanded keywords.When the
training dataset ratio increases, the accuracy also increases
slightly. This effect can be explicitly observed by comparing
the training dataset ratios with 1%,5%,. . . and 70%.When the
number of extended keywords increases slightly, the accu-
racy also increases. When the number of extended keywords
reaches 300 and the ratio of training dataset ratios is 70%,
the accuracy achieves 85.25% by using w2v1 model. From
the trends in Fig. 6, we can see that GloVe and FastText
work effectively when the number of extended keywords and
training percent increase. However, they can not achieve the
effect of w2v1 and w2v2 models.

C. TOPIC TRACKING EXPERIMENT
According to the topic detection experiments, we find that
Word2Vec models are always better than other models, and
the w2v1 model trained by skip-gram method is better in
topic detection, so we only choose w2v1 for topic tracking
experiment.

In the topic tracking experiment, we use the indicator
(CDet )Norm to evaluate the effect of topic tracking. We choose
a specific topic model as the target topic (about Zhai tianlin,
a Chinese actor, who was revealed of plagiarizing in his
doctoral dissertation) to be tracked, we choose 138 events
of Zhaitianlin’s plagiarism in 3845 news for topic tracking
experiments. The topic started on January 31th and lasted until
June 30th in 2019.

TABLE 5. The experiment results comparison of topic tracking with
different parameters.

We calculate Pmiss, PFA and (CDet )Norm while using
different distances of subsequent events information and dif-
ferent trigger threshold to update topic tracking model. The
experimental results are shown in TABLE 5.When the trigger
threshold is lower as 0.5, the value of Pmiss is usually lower,
which means the input news text is easy to be matched to
the target topic. With the trigger threshold increases, some
news texts can’t match the corresponding topic, resulting in
the increase of Pmiss and the decrease of PFA. In topic tracking
experiment, we update the tracking model of Zhaitianlin’s
plagiarism with subsequent events with distance of 1, and
set the threshold as 0.5, 0.7 and 0.9, which result in Pmiss
increases obviously, and PFA decreases. However, due to
the high weight of PFA in (CDet )Norm, (CDet )Norm does not
increase significantly. It come to a conclusion that increasing
T can effectively decrease PFA, but at the cost of increasing

of Pmiss. According to the experimental results, we also find
that in the process of tracking, using different distances of
subsequent events information to update the topic model will
result in different topic tracking effect. When all thresholds
are set to 0.5, the PFA is 0.2113 while updating the topic
model by using the subsequent events information with dis-
tance of 3. In the scenario model, the farther the subsequent
events are from the trigger event, the greater the semantic
distances are from the latest topic tracking model that has not
been updated, so it will increase the false rate. According to
the experimental results, when updating the topic model by
using the subsequent events information of the trigger event
with distance of 1, its (CDet )Norm is as low as 0.1352. This
shows that in the process of topic tracking, the topic evolution
can be predicted according to the directly subsequent events
information (distance of 1) in the knowledge base, which
usually result in higher tracking accuracy and higher topic
aggregation.

FIGURE 7. (CDet )Norm based on different keywords ratios and training
dataset ratios.

According to TABLE 5, (CDet )Norm achieves the lowest
value (means best tracking effect) when T = 0.5 and d = 1.
Also, we find that different training set ratio and the ratio of
keywords extracted from training set have different effects
on (CDet )Norm. Fig.7 shows (CDet )Norm values for different
ratios of keywords when ratio of training set is 5%, 10%
and 20% respectively. It can be seen that the effect of topic
tracking achieve best when the training set ratio is around
20% and the ratio of keywords is around 70%, and the
minimum of (CDet )Norm is around 0.1028. The experimental
results show that in a certain range, the higher the ratio of
keywords is, the better the tracking effect is. However, when
ratio of keywords reaches 100%, the effect of topic tracking
decreases, because the high ratio of keywords is prone to
semantics drift, and it is difficult to trigger subsequent events
to update the tracking model.

VII. CONCLUSION
In this paper, we propose a new TDT method based on event
ontology for hierarchical topic detection and tracking topic
evolution. Event class hierarchy model and event scenario
models in event ontology are used for topic detection and
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topic tracking, respectively. By using event information in
event class hierarchy models, we can construct a hierarchical
topicmodel for topic detection. Hierarchical topicmodels can
overcome the shortcomings of scattered, lacking organization
and uneven granularity of topics in traditional topic detection.
The event scenario model in the event ontology can be used
to predict the occurrence of subsequent events in advance,
thereby updating the topic model by accumulating features of
the subsequent events, and eventually to improve the effec-
tiveness of topic tracking. Experimental results show that
the proposed method can effectively improve the accuracy
of topic detection and tracking. In the proposed method,
the construction of domain event ontology will inevitably
bring extra labor costs, even high costs for the detection and
tracking of topics. Fortunately, with more attention paid to
the importance of event-based knowledge base, event ontolo-
gies in different domains will be constructed and reused
to the greatest extent, such as domain of natural disaster,
public security, prevention and control of infectious diseases,
etc. Meanwhile, with the increasing attention paid to the
construction of common event knowledge bases from the
semantic web community, more and more issued open event
knowledge bases will gradually reduce the cost.
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