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ABSTRACT In recent years, the importance of semantic segmentation has been widely recognized and the
field has been actively studied. The existing state-of-the-art segmentation methods show high performance
for bright and clear images. However, in low light or nighttime environments, images are blurred and noise
increases due to the nature of the camera sensor, which makes it very difficult to perform segmentation
for various objects. For this reason, there are few previous studies on multi-class segmentation in low
light or nighttime environments. To address this challenge, we propose a modified cycle generative adver-
sarial network (CycleGAN)-based multi-class segmentation method that improves multi-class segmentation
performance for low light images. In this study, we used low light databases generated by two road scene
open databases that provide segmentation labels, which are the Cambridge-driving labeled video database
(CamVid) and Karlsruhe Institute of Technology and Toyota Technological Institute at Chicago (KITTI)
database. Consequently, the proposed method showed superior segmentation performance compared with
the other state-of-the-art methods.

INDEX TERMS Semantic segmentation, low light, nighttime, modified CycleGAN, road scene open
database.

I. INTRODUCTION
The field of deep-learning-based semantic segmentation has
been actively studied since the implementation of the fully
convolutional networks (FCN) [1] and SegNet [2] pro-
posed in 2015. Subsequently, numerous convolutional neural
network (CNN)-based segmentation methods were devel-
oped, showing high performance for various segmentation
databases. However, most semantic segmentation studies
mainly handle daytime databases or bright images, and there
have been few studies on semantic segmentation dealing
with nighttime databases or low light images. In addition,
existing methods show good performance for bright and
clear images captured in daytime but, the performance drops
significantly for nighttime or low light environments. Gen-
erally, in low light environments, the amount of light is
insufficient, and the image is captured with the camera’s
exposure time set longer than daytime. This creates motion
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and optical blur in the captured images and noise is also
increased due to the nature of the camera sensor, mak-
ing it very difficult to perform segmentation for objects in
the image.

To solve this problem, various low light image segmenta-
tion methods [3]–[15] have been studied. The existing meth-
ods can be divided into single class segmentation methods
and multi-class segmentation methods. In single class seg-
mentation studies [3]–[11], segmentation is performed on a
single object only such as pedestrians, vehicles, and traf-
fic lights in a low light environment. Furthermore, as the
methods consider only the characteristics of a single target
object that can be distinguished from the background, rel-
atively high segmentation performance can be achieved. In
multi-class segmentation studies [12]–[15], as segmentation
is performed for multiple objects in a low light or nighttime
image, the features that can clearly distinguish the respective
object should be extracted. However, in low light or nighttime
environments, the brightness is very low, and noise and blur
cause the color and shape information of objects in the image
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to alter or disappear, making the segmentation of various
objects very difficult.

Considering these points, we propose a multi-class seg-
mentation method based on image enhancement in low light
environments. We used a modified version of the original
cycle generative adversarial network (CycleGAN) to enhance
the performance of the conversion of low light or nighttime
images to daytime images [16]. Unlike the original Cycle-
GAN, in the training process of our network, we used paired
data and added L1 loss between the output and the target to
improve the enhancement quality over the existing model.
First, using our modified CycleGAN, we generate an output
image similar to the one captured in daytime from a low light
image. And then, the generated image is used as input to the
segmentation network to perform segmentation on various
objects.

The rest of this paper is organized as follows.
Section 2 introduces the previous semantic segmentation
methods. Section 3 describes the contributions of our study.
Section 4 describes the proposed method in detail, and
Section 5 describes the experimental results with analysis.
Section 6 describes the conclusions of our study.

II. RELATED WORKS
In this section, we compare and analyze various existing
low light image segmentation methods. Most existing deep-
learning-based segmentation studies have proposed segmen-
tation methods of various objects in a daytime environment
where bright and clear images can be captured. As repre-
sentative examples, the recent daytime segmentation meth-
ods [20]–[22] proposed various deep neural networks and
demonstrated their high performance through experiments
using road scene databases (Cambridge-driving labeled video
database (CamVid) [18] and Karlsruhe Institute of Technol-
ogy and Toyota Technological Institute at Chicago (KITTI)
database [19]). The dense segmentation network (DSNet)
[20] selected dense convolutional networks (DenseNet) [23]
that most frequently combine and extract multi-scale infor-
mation as the backbone. Moreover, they improved the per-
formance by modifying the bottleneck structure in the dense
blocks according to the segmentation purposes. The dual
attention network (DANet) [21] appended two additional
attention modules to the residual network (ResNet)-based
dilated FCN. The position attention module and channel
attention module learn and extract long-range contextual
information in the spatial and channel dimensions, respec-
tively. Compared with the existing ResNet-based dilated
FCN model, the network showed higher performance. The
fully residual encoder-decoder network (FRED-Net) [22]
improved segmentation performance and processing speed
by reducing the number of convolutional layers in the exist-
ing SegNet model and applying residual skip connections
using 1 × 1 convolutional layers. These studies [20]–[22],
in addition to several others, have shown high segmenta-
tion performance using various techniques and networks in
daytime environments. However, in low light or nighttime

environments, segmentation performance is degraded due to
various factors. In an environment with very low external
light, motion and optical blur are generated due to the long
exposure time of the camera and movement of objects during
image acquisition. In addition, noise increases due to the
nature of the camera sensor.

To overcome these problems, various low light image seg-
mentation methods [3]–[15] have been studied. Low light
image segmentation studies can be divided into single class
segmentation methods [3]–[11] and multi-class segmenta-
tion methods [12]–[15]. Color-feature-based methods [3]–[5]
used the brightness and color information of a single object.
Wang and Ren [3] improved the image contrast by prepro-
cessing with median filtering and the histogram equalization
method, and segmented a single object using the brightness
and color difference between the background and foreground
pixels. Haltakov et al. [4] used texture and color informa-
tion to segment the candidate regions of a single object.
Alpar [5] obtained the differential image after subtracting
the greyscale image from the red channel image. The object
was then segmented by applying a threshold. The studies in
[3]–[5] reduced the complexity of the algorithm by using
brightness and color features that are distinct from the back-
ground. However, these methods have a disadvantage in that
they are sensitive to changes in brightness and color in the
image. Motion-based methods [6]–[8] used multiple images
to remove the background and segmentation was performed
on the foreground. Soumya [6] removed the background
using a threshold and dynamic matrix. Lee et al. [7] used
additional regularization terms to remove noise in differential
image and reduce the false alarm rate. Li et al. [8] proposed
a voxel surface modeling method that uses three-dimensional
geometric information without using background subtraction
methods [6], [7]. The studies in [6]–[8] used multiple images
to remove the background and showed high segmentation
accuracy for moving objects. However, these methods can
only be used in environments where the camera is fixed.
In addition, because the segmentation is performed based
on the movement of objects, these methods cannot classify
each of the segmented objects. The edge-based method [9]
uses Sobel kernels to detect the edges of objects in NIR
images and select candidate regions. Then, camera geometry
and template matching are used to remove false positives. A
threshold-based method [10] calculated the optimal thresh-
old to distinguish the background and foreground pixels by
applying iterative thresholding, and segmented the object
pixels. A superpixel-based method [11] applied a simple
linear iterative clustering technique as the pre-processing step
and segmented a single object using K-means clustering. All
these studies [3]–[11] extracted features that can distinguish
between background and foreground using various methods
in low light or nighttime environments, and segmented a
single object. As evident from these examples, in nighttime
environments, single class segmentation studies only perform
segmentation for a single object and consider the features
of a single target object that can be distinguished from the
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background, resulting in a relatively high segmentation per-
formance. However, multi-class segmentation studies in low
light environments consist of various classes and differenti-
ation is required for all the different classes, not just for the
background. In addition, segmentation is very difficult due to
problems such as high similarity between classes or occlu-
sion.

To solve these problems, multi-class segmentation meth-
ods [12]–[15] in low light or nighttime environments have
been studied. Dai and Gool [12] used a dataset with five
levels of illumination changes from daytime to nighttime,
and proposed a gradual model adaptation method based on
transfer learning. First, RefineNet [24] based onResNet101 is
trained using a daytime dataset as the first-level dataset. With
the trained model, the test is performed on the second-level
dataset with slightly lower illumination than daytime, and
the result obtained is used as ground truth. This transfer
learning process is repeated for each level of illumination, and
finally, all 1 to 4 datasets are used for the training. Sakaridis
et al. [13] proposed a guided curriculum model adaptation
method using both unlabeled real datasets with three lev-
els of illumination change and low light labeled synthetic
datasets generated by CycleGAN. This method is similar to
the transfer learning method of Dai et al. in [12]; however,
the use of labeled synthetic datasets for learning improved
the segmentation performance over that of previous methods.
The studies in [12], [13] could train their models with night-
time datasets without manually annotated labels. However,
a dataset with various illumination changes was required,
the training time was long, and the training complexity was
high. Sun et al. [14] performed night-to-day image con-
version using CycleGAN, but the generated image quality
was poor and the authors did not show quantitative exper-
imental results. The second proposed method, CycleGAN-
based nighttime image augmentation method, increases the
number of training data by generating synthetic nighttime
images, and improves segmentation accuracy by training the
proposed segmentation network. Valada et al. [15] designed
AdapNet, a ResNet-50-based FCN model, and proposed a
fusion method called convoluted mixture of deep experts
(CMoDE). The dataset used in the experiment has RGB and
depth images in pairs. Two AdapNets trained with RGB and
depth images separately are combined into a CMoDE model,
and the fusion results are obtained as output. This method
shows higher performance than the existing methods with
the fusion of two segmentation networks but has the disad-
vantage of requiring RGB and depth images in pairs. The
studies in [12]–[15] used various transfer learning methods
and segmentation models to improve the segmentation per-
formance in low light or nighttime environments. However,
nighttime images without applying enhancement have very
low visibility. In addition, it is difficult to train segmentation
networks because of lack or inaccurate label information, and
the performance improvement is small.

In view of these limitations of previous studies, we propose
a multi-class segmentation method based on image enhance-

ment using modified CycleGAN in low light or nighttime
environments. Our modified CycleGAN has two major struc-
tural differences from the original CycleGAN. First, by mod-
ifying the structure and number of residual blocks in the
original CycleGAN,we reduced the computational cost while
maintaining the enhancement quality. Second, we used paired
data in the training process and increased the enhancement
quality by adding L1 loss between the output and the target to
the loss function of the original CycleGAN. Unlike existing
multi-class segmentation methods in low light or nighttime
environments [12]–[15], the modified CycleGAN is used to
perform a direct enhancement of low light images to improve
the segmentation performance in low light environments.
First, the low light images with poor visibility are converted
into an enhanced image similar to the daytime image through
the modified CycleGAN, an enhancement network. The gen-
erated image has increased brightness compared with low
light images, and noise and blur are reduced. It is then used as
input to the segmentation network. As the two networks are
separated from each other, the advantages are that the training
complexity of each network can be reduced, and the modified
CycleGAN can be easily combined with other segmentation
networks.

Table 1 summarizes the advantages and disadvantages of
the existing methods and the proposed method for semantic
segmentation research in low light environments.

III. CONTRIBUTIONS
Our research is novel in the following three ways compared
with previous works.

- This study is the first to propose a modified CycleGAN-
based low light image segmentation method that can
improve semantic segmentation performance in low
light or nighttime environments. To improve the per-
formance of the conversion of a low light or nighttime
image to a daytime image, this study added the L1 loss
between the output and the target to the original Cycle-
GAN to improve the image enhancement quality.

- The computational cost is reduced by modifying the
residual blocks of the original CycleGAN into a bottle-
neck structure and reducing their number. In this study,
training and tests were performed by separating themod-
ified CycleGAN, which enhances low light images, and
the segmentation network, in consideration of training
complexity and efficiency.

- A trained CNN model with algorithms and low light
image databases generated from open databases are
available in [25] for other researchers to use.

IV. PROPOSED METHOD
A. OVERVIEW OF PROPOSED METHOD
Figure 1 is a flowchart of the proposed method. In step
(1), the input is low light images. In step (2), the CamVid
database is resized to 320×240 pixels and the KITTI database
to 512 × 176 pixels to minimize the change in the shape
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TABLE 1. Comparisons of the previous and proposed methods for semantic segmentation in low light environments.

FIGURE 1. Flowchart of the proposed method.

of objects in the image. In step (3), the proposed modified
CycleGAN is used for the enhancement of the low light
images to make them similar to the original daytime image.
In step (4), a segmentation network is used to segment the
objects in the enhanced image and output a segmentation
map.

B. IMAGE ENHANCEMENT BY MODIFIED CYCLEGAN
In general, images captured in a low light or nighttime envi-
ronment have low brightness because of less external light.
In addition, when acquiring an image, blur occurs because the
exposure time of the camera is set long, and noise is increased
due to the nature of the camera sensor. Due to these complex
factors, the color and shape information of the objects in low

light images is very limited or disappears, making it very
difficult to segment the objects. In this paper, we propose
modified CycleGAN to improve the segmentation perfor-
mance for low light images, to overcome this problem. The
existing CycleGAN [16] performs various image-to-image
translations using unpaired data belonging to two different
domains. In addition, image-to-image translation was per-
formed using two forward and backward models for unpaired
data so that only the style was similar to the target domain
while maintaining the identity of the source domain image.
However, in our modified CycleGAN, we aim to enhance the
low light images to bright and clear images; hence, we set
the low light database as the source domain and the daytime
database as the target domain. In addition, unlike the existing
CycleGAN, paired data are used and paired L1 loss is added
to maintain the identity of the input image and to improve the
enhancement quality of low light images.

Sections IV.B.1 and IV.B.2 describe the modified Cycle-
GAN generator and discriminator, respectively, in detail, and
Section IV.B.3 describes the loss function.

1) GENERATOR
In this section, we describe in detail the structures of and the
differences between the generators of the original CycleGAN
and our modified CycleGAN. Generally, generative adver-
sarial networks (GANs) divided into generator models and
discriminator models, and they are trained to improve each
other’s performance through adversarial learning techniques.
CycleGAN [16] is derived from GANs [26] to perform
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FIGURE 2. Architectures of original and modified residual blocks: (a) an
original residual block in original CycleGAN, (b) a modified residual block
in modified CycleGAN.

image-to-image translation. CycleGAN consists of two pairs
of generators and discriminators and is designed to enable bi-
directional image-to-image translation for different domains.
The generator of the original CycleGAN can be largely
divided into an encoder and a decoder. First, the encoder con-
sists of the first convolutional layer with the size of the filters
7 × 7, and two stride-2 convolutional layers to reduce the
size of the feature map. Subsequently, there are nine residual
blocks as shown in Figure 2 (a) and the size of the feature
map is maintained. Behind it lie the decoder part, which
consists of two deconvolutional layers that use transposed
convolution to increase the size of the feature map again,
and finally an output layer that produces a fake image with
the same size as the input image. The existing CycleGAN
generator successfully performed image-to-image translation
on unpaired data.

However, because this study aims at enhancement of low
light images, we designed a new network that modified the
generator part of the original CycleGAN to fit our purposes.
Figure 3 shows the architecture of our modified CycleGAN,
and Tables 2 and 3 show the structures of the generator and
discriminator of our network, respectively. Compared with
the existing model, our modified CycleGAN generator has
two major differences. The first difference is the activation
function. The existing model used a rectified linear unit
(ReLU) as an activation function, but this is not suitable when
the input is a low light image. Most pixel values of low light
images are very low and scaled to [−1, 1]; hence, most input
pixel values are negative. In this case, when ReLU is used, the
information of the region with low pixel value can be lost, and
training becomes difficult. Therefore, we replace all the acti-
vation functions of the modified CycleGAN generator with
leakyReLU (LReLU) [27], thereby reducing information loss
and change in the shapes, and improving learning stability.
Second, we modified the residual block, which is part of
the generator. Figure 2 shows the structures of the residual
blocks used in the original CycleGAN and our modified
CycleGAN. The residual block of the original CycleGAN

shown in Figure 2 (a) consists of two convolutional layers
with a filter size of 3 × 3 and a dimension of 256, having a
shortcut structure that adds the input and output of the block.
In contrast, our modified CycleGAN uses a modified residual
block consisting of two 1×1 convolutional layers and a 3×3
convolutional layer. As shown in Figure 2 (b), the modified
residual block consists of three convolutional layers and has
a bottleneck structure that reduces the number of channels
in feature maps to 128 and then increases it to 256 again.
In addition, the number of blocks is reduced from nine to six.
By modifying the number and structure of residual blocks,
we reduce computational cost and processing time while
maintaining the enhancement quality of the output image,
compared with the existing CycleGAN model. Comparisons
and descriptions are detailed in Section V.F.

2) DISCRIMINATOR
In the existing GANs [26], discriminators exist in pairs with
generators and are trained to discriminate between real and
fake images as a single output from the generated fake
images. In the case of CycleGAN, 70 × 70 PatchGAN [28]
is used as a discriminator to distinguish between real and
fake images for overlapping image patches of size 70 × 70.
In this study, we used the same discriminator as the original
CycleGAN. Figure 3 (b) and Table 3 show the discriminator
of our modified CycleGAN. The discriminator consists of
three stride-2 convolutional layers, one stride-1 convolutional
layer, and an output layer. A real or fake image is reduced
to 1/8 in size through convolutional layers, and the final
output layer produces a one-channel prediction map with a
value between 0 and 1. In Table 3, the size of the input
image is 320 × 240×3, and the output of the discriminator
is a prediction map of size 40 × 30×1. The single value
of the prediction map has a 70 × 70 receptive field, which
indicates that real or fake is distinguished for overlapping
image patches of size 70× 70.

3) LOSS FUNCTION
To maintain the identity of the input image, the original
CycleGAN proposed a cycle consistency loss and com-
bined it with least square GAN (LSGAN) loss [29]. How-
ever, to improve the performance of conversion of low
light or nighttime images to daytime images, our modified
CycleGAN uses paired L1 loss, which uses the L1 distance
between the output and the target, in addition to the loss func-
tion of the original CycleGAN. First, we used the LSGAN
loss to perform adversarial learning of our modified Cycle-
GAN. In the existing GANs, log function-based adversar-
ial loss was used, but least-square-based LSGAN loss was
used in our modified CycleGAN to increase the learning
stability and convergence speed of our network. Equation (1)
expresses the LSGAN loss.

LLSGAN(G,D) = Ey∼pdata(y)

[
(D (y)−1)2

]
+Ex∼pdata(x)

[
(D(G (x) ))2

]
(1)
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FIGURE 3. Architecture of modified CycleGAN. The figure shows the (a) generator and (b) discriminator of our
modified CycleGAN. The generator is largely divided into two parts: encoder and decoder. The encoder consists
of the first convolutional layer with filter size 7 × 7, two stride-2 convolutional layers to reduce the size of the
feature maps, and finally six modified residual blocks. The decoder consists of two deconvolutional layers to
increase the size of the feature maps and an output layer that produces a fake image with the same size as the
input image. The discriminator consists of four stride-2 convolutional layers with the filter size 4 × 4 and an
output layer that distinguishes between real and fake images.

G represents the generator and D represents the discrimi-
nator. There are two types of domains, nighttime or daytime,
where x is an input image of the source domain X and y is an
image of the target domain Y. G(x) represents the generated
output image similar to the target domain. G deceives D and
maximizes the value of LLSGAN. D distinguishes whether
the input image is real or fake, and minimizes the value of
LLSGAN.
The second is cycle consistency loss, which is used in

the same way as the original CycleGAN. Cycle consistency
indicates that the input image can be converted to another
domain through a generator and then restored to the original
image using another generator. Equation (2) expresses the
cycle consistency loss.

LCYCLE(GN,GD) = Ex∼pdata(x)[||GN(GD (x))− x||1]

+Ey∼pdata(y)
[
||GD(GN (y))− y||1

]
(2)

x is a low light image of the nighttime domain, and y is an
image of the daytime domain. GN is a generator that converts
the input image into the nighttime domain, and GD is another
generator that converts the input image into the daytime
domain. In our modified CycleGAN, converting the input low
light image x into the daytime domain and then restoring
it is defined as forward cycle consistency and the reverse
process as backward cycle consistency. Finally, the sum of
the L1 distance between the reconstructed GN(GD(x)) and
x and the L1 distance between the reconstructed GD(GN(y))
and y is the cycle consistency loss. Accordingly, the mode
collapse problem was alleviated and the conversion of a low
light or nighttime image to a daytime image was performed
while maintaining the identity of the input image.
Third, we use the paired L1 loss to improve the enhance-

ment quality of low light images, as shown in Equation (3).
As the original CycleGAN uses unpaired data, it is not
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TABLE 2. Architecture of the generator of Figure 3 (Conv, Norm, and LReLU indicate the convolutional layer, instance normalization, and leaky rectified
linear unit, respectively. Tanh indicates hyperbolic tangent).

possible to use the distance between the generator’s output
image and the target image. However, in our study, as the low
light database and daytime database are in pairs, we can use
the L1 distance between the output and the target as the loss
value.

LPAIR(GN,GD) = Ex∼pdata(x)[||GD (x)− y||1]

+Ey∼pdata(y)
[
||GN (y)−x||1

]
(3)

The input image x is an image of the nighttime domain
and the target image y is an image of the daytime domain.
GD (x) and GN (x) indicate the input images converted to the
daytime and nighttime domains, respectively. By adding the
paired L1 loss, we obtain output images that are sharper and
more similar to the target image than when using the original
CycleGAN.

In the training of our modified CycleGAN, the three loss
functions described above were used in combination. Equa-
tion (4) is our final loss function.

LTOTAL (GN,GD,DN,DD) = LLSGAN (GN,DN)

+LLSGAN (GD,DD)

+ λLCYCLE (GN,GD)

+ λLPAIR (GN,GD) (4)

The LSGAN loss is calculated as the outputs of the gener-
ator and discriminator of the forward network (night to day)

and backward network (day to night) of our modified Cycle-
GAN, respectively. Cycle consistency loss and paired L1 loss
are calculated only through the outputs of the generator. λ is
a balancing parameter that adjusts the size of the loss so that
all the loss functions can affect the learning.

4) DIFFERENCES BETWEEN ORIGINAL CYCLEGAN AND OUR
MODIFIED CYCLEGAN
In this section, we summarize the differences between the
original CycleGAN and our modified CycleGAN as follows.

- The original CycleGAN performs image-to-image
translation using unpaired data, but as our modified
CycleGAN aims at low light image enhancement to
improve semantic segmentation performance, paired
data were used and the resulting enhancement qual-
ity was improved compared with that of the original
model.

- The original CycleGAN uses a combination of adver-
sarial loss and cycle consistency loss as a loss function.
In our modified CycleGAN, the paired L1 loss between
the output and the target is added to the loss function
of the existing CycleGAN to improve the enhancement
quality of low light images and to maintain the identity
of the input image.
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TABLE 3. Architecture of the discriminator of Figure 3 (Conv, Norm, and LReLU indicate the convolutional layer, instance normalization, and leaky
rectified linear unit, respectively).

- As the pixel values of the low light images are very low
and the network input range is scaled to [−1, 1], most
input pixel values are negative. In consideration of this,
our modified CycleGAN reduced the loss of informa-
tion on low pixel values and improved learning stability
by using the activation function LReLU, instead of the
ReLU used in the existing CycleGAN generator.

- In the generator of the existing CycleGAN, nine resid-
ual blocks consisting of two convolutional layers were
used. However, in the generator of our modified Cycle-
GAN, we modified the residual block in the form of a
bottleneck layer using 1 × 1 convolution. In addition,
by reducing the number of residual blocks from nine to
six, the enhancement quality was maintained and the
number of network learning parameters was reduced.

C. MULTI-CLASS SEGMENTATION WITH CNN
In this section, we describe the existing state-of-the-art seg-
mentation networks used to measure the segmentation per-
formance for low light images. In this study, we used four
segmentation models. From sections IV.C.1 through sections
IV.C.4 in the order of FCN [1], SegNet [2], pyramid scene
parsing network (PSPNet) [17], and image cascade network
(ICNet) [30], we describe the structure and characteristics of
the respective model.

1) FULLY CONVOLUTIONAL NETWORK (FCN)
FCN [1] is an end-to-end network that performs segmentation
using only convolutional layers. State-of-the-art classifica-
tion networks used as a base model and replaced all fully con-
nected layers with 1×1 convolutional layers to maintain spa-
tial information. In addition, the skip layer fusion technique
was used to reduce the information loss due to the pooling
layer, and multi-scale feature maps were used to show high
segmentation performance. In OUR experiment, we used an
FCN model that has two skip layers and upsamples feature
maps to eight times, and produced prediction maps as an

output. We used a visual geometry group (VGG) Net-16 [31]
model pretrained with imagenet as an encoder.

2) SEGNET
SegNet [2] does not use a fully connected layer and is a
deep FCN composed of 26 convolutional layers using VGG
Net-16 [31] as a base model. SegNet consists of an encoder
that extracts the features of the input image and a decoder
that upsamples the reduced feature maps back to the original
size. There are five pooling layers and upsampling layers in
the encoder and decoder, respectively, and each upsampling
layer is connected to the corresponding pooling layer in the
encoder. Unlike the existing segmentation networks, SegNet
adds max pooling indices received from the corresponding
pooling layers in the encoder when upsampling feature maps
in each upsampling layer. The max pooling indices technique
does not simply use the max value of the input feature maps,
but stores the location information of the max value. With
the use of the max pooling indices, the location and shape
information of objects in the image is maintained and seg-
mentation performance is improved.

3) PYRAMID SCENE PARSING NETWORK (PSPNET)
PSPNet [17] is an FCN network based on the ImageNet
pre-trained ResNet-101 [32]. The structure of this network
divided into feature extractor, pyramid pooling module, and
prediction layer. The feature extractor uses layers up to the
average pooling layer in the ResNet-101 model, and out-
puts 2048 dimensional feature maps reduced by 1/8 of the
width and height of the input image. In the pyramid pooling
module, four different average pooling layers are used to
obtain reduced feature maps of sizes 1 × 1, 2 × 2, 3 × 3,
and 6 × 6. The dimension of each feature map is reduced
to 512 through the 1 × 1 convolutional layer, and then the
feature map is upsampled back to its original size by applying
bilinear interpolation. The four feature maps generated by the
pyramid pooling module are concatenated with the output of

93568 VOLUME 8, 2020



S. W. Cho et al.: Semantic Segmentation With Low Light Images by Modified CycleGAN-Based Image Enhancement

the feature extractor, and finally, a one-channel prediction
map is output through the prediction layer. Zhao et al. [17]
applied the pyramid pooling module to a ResNet-101-based
FCN model to extract global context information efficiently,
and improved segmentation performance compared with that
of previous segmentation networks.

4) IMAGE CASCADE NETWORK (ICNET)
ICNet [30] is a cascade network designed to perform real-
time segmentation on high-resolution images. The inputs are
three images, and only their resolution is different. One is the
original high-resolution image, and the others are medium-
and low-resolution images downsampled by factors of 2 and
4, respectively. Each multi-resolution image is the input to
cascade branches, which are different sub-networks of ICNet.
The output feature maps of different cascade branches are
fused by two cascade feature fusion (CFF) units. The CFF
unit is used to combine the output featuremaps of two cascade
branches and output a prediction map. ICNet uses the cascade
branches, which are three sub-networks, and the CFF unit to
perform real-time segmentation. In addition, to improve the
optimization and segmentation performance of each cascade
branch, a cascade label guidance strategy using three ground-
truth labels with different scales was applied. In the study
by Zhao et al. [30], through comparative experiments using
various databases, ICNet can perform segmentation in real
time, and it shows similar segmentation performance to the
other existing state-of-the-art networks.

V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL DATABASES
1) CAMVID AND KITTI DATABASES
In our study, two famous road scene segmentation databases
were used. As shown in Figure 4 (a), the first database is
CamVid [18]. This database consists of video frames that
capture road scenes with a camera installed on a moving
vehicle. The resolution of each image is 960 × 720 pixels
(width and height, respectively), with 701 images each for
RGB color images and ground-truth label images. The num-
ber of segmentation classes is 11, and each pixel value of the
ground-truth label represents a class. In our experiment, for
two-fold cross validation, the 701 images were divided into
two subsets of 351 and 350 images. That is, the first validation
was performed with 351 images for training and the remain-
ing 350 images for testing, and the second validation was
performed with 350 images for training and the remaining
351 images for testing.

As shown in Figure 4 (c), the second database is the KITTI
[19] database. This database also captured images taken with
a camera mounted on a moving vehicle. The image resolution
is 1242 × 375 pixels (width and height, respectively), and
the type and number of segmentation classes are the same as
those in CamVid. However, this database does not provide
a ground-truth label for the test set. In our study, a total
of 445 RGB images and ground-truth labels from the KITTI

database provided in a previous study [33] were used. In the
same way as the above database, this database was divided
into two subsets of 223 and 222 images for a two-fold cross-
validation experiment.

2) SYNTHESIZED LOW LIGHT CAMVID AND KITTI
DATABASES
In this experiment, we used synthesized databases that are
similar to real low light environments to perform multi-
class segmentation in low light environments. The road scene
open databases captured in the existing nighttime environ-
ment include Berkeley deep drive 100K (BDD100K) [34],
Nighttime Driving [12], and Alderley [35] databases. How-
ever, these nighttime road scene databases either do not have
segmentation labels, or have very few ones, and have no
daytime image pairs. In addition, images taken in real low
light or nighttime environments have poor image quality and
visibility due to low brightness, blur, and noise, making it
difficult for humans to create segmentation labels for all
the objects in the image and the labels are not accurate.
Therefore, to utilize accurate segmentation labels and paired
images, experiments were performed using the Syn-CamVid
and Syn-KITTI databases, which are the results of converting
the daytime CamVid and KITTI databases into low light
images, respectively. Figures 4 (b) and (d) show example
images of the Syn-CamVid and Syn-KITTI databases, respec-
tively. To create extremely low light images similar to an
actual low light environment with little external light, we have
used the existing low light image generation methods in
combination [36]–[38]. In a real low light environment with
little external light, the brightness value does not decrease lin-
early. When comparing the daytime image with the nighttime
image, the brightness of highly bright pixels will decrease
more, whereas that of the pixels with lower brightness will
decrease less. We used gamma correction [39] to produce this
nonlinear brightness change. First, the clear RGB images are
converted to HSV images. The three channels H, S, and V
correspond to the hue, saturation, and values, respectively.
The gamma correction is applied only to the V channel values
to reduce the brightness value nonlinearly. Second, in a low
light environment, blurry images are captured due to the
amount of light and the camera’s exposure time, and we used
the Gaussian blur kernel to implement this effect. Finally,
the noise in the low light image is generated by the camera
sensor, which is added in this experiment using the Gaussian
and Poisson noise functions.

Equation (5) is the formula for converting a bright and clear
image into a low light image [36]–[38].

Io = BG(S · (Ii)γ )+ NG + NP (5)

Ii is the V channel value of the HSV image and Io is the
synthesized low light image.BG is the Gaussian blur function,
and the standard deviation σ value was set to be random
between 1.5 and 2. S and γ are gamma correction parameters,
and S was set as 0.06 (CamVid) or 0.08 (KITTI) and γ was
set as 2.5. NG is the Gaussian noise, and NP is the Poisson
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FIGURE 4. Examples of experimental databases. (a) Original CamVid database, (b) Syn-CamVid
database, (c) original KITTI database, and (d) Syn-KITTI database.

noise. Table 4 summarizes the number of images, size of the
images, number of classes, and pixel brightness values for the
two databases used in our experiment.

B. TRAINING OF MODIFIED CYCLEGAN
Both the training code and testing code of our modified
CycleGAN were implemented using the TensorFlow frame-
work (version 1.8.0) [40]. To train our modified CycleGAN
from scratch, we applied the adaptive moment estimation
(ADAM) optimizer [41] with the weight parameter optimiza-
tion method, and it was set that beta1 (momentum) was 0.5,
beta2 was 0.999, epsilon was 1E-08, and the initial learning
rate was 0.0004. The number of iterations is calculated by
‘‘the number of training images / batch size,’’ and the number
of iterations is defined as 1 epoch. For the training of our

modified CycleGAN, the batch size was set to be 1 and the
number of epochs to be 300. From epoch 1 to epoch 200,
the learning rate remains the same at 0.0004, and for the
remaining 100 epochs, It was set so that the learning rate
decreases linearly to 0. To balance between the respective loss
values, the λof equation (4) was set at 10. The input image
size of our network was resized to 320 × 240 pixels (width
and height, respectively) for the CamVid AND Syn-CamVid
databases, and 512 × 176 pixels (width and height, respec-
tively) for the KITTI and Syn-KITTI databases, considering
the aspect ratio of the two databases used in the experiment.
The source domain was set to be the Syn-CamVid or Syn-
KITTI database, and the target domain was set as the original
daytime CamVid or KITTI database to perform the training.
Figure 5 is a graph showing the changes in the training
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TABLE 4. Descriptions of experimental databases.

loss with epochs during the training of our network. As the
training loss converged to a sufficiently low value with the
increase in epoch in the training, we can observe that our
modified CycleGAN has been optimized.

All our experiments were performed using a desktop com-
puter (Intel R© CoreTMI7-7700 CPU @ 3.6 GHz (4 cores)
with 16 GB of main memory) equipped with an NVIDIA
GeForce GTX 1080 (2560 compute unified device architec-
ture (CUDA) cores) [42] with a graphics memory of 8 GB
(NVIDIA, Santa Clara, CA, USA).

C. TESTING OF MODIFIED CycleGAN WITH SYNTHESIZED
LOW LIGHT CAMVID AND KITTI DATABASES
1) LOW LIGHT IMAGE ENHANCEMENT WITH SYN-CAMVID
DATABASE
To improve the segmentation performance in low light or
nighttime environments, we propose an enhancement-based
low light image segmentation method using modified Cycle-
GAN. For a quantitative comparison of the enhancement
quality of low light images, the signal-to-noise ratio (SNR)
[43], peak-signal-to-noise ratio (PSNR) [44], and structural
similarity (SSIM) [45] were used as the evaluation indicators.
SNR and PSNR measure the enhancement quality based on
the mean squared error (MSE) between two images, and
Equations (6)–(8) express the mathematical formulas for
MSE, SNR, and PSNR, respectively.

MSE =
1
mn

m−1∑
i=0

n−1∑
j=0

[Io (i,j)−Ie (i,j)]2 (6)

SNR = 10log10

 ∑m−1
i=0

∑n−1
j=0 [Io(i,j)]

2

mn

MSE

 (7)

PSNR = 10log10

(
2552

MSE

)
(8)

Io is a bright and clear daytime image and I e is the
enhanced image generated by the modified CycleGAN. M
and n represent the width and height of the image, respec-
tively. Equation (9) expresses the mathematical formula of

FIGURE 5. Training loss graphs of modified CycleGAN. The left and right
figures are the training loss graphs with subset 1 and subset 2 of Table 4,
respectively. Training loss graphs with (a) Syn-CamVid database and
(b) Syn-KITTI database.

TABLE 5. Quality evaluation of low light image enhancement on CamVid
database generated by the proposed method and previous methods.

SSIM.

SSIM =
(2µeµo + C1)(2σeo + C2)
(µ2

e+µ
2
o+C1)(σ 2

e+σ
2
o+C2)

(9)

µo and σo represent the mean and standard deviation of the
pixel values of a daytime image, respectively, µe and σe
represent the mean and standard deviation of the pixel values
of an enhanced image generated by the modified CycleGAN,
respectively, and σeo is the covariance of the two images.
C1 and C2 are positive constants set so that the denominator
does not become zero.

In the first experiment, we converted low light images to
daytime images by applying the proposed method and the
previous methods [16], [28], [46] to the synthesized low
light CamVid database. And we compared and analyzed the
low light image enhancement qualities of the output images.
CycleGAN [16] and Pix2Pix [28] are GAN-based image-to-
image translation networks, and the perceptual loss network
(PLN) [46] is a single style transfer network without using a
discriminator. CycleGAN is a GAN-based network that per-
forms learning with unpaired data, and with the use of cycle
consistency loss, image-to-image translation is performed
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while maintaining the identity of the input images. Pix2Pix
is a conditional GAN that performs learning with paired
data and uses a generator with a U-Net structure and skip
connection. Unlike GAN-based networks, PLN does not use
a discriminator and performs a style transfer using perceptual
loss based on the features extracted with VGG Net-16 [31].
Table 5 shows the numerical evaluation of the enhancement
quality of the output images generated using the proposed and
existing methods. Two-fold cross validation was performed
for the training and testing processes of all the networks, and
the evaluation indicators were measured as the average values
of PSNR, SNR, and SSIM obtained by testing subset 1 and
subset 2 of the database. As shown in Table 5, the PSNR,
SNR, and SSIM values measured by the enhanced images
generated by our modified CycleGAN are the highest com-
pared with those of the existing methods.

Figure 6 shows examples of the result images generated
by using the proposed method and the existing methods
with the Syn-CamVid database as input. The PLN results
in Figure 6 show that the enhancement quality was the lowest
compared with that of the other methods, and the color infor-
mation of the objects in the image was largely lost compared
with daytime images. In particular, in the lower part of the
resulting image, both shape and color information disap-
peared. Examining the resulting image of Pix2Pix, the noise
was considerably removed overall and the shape of the objects
in the imagewaswell restored. However, the Pix2Pix network
did not properly restore the detail information of the objects
and tended to produce blurry results. Compared with Pix2Pix,
the resulting images of the original CycleGAN are sharper,
and this network can reconstruct the detail information of
the objects. However, small objects disappeared and noisy
images tended to be produced. Finally, the output images
generated by the proposed method in Figure 6 show that
the enhancement quality was the best compared with that of
the previous methods. In particular, more noise was removed
compared with the original CycleGAN result, and the shape
and color of the objects were restored more clearly. The
experimental results in Table 5 and Figure 6 show that the
proposed method has the best enhancement quality in quanti-
tative and visual terms compared with the previous methods.

2) LOW LIGHT IMAGE ENHANCEMENT WITH SYN-KITTI
DATABASE
In this section, we converted low light images to daytime
images by applying the modified CycleGAN to the Syn-
KITTI database and evaluated the enhancement quality quan-
titatively and visually based on the original daytime KITTI
database. In the same way as the previous experiments,
the results of the proposed method and the previous methods
[16], [28], [46] were compared and analyzed using the Syn-
KITTI database. Table 6 quantitatively shows the enhance-
ment quality for the enhanced KITTI database generated by
the proposed and previous methods. As shown in Table 6,
the proposed method showed the highest PSNR, SNR, and
SSIM values compared with the previous methods, indicating

TABLE 6. Quality evaluation of low light image enhancement on the KITTI
database generated by the proposed method and previous methods.

that the enhancement performance of our modified Cycle-
GAN was quantitatively superior.

Figure 7 shows examples of the result images generated by
using the proposed method and the existing methods with the
Syn-KITTI database as input. The PLN results show that the
enhancement quality is the lowest, especially in areas with
shadows or low brightness. The result of Pix2Pix shows that,
although noise is removed, blurry images are still produced.
The original CycleGAN recovers the detail information of
objects in an image well, but tends to generate a noisy image.
Compared with these previous methods, the results of our
modified CycleGAN show that the noise and blur are con-
siderably removed from the images and the enhancement
quality was visually comparable to the daytime images. The
comparative experiments using the Syn-CamVid and Syn-
KITTI databases show that the enhancement performance
of our proposed method is the best for all the databases
compared with the previous methods.

The PLN has the lowest enhancement quality for the two
databases because the shape and color information of the
objects in the low light image is insufficient to extract fea-
tures, and the perceptual loss did not work properly during
the training of PLN. The generator of the Pix2Pix has a U-
Net structure and when the input image passes through the
encoder, the size of the feature maps is reduced to 1/256 of the
size of the input image. As low light images contain very little
information, detail information may be lost when excessively
compressing the features of an image. In addition, the L1 loss
is used in the training process of Pix2Pix, and low-frequency
features tend to be used more for the training because this
loss is calculated as an average of pixel value differences. The
blurry images of Pix2Pix are attributed to these two reasons.
As the original CycleGAN is trained from unpaired data, it is
designed to generate output images while maintaining the
identity of input images using cycle consistency loss. How-
ever, low light input images have very low brightness values,
and considerable blur and noise; hence, cycle consistency
loss does not work properly and it is difficult to maintain the
identity of the input image. Our modified CycleGAN reduces
the loss of information in low light images by using LReLU as
an activation function. In addition, unlike the original Cycle-
GAN, our network can directly learn the difference between
the output and the target by using paired data and paired
L1 loss, and generate an output image similar to the daytime
image. Consequently, the proposed method showed the best
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performance in the conversion of low light images to daytime
images for the Syn-CamVid and Syn-KITTI databases.

D. TESTING OF SEGMENTATION NETWORKS WITH
SYNTHESIZED LOW LIGHT CAMVID DATABASE
1) LOW LIGHT IMAGE SEGMENTATION WITHOUT
ENHANCEMENT
In the experiments in Sections V.C, as the first step, we con-
verted low light images to daytime images using the modified
CycleGAN and obtained enhanced databases similar to the
original daytime databases. In the second step, we performed
multi-class segmentation with the output images generated
by the modified CycleGAN. In this study, our final goal
was to improve semantic segmentation performance in low
light or nighttime environments. Therefore, our experiment
focused on the extent of improvement of segmentation perfor-
mance compared with low light databases. For a quantitative
evaluation of the segmentation performance, we used the
pixel accuracy (Pixel Acc), mean class accuracy (Class Acc),
and mean intersection over union (Mean IOU) used in [1, 2]
as the evaluation indicators. They are calculated as the ratio of
true positive (TP), false positive (FP), and false negative (FN).
These evaluation indicators are expressed in Equations (10)–
(12).

Pixel Acc =

∑L
i=1 TPi∑L

i=1 (FPi + TPi)
(10)

Class Acc =
1
L

L∑
i=1

(
TPi

FPi + TPi

)
(11)

Mean IOU =
1
L

L∑
i=1

(
TPi

FPi + TPi + FN i

)
(12)

L represents the number of class labels. TPi represents the
number of pixels that have been correctly predicted when
the real ground-truth label class was i and the prediction
result was predicted as class i accordingly. FPi represents
the number of pixels with incorrect prediction results from
the pixels with class i. FNi represents the number of pixels
with the incorrect prediction results among the pixels with the
real ground-truth label as class i. Pixel Acc in Equation (10)
represents a correctly predicted ratio of the prediction results
of the segmentation network for all classes. Class Acc of
Equation (11) represents a value calculated by averaging the
accuracy of the prediction results for each class. Mean IOU
in Equation (12) represents the average value of the ratio
of intersections over unions for each class. In this section,
we measured how much the segmentation performance is
dropped in a low light environment compared with a daytime
environment when no image enhancement method is used.
Table 7 shows the segmentation performances measured for
the daytime CamVid and Syn-CamVid databases using the
state-of-the-art segmentation networks. All the segmentation
networks of Table 7 are trained from scratch with each
database. As shown in Table 7, all four networks showed high
segmentation performance for the original daytime CamVid

TABLE 7. Comparisons of segmentation performances with daytime
CamVid and Syn-CamVid databases (All networks are trained from scratch
with each database) (unit: %).

database. However, the segmentation performances for the
low light CamVid database were significantly dropped when
the image enhancement method was not used.

Figure 8 shows examples of segmentation results that were
tested with the four segmentation networks using the Syn-
CamVid database. The images in the second row of Fig-
ure 8 are the inputs to the segmentation networks, the low
light images belonging to the Syn-CamVid database. Low
light images have very low illumination; hence, the color
information of objects is very limited. Furthermore, due to
noise and blur, the shape of the objects is deformed and
the boundaries between them are unclear. Therefore, training
of segmentation networks becomes very difficult and seg-
mentation performance is greatly reduced. Considering the
segmentation results of the four networks, we can observe
that objects of large size such as sky, building, and road show
object shapes to some extent, but small objects have not been
segmented. Furthermore, the boundaries between the objects
are unclear overall and the shape information of the objects
disappears. From the results in Table 7 and Figure 8, we can
observe that the segmentation performance in the low light
environment is significantly reduced compared with that in
the daytime environment.

2) ABLATION STUDY (LOW LIGHT IMAGE SEGMENTATION
WITH IMAGE ENHANCEMENT)
In our experiments using the Syn-CamVid database,
we observed that the segmentation performance dropped
significantly when the semantic segmentation was performed
directly without applying the image enhancement method.
We used a modified CycleGAN combined with a segmen-
tation network to tackle this problem. First, the modified
CycleGAN is used to enhance the low light image and then
the segmentation network is used to output the segmentation
results. We conducted a comparative experiment using four
segmentation networks to confirm that the segmentation
performance is improved when our modified CycleGAN
and a segmentation network are combined. Table 8 shows
the measured segmentation performance before and after
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FIGURE 6. Examples of low light image enhancement results of the Syn-CamVid database. The first row shows the input images
of the source domain, the second row shows each low light image and the accumulated ground-truth daytime images of the
target domain, and the third row to the last row show the enhancement result images obtained by the proposed method,
CycleGAN, Pix2Pix, and PLN, respectively.

applying the enhancement technique using the modified
CycleGAN.

As shown in Table 8, the segmentation performance with-
out enhancement was very low for all evaluation indicator
values. In contrast, we can observe that the performance
was greatly improved for all the segmentation networks
after applying the enhancement technique using the modified
CycleGAN. PSPNet, in particular, showed the best perfor-
mance with a pixel accuracy of 88.58%, class accuracy of

63.97%, and mean IOU of 55.31%. Through comparative
experiments using the Syn-CamVid database, we confirmed
that the modified CycleGAN not only enhanced the low light
image well, but also significantly improved the semantic
segmentation performance. Figure 9 shows examples of the
segmentation results using the Syn-CamVid database, which
were tested with models combining our modified Cycle-
GAN with each segmentation network. The first and third
columns show the results of testing the low light images
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FIGURE 7. Examples of low light image enhancement results of the Syn-KITTI database. The first row shows the
input images of the source domain, the second row shows each low light image and the accumulated
ground-truth daytime images of the target domain, and the third row to the last row show the enhancement
result images obtained by the proposed method, CycleGAN, Pix2Pix, and PLN, respectively.

TABLE 8. Semantic segmentation performances of the Syn-CamVid
database before and after using the modified CycleGAN (‘‘A’’ indicates no
enhancement, and ‘‘B’’ indicates enhancement by the modified
CycleGAN) (unit: %).

without enhancement with each of the four segmentation
networks.

Figure 9 shows examples of the segmentation results using
the Syn-CamVid database, which were tested with models
combining our modified CycleGAN with each segmentation

network. The first and third columns show the results of
testing the low light images without enhancement with each
of the four segmentation networks. The second and fourth
columns are the result of testing images enhanced with the
modified CycleGAN. As shown in figure 9, when segmen-
tation was performed directly on low light images without
using the modified CycleGAN, the performance results were
very poor. In contrast, when segmentation was performed
by combining our modified CycleGAN on low light images,
the resulting images were clearer and each object was well
distinguished. Comparing the result images with the ground-
truth images shows that the segmentation result with the
enhancement applied is similar to the ground-truth image.

3) COMPARISONS OF LOW LIGHT IMAGE SEGMENTATION
ACCORDING TO ENHANCEMENT NETWORK
In previous experiments, we confirmed that the segmentation
performance in a low light environment was the highest when
using the modified CycleGAN as the enhancement network
and PSPNet as the segmentation network. Therefore, we set
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FIGURE 8. Examples of segmentation results of Syn-CamVid database
without an enhancement method. The first row shows the ground-truth
daytime images, the second row shows low light input images paired
with each daytime image, the third row shows the ground-truth label
images, and the fourth row to the last row show the segmentation result
images of FCN, SegNet, PSPNet, and ICNet, respectively.

the model that combined the modified CycleGAN and PSP-
Net as our final model. In this section, the segmentation
performancewas compared usingmodels combining four dif-
ferent enhancement networks and one segmentation network.
For the enhancement network, Pix2Pix, PLN, CycleGAN,
andmodified CycleGANwere used, and for the segmentation
network, PSPNet was used.

In Table 9, we compare the segmentation performance
for the Syn-CamVid database using models combining PSP-
Net and four different enhancement networks. Among the
three existing enhancement networks, the segmentation per-
formance of PSPNet model combined with CycleGAN was
higher. Accordingly, we can observe that CycleGAN shows
superior performance in a low light image environment com-
pared with Pix2Pix and PLN, and it can be confirmed that the
performance can be further improved when combined with
the segmentation network.

From the four models in Table 9, our final model combin-
ing the modified CycleGANwith PSPNet showed the highest
performance. This indicates that our modified CycleGAN
contributed more to improving segmentation performance

than the original CycleGAN. Figure 10 shows an example
of segmentation result images for the Syn-CamVid database
obtained using PSPNet models combined with four differ-
ent enhancement networks separately. Segmentation results
using Pix2Pix, PLN, and CycleGAN as an enhancement
network is quite good for large objects such as trees, build-
ings, and roads, but poor for smaller objects. In comparison,
the resulting images of our final model showed high segmen-
tation quality not only for large objects but also for small
objects such as pedestrian or sign; these results are superior
to those of other models. In addition, comparing with ground-
truth images, the segmentation results obtained using our
final model are the most similar to the ground-truth images.

As a final experiment with the Syn-CamVid database,
we performed a t-test [47] for showing the significance of
performance difference between our method and the second-
best method (original CycleGAN [16] +PSPNet) as shown
in Figure 11. In the null hypothesis for the t-test, it is assumed
that there is no difference between the accuracy of ourmethod
and that of the second-best method. As shown in Figure 11,
the p-values of Pixel Acc, Class Acc, and Mean IOU for this
t-test were 9.74× 10−3, 8.29× 10−3, and 9.39× 10−3 (less
than 0.01), respectively. This shows that the null hypothesis
is rejected at a 99% confidence level indicating that there is
a significant difference at this confidence level between the
performances (Pixel Acc, Class Acc, and Mean IOU) of our
method and those of the second-best method. In addition,
for analyzing the reliability of the observed phenomena in
descriptive statistics, we performed the Cohen’s d method
[48], by which the size of the difference between the two
models was demonstrated using the effect size [49]. It is
calculated based on the average difference between the per-
formance of our method and that of the second-best method,
which is divided by standard deviation. Generally, effect size
is classified as small, medium, and large defined by Cohen’s
d values of 0.2, 0.5, and 0.8 respectively. The experimental
results in Figure 11 show the Cohen’s d values of 14.2 (Pixel
Acc), 15.4 (Class Acc), and 14.4 (Mean IOU). Because these
Cohen’s d values are close to 0.8, the results show that the
differences between the performances of our method and
those of the second-best one are large in effect size.

E. TESTING OF SEGMENTATION NETWORKS WITH
SYNTHESIZED LOW LIGHT KITTI DATABASE
1) LOW LIGHT IMAGE SEGMENTATION WITHOUT
ENHANCEMENT
In our comparative experiments using the Syn-CamVid
database, we proved that the proposed method can signif-
icantly improve the segmentation performance in low light
environments. In this section, segmentation performance was
measured using the second open database, the Syn-KITTI
database, in the same way as the experiment with the first
database. As a first step, we measured how much the seg-
mentation performance is dropped in the low light condition
compared with the daytime environment.
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TABLE 9. Comparisons of segmentation performances for the Syn-CamVid database according to different enhancement networks (PSPNet [17] is used as
the base model for segmentation) (unit: %).

FIGURE 9. Examples of segmentation results of the Syn-CamVid database before and after using the modified
CycleGAN.

Table 10 shows the segmentation performances measured
for the daytime KITTI and Syn-KITTI databases using four
segmentation networks. All the segmentation networks of
Table 10 are trained from scratch with each database. As with
the previous experiments using the CamVid database, all the
four networks showed high segmentation performance for the
daytime KITTI database. However, the segmentation perfor-

mances for the low light KITTI database are significantly
lower.

Figure 12 shows examples of segmentation result images
tested with the four segmentation networks using the Syn-
KITTI database. The images in the second row of Fig-
ure 12 are inputs to the segmentation networks and are
the low light images belonging to the Syn-KITTI database.
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FIGURE 10. Examples of segmentation results for the Syn-CamVid database according to different
enhancement networks (PSPNet [17] is used as the base model for segmentation).

TABLE 10. Comparisons of segmentation performances with the daytime KITTI and Syn-KITTI database (All networks are trained from scratch with each
database) (unit: %).

Considering the segmentation result images of the four
networks, we can observe that large objects with many
pixel numbers such as sky, tree, and building show object
shape to some extent, but small objects with small pixel
numbers are not segmented. Furthermore, the boundaries
between the objects are unclear overall and the shape infor-

mation of the objects disappears. From the results in Table
10 and Figure 12, we observed that segmentation perfor-
mance was significantly reduced in the low light envi-
ronment compared with that in the daytime environment
not only for the CamVid database but also for the KITTI
database.
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FIGURE 11. T-test performance of our method and the second-best
method using the Syn-CamVid database. (a) Pixel Acc, (b) Class Acc, and
(c) Mean IOU.

2) ABLATION STUDY (LOW LIGHT IMAGE SEGMENTATION
WITH ENHANCEMENT)
To improve the segmentation performance for the Syn-KITTI
database, we used the modified CycleGAN, an enhancement
network, in combination with four segmentation networks
separately. Table 11 shows the measurement of segmenta-
tion performance before and after applying the enhance-
ment technique using the modified CycleGAN. As shown
in Table 11, the segmentation performance without enhance-

FIGURE 12. Examples of segmentation results of the Syn-KITTI database
without an enhancement method. The first row shows the ground-truth
daytime images, the second row shows low light input images paired
with each daytime image, the third row shows the ground-truth label
images, and the fourth row to the last row show the segmentation result
images of FCN, SegNet, PSPNet, and ICNet, respectively.

ment was very low for all the evaluation indicator values.
In contrast, the performance was greatly improved for all
the segmentation networks after applying the enhancement
technique using ourmodifiedCycleGAN. Especially, PSPNet
showed the best performance among the four networks with
a pixel accuracy of 80.48%, class accuracy of 62.9%, and
mean IOU of 47.63%. In a comparative experiment using the
second database, we proved that the modified CycleGAN not
only showed good enhancement performance for the Syn-
KITTI database, but also significantly improved segmenta-
tion performance. Figure 13 shows the examples of segmen-
tation results using the Syn-KITTI database tested with the
combined models.

The first and third columns are the results of testing the
low light images without enhancement with each of the four
segmentation networks. The second and fourth columns are
the result of testing images enhanced with the modified
CycleGAN. As shown in Figure 13, the segmentation per-
formance was very low when the test was performed on low
light images without the modified CycleGAN. In contrast,
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TABLE 11. Segmentation performances of the Syn-KITTI database before and after using the modified CycleGAN (‘‘A’’ indicates no enhancement, and ‘‘B’’
indicates the enhancement by the modified CycleGAN) (unit: %).

TABLE 12. Comparisons of segmentation performances for the Syn-KITTI database according to different enhancement networks (PSPNet [17] is used as
the base model for segmentation) (unit: %).

FIGURE 13. Examples of segmentation results of the Syn-KITTI database
before and after using the modified CycleGAN.

when the test was performed by combining our modified
CycleGAN and segmentation networks for low light images,
the segmentation result images were clearer and more accu-

TABLE 13. Comparisons of FLOPs and parameters with the proposed
method and original CycleGAN.

rate. Comparing with the ground-truth image, the segmenta-
tion result images with enhancement are more similar to the
ground-truth image.

3) COMPARISONS OF LOW LIGHT IMAGE SEGMENTATION
ACCORDING TO ENHANCEMENT NETWORK
In this section, we compared the segmentation performance
of the Syn-KITTI database using PSPNet models com-
bined with four different enhancement networks separately:
Pix2Pix, PLN, CycleGAN, andmodified CycleGAN. Among
the four models in Table 12, our final model, which combines
the modified CycleGAN and PSPNet, showed the highest
performance for all the evaluation indicators. This indicates
that our modified CycleGAN contributed more to improving
the segmentation performance than the previous methods.

Figure 14 shows an example of segmentation result images
for the Syn-KITTI database obtained using PSPNet models
combined with four different enhancement networks sepa-
rately. Segmentation results using Pix2Pix, PLN, and Cycle-
GAN as an enhancement network is quite good for large
objects with many pixel numbers such as trees, buildings,
and roads. However, the performance was poor for objects
of small size with a small number of pixels, such as sign and
pole. In comparison, the resulting images of our final model
showed fairly high segmentation quality for small objects
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FIGURE 14. Examples of segmentation results for the Syn-KITTI database according to different enhancement
networks (PSPNet [17] is used as the base model for segmentation).

such as poles or signs and for large objects, which indicates
superior performance to those of other models. Table 12 and
Figure 14 show that our final model has the highest segmen-
tation performance for the Syn-KITTI database and produced
the greatest performance improvement over the results of
the existing enhancement networks. As a final experiment
with the Syn-KITTI database, we performed a t-test for
showing the significance of performance difference between
our method and the second-best method (Original Cycle-
GAN [16]+PSPNet). As shown in Figure 15, the p-values
of Pixel Acc, Class Acc, and Mean IOU for this t-test were
8.36× 10−3, 6.59× 10−3, and 8.53× 10−3 (less than 0.01),
respectively. This shows that the null hypothesis is rejected at
a 99% confidence level indicating that there is a significant
difference at this confidence level between the performances
(Pixel Acc, Class Acc, and Mean IOU) of our method and
those of the second-best method. Furthermore, we performed
the Cohen’s d method. The experimental results in Fig-

ure 15 show the Cohen’s d values of 15.3 (Pixel Acc), 17.3
(Class Acc) and 15.2 (Mean IOU). As these Cohen’s d values
are close to 0.8, the results show that the differences between
the performances of our method and those of the second-best
method are large in effect size.

F. COMPUTATIONAL COST AND PROCESSING TIME
In this section, computational cost and processing time are
measured for our final model, and our modified CycleGAN
and original CycleGAN are comparatively analyzed. For
the comparison of the computational cost of the networks,
we used floating-point operations (FLOPs) and parameters
(Params) as the evaluation indicators. #FLOPs and #Params
represent the total number of FLOPs and Params, respec-
tively. The values of these two evaluation indicators were
measured using the profiler library of TensorFlow framework
(version 1.8.0) [40].
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FIGURE 15. T-test performance of our method and the second-best
method using the Syn-KITTI database. (a) Pixel Acc, (b) Class Acc, and (c)
Mean IOU.

First, we compared the computational costs of the mod-
ified CycleGAN, the enhancement network of our final
model, and the original CycleGAN. We reduced the com-
putational cost of our network by modifying the residual
blocks of the original CycleGAN into a bottleneck struc-
ture and reducing the number of the blocks from nine
to six. To compare this numerically, Table 13 shows the
number of FLOPS and parameters of the modified Cycle-
GAN and the original CycleGAN. As shown in Table 13,
our modified CycleGAN shows a reduction of approxi-
mately 5.58 times in terms of #Params and approximately

FIGURE 16. Jetson TX2 embedded system.

4.35 times in terms of #FLOPs compared with the original
CycleGAN.

Second, we compared the average processing times of
the modified CycleGAN and the original CycleGAN for
the two databases. Table 14 shows the average processing
time per image of our modified CycleGAN in a desktop
environment. For the Syn-CamVid and Syn-KITTI databases,
the average processing times per image were 34.63 ms and
38.66 ms, respectively. The processing time was reduced
by approximately 8 to 14 ms compared with that of the
original CycleGAN. As the next experiment, the average
processing time was measured in the Jetson TX2 embedded
system [50], which is widely used for on-board deep learn-
ing processing as shown in Figure 16. Jetson TX2 has an
NVIDIA PascalTM-family GPU (256 CUDA cores), having
8 GB of memory shared between the central processing unit
(CPU) and GPU, and 59.7 GB/s of memory bandwidth; it
uses less than 7.5 W of power. As shown in Table 14, for
the Syn-CamVid and Syn-KITTI databases, the average pro-
cessing times per image were 200.97 ms and 238.93 ms,
respectively. The processing time was reduced by approx-
imately 157 to 202 ms compared with that of the original
CycleGAN.

As the final experiment, we measured the average pro-
cessing time of our final model for the two databases.
Table 15 shows the average processing time per image
measured using our proposed method for the Syn-CamVid
database. The average processing time per image was
149.71 ms in the desktop environment and 1172.61 ms in the
Jetson TX2 embedded system. Table 16 shows the average
processing time per image measured using our proposed
method for the Syn-KITTI database. The average processing
time per imagewas 186.26ms in the desktop environment and
1350.23ms in the Jetson TX2 embedded system. The average
processing time using the Jetson TX2 embedded system is
longer than that using the desktop computer due to its limited
computing resources. However, this result shows that our
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TABLE 14. Comparisons of average processing time for the proposed
method and original CycleGAN (unit: ms).

TABLE 15. Average processing time of the proposed method using the
Syn-CamVid database (unit: ms).

TABLE 16. Average processing time of the proposed method using the
Syn-KITTI database (unit: ms).

method is also applicable to embedded systems with limited
computing resources.

VI. CONCLUSION
In this study, we discussed semantic segmentation methods in
low light environments, which have not been studied exten-
sively so far. Unlike most of the prior studies, we proposed
an enhancement-based multi-class segmentation method in a
low light environment. The proposed model is divided into
two parts: an enhancement network and a segmentation net-
work. For the enhancement network, we used a new network
that modified the original CycleGAN for low light image
enhancement. The proposed modified CycleGAN modified
the generator structure of the original CycleGAN and added
a paired L1 loss. This increased the enhancement quality and
reduced the computational cost and processing time com-
pared with those of the original CycleGAN. Comparative
experiments using synthesized low light CamVid and KITTI
databases showed that our modified CycleGAN had the best
low light image enhancement quality compared with other
existing enhancement networks. In addition, using a model
combining the proposed modified CycleGAN and state-of-
the-art segmentation networks, we demonstrated that seg-

mentation performance can be significantly improved in low
light environments. Among those, the proposed final model
that combined the modified CycleGAN and PSPNet showed
the best segmentation performance.

In future, we plan to increase the segmentation perfor-
mance in the nighttime environment to a similar level as
the segmentation performance in the daytime environment.
In training process of the proposed enhancement network,
we would improve the segmentation performance by using
the output of segmentation network as the value of the loss
function. In addition, we would design a segmentation model
that can operate in real time in nighttime environment by
applying various model pruning techniques.
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